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INTRODUCTION

Water vapour in the atmosphere is a parameter of great isapoetin climate models because of its role as a greenhouse
gas. In fact water vapour is a very efficient greenhouse gasnéease of 20% of the water vapour content in the tropics
has a larger impact than a doubling of the carbon dioxide eatnation [1]. In this presentation we will focus on the
Integrated Precipitable Water Vapour (IPWV), which is mead as the height of the column formed if all the water
vapour is condensed and collected at the ground surfaceandPWYV value of 1 mm is equivalent to a water vapour
content of 1 kg/r.

Global Navigation Satellite Systems (GNSS) can be used agl &t estimate the IPWV in the atmosphere. Most of the
studies carried out so far have used observations from thieaGPositioning System (GPS), see, e.g. [2, 3, 4, 5]. Today
there are many national and international GPS networkshidéneg been operating for more than 10 years. The amount
of water vapour in the atmosphere has a strong dependenbte ¢eniperature which means that water vapour may also
be used as a probe for an indirect monitoring of the temperatMonitoring of the atmospheric water vapour content
requires first of all a long term stability An uncertainty metabsolute value is of less importance, as long as it isestabl
and can be treated as true offset during the entire studggheri

The Total Solar Irradiance (TSI) is another parameter odigiraportance in climate models. An example with satellite
measurements of the TSI is shown in Fig. 1 which clearly ttates the difference between absolute accuracy and long
term stability. It may be worth to note that whereas TSI meaments are measuring emission from the sun, GNSS
measurements of the IPWV is based on measurements of difiesén time of arrival of radio signals. The latter being a
physical quantity which often is more attractive to montwer long time scales in terms of stability.

We will in the following first summarize the background thgoFhereafter, we show examples of IPWV estimates from
GPS data, using the last 10 years of observations in SwedkRiatand and discuss the estimation of linear trends and
their uncertainties. Finally we compare the GPS resultl thi¢ corresponding output from climate models.

THEORETICAL BACKGROUND

The atmospheric parameter estimated in the GPS data piogésthe equivalent excess propagation path referreceto th
zenith direction, often called the Zenith Total Delay (ZTDR)s often expressed in units of length, using the speebf |

in vacuum for the conversion from a time delay. The ZTD canibieldd into a Zenith Hydrostatic Delay (ZHDj;,, and

a Zenith Wet Delay (ZWD),,, [7]

by = Uy, + Ly (1)

The hydrostatic term can be determined with an uncertaifityss than 1 mm in the zenith direction if the total ground
pressure is measured with an uncertainty of less than 0.5yivea that a pressure change of 1 hPa corresponds to a
change in the delay of 2.3 mm [7]. The ZWD can be written as [8]
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Fig. 1. lllustration of systematic differences in measuifethl Solar Irradiance (TSI) between different satellitstiu-
ments. Reproduced with permission from G. Kobptip://spot.colorado.edu/ koppg/TSl/ (see also [6]).
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wheree(h) is the profile of the partial pressure of water vapour @ii#l) is the temperature profile, expressed in hPa and
K, respectively. The expression for the IPWV is similar:
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wherep, (h) is the density profile of water vapour apgd is the density of liquid water. The ZWD is closely related to
the IPWV because, is proportional toe/T. A conversion factor can be calculated by assuming a valikeofean
temperature of the wet refractivity in the atmosphere. Toisversion factor can be modelled, e.g., using a history of
radiosonde data [9], or calculated using re-analysis data & numerical weather model such as the ECMWF model
[10]. These studies have shown that the IPWV can be estinfieiedthe ZWD with a typical root-mean square (RMS)
conversion error of less then 2%.

ANALYSIS OF GPS DATA FROM SWEPOS AND FINNREF

We have used data from GPS receiver sites in Sweden and &irflae sites are of geodetic quality, meaning that they are
mounted on solid bedrock. Most of the Swedish sites have leeontinuous operation since late 1993 and the Finnish
sites have been operational since late 1996. Fig. 2 shows #ites in the Swedish SWEPOS network and the Finnish
FinnRef network.

The GPS data have been analysed using the GAMIT GPS progessiware, developed at the Massachusetts Institute
of Technology [11]. The software is based on a method reddo@s a network solution. This means that many stations
are processed together. In our case all SWEPOS stationsamesged in one solution and all FinnRef stations in another
Some of the SWEPQOS sites have also been included in the FirsoReion in order to be able to compare the two
solutions. All observations are included down to an elevetiut-off angle of 10 degrees and the elevation dependeices
the ZHD and the ZWD were modelled using the mapping functa@wloped by Niell [12]. In the analysis we estimate
station coordinates, satellite coordinates, and the ZTD.
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Fig. 2. GPS receiver sites in Sweden and Finland.

ON THE ESTIMATION OF LINEAR TRENDS IN THE IPWV

In order to obtain the ZWD from the estimated ZTD we use thal fmtessure at the GPS antenna to calculate and subtract
the ZHD. A pressure error of 1 hPa results in an error of 2.3 mthe ZHD, and hence also in the ZWD. A 2.3 mm error in
the ZWD implies an IPWV error of 0.35 mm. The pressure data beagbtained from measurements or modelling work.
Since most of the GPS sites do not have any pressure obsawitis of interest to assess how well the ground pressure
can be modelled. We have compared pressure estimatesdirine a model used by the Swedish Meteorological and
Hydrological Institute (SMHI) and pressure measurementh@Onsala station (ONSA). The differences between the
two time series are shown in Fig. 3(a). They agree with an Riff8rdnce of 0.5 hPa. The observed trend in the
difference is—0.011 hPa/year which introduce an error in the IPWV trend 8f004 mm/year. This drift can be due to a
slowly changing error in the barometer or a systematic effethe model. It is not of great importance here because it is
significantly below the uncertainties in the linear trengineated from the GPS data, as we will show below.
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Fig. 3. Comparison between modelled and measured presstire @nsala site. The differences (a) are occasionally
large due to the 3 h temporal resolution of the model. Theeltrdifference (b) is caused by rapid variations during the
passage of a low pressure weather system.




The next conversion, from ZWD to IPWV can also introduce anran the trend estimates through an unmodelled trend
in the conversion factor. This whole problem can of coursevmded if ZWD is analyzed in terms of trends rather than
the IPWV. In this work, however, we have done the conversidPWV using Equation (3) in [3]

When the IPWYV time series have been calculated we use thestiteate the parameters in the following model for each
site:

V =Vh+ a1t + azsin (27t) + a3 cos (27t) + ay sin (47t) + aj cos (47t) 4

wheret is the time in years and the coefficieids a1, a2, as, a4, andas, are estimated using the method of least squares.
Based on the Lomb-Scargle periodograms [13] we chose todedioth annual and semi-annual terms in order to describe
the seasonal variations. Two examples are shown in Fig. 4nMéethat the semi-annual term is relatively stronger at
the Arjeplog site, in the north of Sweden, compared to theltesor the Hassleholm site in the south. The original time
series and fitted models are presented in Fig. 5.
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Fig. 4. Lomb-Scargle periodograms for the IPWV time seniesif(a) Arjeplog and (b) Hassleholm.
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Fig. 5. IPWV time series from (a) Arjeplog and (b) HasslehoThe straight line is the fitted linear drift and the perodi
function models the seasonal variability in accordanch ®ijuation (4).



We have estimated trends for the different sites shown inZigVe chose to use the data from the time period Nov. 16,
1996 — Nov. 15, 2006. The data acquired with the Swedish r&tfvom the first three years (before Nov. 16, 1996)
where not used in these estimates of model parameters intordever the same time period with all sites. Furthermore,
there were a number of radome changes during 1993-1996 wieittave earlier shown have a significant impact on the
absolute values of the IPWV when performing network soh#ifil4]. For these ten years the linear trends in the IPWV
falls in the range from-0.05 to +0.10 mm/yr. These trends can double if we chose talatefrom summer or winter
seasons only. They also change significantly if two yearsatd dre ignored in the beginning or in the end of the time
series. These results confirm that the variability in thethvexafrom one year to another is large and also confirm that it i
reasonable to form mean values over as long time periods ysa88 when characterizing the climate.

The formal uncertainties in the linear trends can be estithhy statistical methods. If we (incorrectly) assume that t
deviations from the models are well described by white naigeobtain one-sigma uncertainties of less than 0.01 mm/yr.
The covariances for the deviation can, however, be modéidedhave fitted the following model to the observed covari-
ances between IPWV valués andV; observed at the time epochsandts:

CovlVi (t1), Valta)] = ay 271121/ Ts | gy 9 I=tal/ T2 (5)

Fig. 6 shows both the observed data as well as the model fitkddwo sites Umea and Hassleholm. Also shown in these
plots is the model result obtained if only one term is usededovariance model. When taking these covariances into
account the formal one-sigma error is approximately 0.04ynfor the ten year data set.

As the time series of GPS data will get longer these formakrtamties will of course be smaller. At the same time

systematic effects will become relatively more importaRbtential candidate error sources to be further investiyat
when using GNSS/GPS data are:

¢ Elevation cut-off angles influence the atmospheric estésaince phase delay effects introduced by the interaction
with the electromagnetic environment at the site are naectly modelled. Errors in the mapping functions used

to describe the elevation dependence of the ZHD and ZWD Vgii add different bias-type effects depending on
the elevation cut-off angle.

e Systematic changes in the satellite constellation ovee tiwill change the distribution of observations on the sky
and thereby enhance mismodelled phase delay effects ofitberas on the satellites and on the ground.

e Phase patterns of satellite antennas will have systenmagiaéts on the atmospheric estimates. Especially important
is that the net effect will vary with time as one type of satiedl is replaced by another [15].
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Fig. 6. IPWV time series from (a) Umea and (b) Hassleholime $olid line is the observed covariance. The dash-dotted
and the dotted lines are the one and the two term models,atbsgg.



COMPARISON BETWEEN GPS AND CLIMATE MODEL RESULTS

We have compared two versions of the Rossby Centre Atmoispiegiional climate model, RCA2 [16] and RCA3 [17],
and the ECMWF Re-Analysis, ERA-40 [18], with the GPS datafifgr years from 1997 until 2001. Fig. 7 shows the
results from the Kiruna site in the north of Sweden. It is ciisat the agreement between the GPS data and ERA-40 is
better since the ECMWF model was run with data assimilatsingiobservations, while RCA was run in climate mode,
i.e. using ERA-40 data at the boundaries and no data asSonila the interior region.

Another interesting feature is the increasing positives loiethe two RCA models occurring in the summer. Fig. 8 shows
the corresponding results for the Visby site on the islan@aifand in the southeast of Sweden. Here there are also some
biases of the RCA models in the summer, but not at all as cleéorathe Kiruna site. In the future we will continue
with these kind of comparisons with the goal to identify sysétic differences which in turn, hopefully, can be used to
improve the climate models.
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Fig. 9 shows the mean difference (bias) and the RMS scattereba the GPS derived IPWV with the IPWV from
ERA40 and the two RCA model versions, for a few selectedmtati As expected both the bias and the RMS scatter of
the differences around the bias are smaller for the GPS-BRAMparison. Studying the two RCA model versions we
see that in general there are larger differences at theaaushations, which could be due to higher values of the IPWV i
the south. The RCA3 model has a larger bias but a slightly ié@S compared to the RCA2. This is in agreement with
other investigations which indicate that RCA3 overestasatloud water and IPWV [19]. Further investigations using
longer time series and including sites in a larger area amen@d for the next couple of years.
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