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A System for THz Imaging of Low-Contrast

Targets using the

Born Approximation
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Abstract—A THz imaging system, operating at 346 GHz and
tailored for implementation of an imaging algorithm based m
the Born approximation, is presented. The imaging algoritm
provides focusing by compensating for the antenna footprin
This allows for using a more simple antenna system without
optical focusing. Several aspects of implementing an imagj
algorithm based on the Born approximation in THz imaging
are discussed and key system properties are highlighted. Eh
performance of the imaging algorithm is verified by imaging o
simple dielectric targets. The results indicate that this gproach
provides a qualitative indication of the distribution of contrast in
the samples complex permittivity and is a potential complerant
to existing imaging techniques.

Index Terms—Terahertz, THz, sub-millimeter, imaging, Born
approximation.

I. INTRODUCTION
MAGING in the THz spectrum, i.e., fron800 GHz to

tissue, THz imaging of bone [11], [12] and teeth [13]-[16]
has been demonstrated.

Soft tissue types have a high water content and since water is
highly attenuating at THz frequencies, the use of THz imggin
is in most cases constrained to regions less than a millmete
thick. This also implies that the contrast observed is nyainl
caused by the differences in water content throughout the
sample, with the higher water content resulting in a higher
attenuation.

In cancer diagnostics, it has been shown that is it possible
to distinguish between healthy and cancerous tissue irsedci
samples of basal cell carcinoma (skin cancer) [17]-[20],
different types of breast cancer [21]-[25], and other types
of cancer [26]. THz imaging for wound monitoring has also
been demonstrated [27], [28]. A number of other applicatjon
in which the hydration level of the tissue is an indication of
physiological condition, e.g., cornea investigation [280],

3 THz, has received the attention of both industry andave also been tested.
an increasing number of research groups in recent years [1]JAt Chalmers University of Technology, a THz imaging
[2]. Research has been conducted in a wide range of dissystem for investigation of soft-tissue samples is culyent

plines, such as security screening [3], pharmaceuticalga®

being developed [31]-[33]. In this system, the focusing is

control [4] and medical diagnostics [5]. In general, THperformed in the signal processing, thereby eliminating th
imaging systems operate in one of two configurations: Stamieed for a large and complicated array of reflectors and ¢ense

off imaging or sample investigation. Stand-off imaging sed

for focusing. The imaging algorithm used in this system is

in situations in which it is necessary to be able to obseree thased on the first-order Born approximation [34] and the
target from a distance and covers such applications asigecusntennas are simple open-ended waveguide probes. Differ-

screening [3] and satellite based systems [6].
Sample investigation is characterized by the availabdity

ent types of advanced imaging algorithms have previously
been suggested for THz imaging systems, e.g., diffraction

samples which can easily be brought to the THz imagingmography [35], [36] optical coherence tomography [371; C
system and the permitted time for measurement and signialspired systems [38], [39], and methods inspired by sytithe
processing is often long compared to stand-off system. Thperture radar (SAR) [40], but these have all been based on
main applications for these systems are biomedical didfpe assumption of the antennas being either point sources or
nostics [7], [8] and material sciences [9], [10]. Commothe target being so far from the antennas that a plane-wave
for most systems used for sample investigation is that thepproximation is suitable. In the present system, the &ctua

employ quasi-optical focusing to produce a focused spot antenna patterns are taken into account in order to recmstr
the sample. As a consequence, a quite complex systemttof images.

reflectors and lenses needs to be implemented.

The first-order Born approximation provides a linear ex-

For biomedical applications, THz images of tissue samplpgession for the scattered field resulting from low-coritras
have been suggested as a possible tool for diagnosticsirignagcatterers and has previously been applied with success at
can be divided between hard and soft tissue types. For hanirowave frequencies, e.g., for ground penetrating rptEy
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[42]. The use of the Born approximation is motivated by the
fact that most of the published soft-tissue applicationgeha
shown only a low to moderate contrast between the different
tissue types. As an example, in [5], the authors found that
the complex relative permittivity of healthy breast tissse
approximately3.0 — j4.0 at 500 GHz while the corresponding
value for breast-cancer tissue is approximately — j5.7.



In [20], the properties of skin and basal cell carcinoma (a
certain type of skin cancer) were examined, and the complex
permittivity found to be approximately.7 — j4.6 for healthy
skin tissue an@.4 — j5.6 for basal cell carcinoma. With these
relatively low contrasts between the healthy and cancerous
tissue, the Born approximation is expected to yield satisfy
results.

The imaging system presented here is based on an electronic
system topology and is designed for operation at a single
frequency. Common ways to implement such systems can
be found in [43], [44]. It is composed of mostly in-house
manufactured sub-millimeter wave components combinel wit
a custom assembled IF back-end. Measurements are done at
a single frequency and long term stability is crucial siroe t
imaging algorithm is sensitive to phase and amplitude .drift

This paper is organized as follows: In Section I, an
overview of the system setup is given, which is followed by
a detailed description of the electronics in Section Ill.eTh
antenna configuration, sample holder design, and mecHanica
scanning are described in Section IV while the imaging
algorithm is presented in Section V. Finally, in Section VI,
the performance of the system is illustrated using a Mylar
target and a leaf.

II. OVERALL SYSTEM SETUP

The system consists of an IF back end and two high-
frequency front-end modules, one for the receiver and one
for the transmitter. The transmitter front-end consistsh® Fig. 1. A photograph of the measurement system. The IF badkselocated
antenna, a broadband Schottky doubler, an HBV varactaythe optical breadboard in the lower part of the picturethia upper part
quintupler along with an isolator and a coaxial to Waveguid)éthe picture, the measurement region is shown, see close-kigure 2.
transition. The receiver front-end shares its configuratidth
the transmitter with the exception of the doubler which is
replaced by a second harmonic Schottky mixer [45].

A photograph of the entire measurement setup is shown in
Figure 1, a close-up of the measurement region in Figure 2,
and a block diagram of the measurement hardware is shown Egs
in Figure 3. The IF system creates both the transmit signal J
and the LO-drive signal for the receive side. The two signals
are offset by 1/10 of the first IF frequency by the use of a
frequency divider and thus also phase correlated to reduce
measurement noise [46]. The first IF frequency, from the
output of the sub-harmonic mixer, is then down-converted by
an I/Q-demodulator to an | and Q DC signal which is amplified
and finally detected in the data acqwsmon SySFem' Fig. 2. A photograph of the high-frequency modules and thasuement

The system operates by measuring the amplitude and phag®n. The transmitter module is on the left and the recedrethe right.
of the 346 GHz signal after transmission through the sampléie white frame in the middle is the sample holder.

Both antennas are open-ended waveguides and mounted on

separate mechanical stages, allowing them to move indepen- ] o
dently in two parallel planes. and the high-frequency front-end consisting of frequenay-m

tipliers and a sub-harmonic mixer. Two CW sources drive the
system, one high-frequency synthesizer operating at 346 G

o ‘and one low-frequency synthesizer operating at 912 MHz.
A common approach for realizing CW THz systems is

up-conversion from microwave frequencies using frequency

multipliers for signal generation and sub-harmonic mixers A- IF back-end

detection [47], [48]. This approach is also applied in this The IF back end, indicated by the lower dashed box in Fig-
system and the system electronics can be divided into twee 3, is constructed around easily available and inexpensi
parts; the IF back-end where signals are generated andedcecommercial communication components.

I1l. M EASUREMENT HARDWARE



A second-harmonic Schottky mixer, described in [45], is
used to down-convert the 346 GHz measurement signal to
912 MHz. The LO drive is provided by an HBV quintupler
identical to the one used in the transmit chain. This gives a
compact, high performance receiver module.

Spacek
SP365-35-30

34.6 GHz

912 MHz
IV. ANTENNAS AND SAMPLE HOLDER

Two identical antennas and one sample holder, all machined
in-house, are used in the system. A photograph of one the
antennas is shown in Figure 4 and the plastic sample-holder
is shown in Figure 2.

ADL 5382 NI 9239

Hittite
HMC-C047

! IF back-end

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 3. Block diagram showing the electronics, the if bank-és connected
to the high-frequency parts by flexible cables (shown asedirl

A. Antennas

. he high-f hesi hich Two main concerns were addressed during the construction
Starting at the high-frequency synthesizer, which opeaiite ¢ the antennas and sample holder: standing waves and ac-

one tenth of the measurement frequency, the signal is S@ﬂfracy of modeling. In the type of setup used here standing

in two..One -part is fed direptly tc_) a PA (Spacek S_P365'3§\7aves between different parts of the system pose a severe
30) which drives the transmitter high-frequency chain drel tproblem for accurate measurements. Therefore, great care

other part is fed as LO to an 1/Q mixer (Hittite HMC-CO47)y,, ;¢ he taken in the design of all components in the proximity

The output from the IF reference synthesizer, operating g the measurement region. The antennas are required to be
912 MHz, is also split in two with one part fed 0 an iNy,gchanically stable while at the same time giving rise to a
house manufactured 1/10 frequency divider. The 91.2 MHginimum of standing waves in the system. This has led to
output signal of the divider is low-pass filtered (Mini-aifts he conical design seen in Figure 4, in which the sloped front
SLP-150+) and then up-converted to the lower sideband @ffiacts incoming electromagnetic fields.

th_e 3_4'6 GHz signal through thﬁ/? phage_-splitter (Mini-  The antennas also need to be simple to model accurately.
Circuits ZMSCQ-2-120) and I/Q-mixer (Hittite HMC-C047).1he yeason for the modeling constrain is that the entire

The output from the single-sideband modulator is then amxeagyrement area including both antennas and the sample
plified in a PA (Spacek SP365-35-30) and fed to the highy the sample holder must be included in the same EM

frequency receiver chain. Since both the transmitter aed §jation. The open ended waveguide fits this purpose since
receiver chain have a multiplication factor of ten, the srait it is simple in construction and has a broad beam.

frequency will be 346 GHz and the effective LO frequency of 1o sample holder is constructed from a non-conducting

the down-converting mixer will be 345.088 GHz, yielding any,chine plastic (PTFE) in order to not introduce large nietal

IF output fr??“e,”cy from the sub-harmonic mixer of 912 MHzobjects in the measurement region. Two pieces of standard 50

A_fter qmpllflcann in an LNA (B&Z BZPlOZ_UBXA')’ the by 75 mm sample glass with a thickness of approximately

signal is band-pass filtered around the operational freqjuery’'gg mm (Coming Soda Lime Glass 0215), intended for

to suppress unwanted Spurs. optical microscopy, fixes the sample to the measurement
Since the measured signal has the same frequency andsition. To further reduce reflections in the setup, abesrb

phase correlated to the reference o;cillator, the out_pmm fr \were mounted on the base of the antennas to dampen waves
the 1/Q demodulator (ADL 5382) will be two DC signals,yriginating from the antenna mounting structure and the-sam
corresponding to the real and imaginary part of the measutgdolder and glass.

signal. This heterodyne technique allows an amplitude¥®ha gjnce the antennas have a broad beam the maximum cou-

change caused by the object under investigation to be Birecfjing s as low as -20 dB, when the antennas are positioned in

measured using the two DC outputs. After amplificatiofon of each other with two pieces of sample glass in between
(AD620) and filtering, the two DC vectors are digitalized byrpjs stuation is illustrated, with the addition of a Mylarget,
a 24-bit DAQ (NI 9239). in Figure 5.

B. High-frequency front-end B. Mechanical positioning and alignment

The transmitter outputs approximately 0.5 mW at 346 GHz. In order to obtain measurement data from multiple antenna
The output bandwidth is limited by the varactor-mode mupositions, a four-axis mechanical stage is used. The layout
tiplier and can be tuned in the region 330-380 GHz. Theonsists of two x-y stages, composed of totally four linear
transmit chain consists of a heterostructure barrier varac slides with lead screw drives (Velmex BiSlide), enabling th
HBV, quintupler (WASA) [49] and a varistor Schottky dou-transmitter and receiver to move independently in two pelral
bler (VDI WR-2.8x). The Schottky doubler is a commerciaplanes. Measurement data can be collected from arbitrary
product while the HBV quintupler is manufactured in-hous@ntenna positions, within the two planes of movement.

In addition to the frequency multipliers, an isolator andax The absolute positioning accuracy is important, since the
to-waveguide transition is used to connect to the IF baak-enmaging algorithm assumes the positions of the antennas are



observing the electric field. The total electric fielH;,, at
a given pointr can be written as the sum of the incident
field, FEinc, and the scattered fieldse, that is,

Etot(”') = Einc(r) + Esct(”')- (1)

The incident field is the field in the system when there is
no scatterer present in the imaging domain while the seatter
field is the perturbation of the total field caused by the prese

of a scatterer in the system. The imaging domain is the region
of the imaging system in which the sample is positioned, i.e.

! , _ _ the volume between the two glass plates in the sample holder.
Fig. 4. Photograph showing one of the custom built antennesice the . h | . | . d th .
conical front face and the open ended waveguide aperture filla spacing Us!ng t € volume mteg_ra equation [34] and the t'm_e
of the ruler is 1 mm. notation é~*, the scattered field can be expressed as a function
of the contrast functior® using

Esi(r) = jwpo | G(r,v") - E(r O ) dr'.  (2)
14
In this expressionj is the imaginary unitG is the dyadic
Green’s function [50] and is the object function [34] given
by

O(r) = jw (Ae(r)) = jw (e(r) — €ng) - (3a)

Here, e is the complex permittivity
g

e=¢ —j=— (3b)
w

Fig. 5. Antennas, sample and sample glasses, the X-Y arnogdisaie the

antennas planes of movement. with ¢ and o being the real-valued permittivity and the

effective conductivity, respectively. Subscript bg iraties the
known background values. Henag,is the scaled contrast of
known. The specified positioning accuracy of the lineareslid the complex permittivity and the expressions in (1) thro(&h
is 4 um and the straight-line accuracy is specified to,#6 provide an expression for how the electric field at the ardgenn
along the entire travel distance. The accuracy of the aligrtm change when a scattering object is positioned in the imaging
has been verified across the typical measurement areaxappsstem. The aim of using an imaging algorithm is to extract
20 by 20 mm. the distribution ofO throughout the imaging domain.

The exact position of the sample-holder is the only mechan-Since the system does not measure the electric field, but
ical parameter that changes slightly between measuremef@er returns the | and Q voltages measured by the DAQ
due to the fact that the holder is removed and reassemb@tithe output of the IQ mixer, it is not possible to use the
with a different sample. A laser profile measurement scanrféfpressions in (1) through (3) directly. Instead, the esgions
(Acuity AP620-35C) is used to accurately determine th@ust be rewritten in terms of the measured signals. To aehiev
position of the sample-holder in relation to the two antennhis, the measured signal is written as
prior to each measurement. The scanner is shown at the top of
Figure 1. This procedure is necessary in order to update the
EM model for every mounted sample. In this expressionSi is the total signalSinc is the incident
signal and originates from the incident field, i.e., it is fignal
measured with an empty imaging system. Similadyg; is
denoted the scatter signal and is the part of the total signal
As mentioned in the Introduction, an imaging algorithm iasgynich originates from the scattered field. The two position
on the first-order Born approximation is used for processi%ctorsTrec andryans indicate the positions of the receive and
the images in the system. The aim of using this algorithgiansmit antennas, respectively.
is twofold: First, the algorithm should compensate for the The scatter signal can be expressed in terms of the object
relatively broad beam of the open-ended waveguide antenn@gction O as
Second, the algorithm should provide information of the
complex permittivity of the sample under investigation.  Ssci(Trec, Ttrang) = & / ESS(r Trec) - By (v’ Prang O(r") dr”.

\4

©)
Herein, E"" s the field in the imaging system when the
To formulate our imaging algorithm, it is necessary to deriiransmitting antenna is transmitting whilE™° is the field
an expression for the signal change caused by a scattenvigch would be present in the system if the receiving antenna
object in our system. To this end, it is useful to start bwas acting as a transmitter.

Stot("“rec; Ttrans) = Sinc("“rec; Ttrans) + Ssct("“rec; Ttrans)- (4)

V. IMAGING ALGORITHM

A. Scatter Signal



The complex scalat is a system-dependent variable whichmeasured signals must therefore be calibrated to be uskd wit
among other things, are dependent on the electrical lengfie calculated fields. The calibrated sigisal; is given as
from the antenna to the DAQ and the attenuation and am-

calc
plification in the system. Seati = (Stot — Sinc) Sempty 9)
For a rectangular waveguide operating only with theTE Sine
mode, the value ofi can be found by applying the reciprocityyhere Sgale, is the calculated S parameters for the empty sys-

theorem. This approach has previously been applied in [Shn, corresponding to the calculated valueSgf normalized
and [52] for systems being fed through coaxial lines. Undgjith the input to the transmitting antenna.

the assumption of the signal S being the commonly appliedThe final step in the derivation of the imaging algorithm
S-parameter, i.e., the ratio between the output from the t&ncerns the discretization of the imaging problem. This
ceiving antenna and the input on the transmitting antem®a, {iscretization is performed by dividing the imaging domain

following expression holds fofiwg iNto Nyoxel VOXels in which the object function is assumed to
e be constant. Hence, the values of the object function may be
awe (6) expressed as

In this expressionZte is the wave impedance of the waveg- O(r)=0n for rev, (10)

uide for the TEo-mode and: andb are the length of the long wjth 77, being the volume covered by voxel. The mea-

and short side of the rectangular waveguide, respectiVély. syrements are performed with the transmitter and receiver

quantities A'f" and Af§"™ are the amplitudes of the incidentyositioned at a numbei\/meas of discrete positions and thus

electric field in the waveguide which results in the fielI"™  qoes not require an explicit discretization.

and E™ in (5), respectively. By combining (8) and (9), a set of linear equations can be
created and used to set up the matrix equation

B. Linear Inversion based on the Born Approximation C O = S.ai. (12)

The expressions given in (4), (5), and (6) provide af this expressionSca is a column vector holding thé/meas
expression for the total measured signal as a funcirt;gg of t&librated measured signals afidis a column vector holding
object functionO. However, because the total fiell, IS the N, unknown discrete values of the object function. The

in itself a function of the object function, the inverse pidh  5trix € has Mineasrows andNyexel cOlumns whose elements
to be solved for determining the object function is nonlineay e given by

Solving such a problem is a non-trivial and computationally

expensive task. _ _ _ Conn = OWG / ECr  Trecm) - EXr  ryangm) dr’
Instead of solving the nonlinear inverse problem, however, 7
it is possible to reformulate the problem. For low-contrast " (12)

targets, the value of is low and hence the scattered fieldyherer e, andryansm are the positions of the receiving and
is weak compared to the incident field. This implies that theansmitting antennas, respectively, for measurement

total field in the imaging domain is approximately the same From (8), it is clear that the measured scatter signal is
as the incident field, i.e., a convolution of the contrast in complex permittivity with
a kernel consisting of the product of the two fieldsj e
and EJ2" Hence, the imaging algorithm can be seen as a

This simplification is known as the first-order Born alOpmx?leconvolunon operation in which we seek to reconstruct the

imation [34] and by applying it, the following expression igner details of0, which are not V'S'.ble in the faw measure-
obtained for the relation between the measured signalsrend rtnent data. The deconv-olutlo.n consists (.)f solving .(1.1) fer th
object function unknown vectoiO. Solving t_hIS. problem is made difficult b_y
the fact that the problem is ill-posed and underdetermined
since the number of voxels in the imaging domain is often
! much greater than the number of measurement points. This
= a/ E(r’ rreo) - ENS(r’  ruandO(r')dr’. (8) can, of course, be remedied to some extent by choosing fewer
J voxels in the imaging domain and by increasing the number
of measurements.
Since neither of the incident fields in this expression delpen To solve the problem, the iterative conjugated gradierstlea
on the object function, the inverse problem of determinihg squares (CGLS) algorithm [53, Sec. 6.3] is applied and the
is now a linear problem. number of iterations used in the algorithm is determined by
The positions of the antennas, as well as the geometryagplying the L-curve criterion [53, Sec. 4.6]. The most time
the empty imaging system, are known which implies that theonsuming part of the imaging algorithm is the calculatién o
incident fields from the transmitting and receiving antennahe incident fields which takes several hours. Assemblireg th
in (8) can be calculated with an EM solver. When doing thigoefficient matrixC' and solving the linear problem (11), on
only the waveguide structure of the system is modeled and tie other hand, takes no more than a couple of minutes.

trans . gptrans
Etot NEinc . (7)

Stot(”'reCa T'trans) - Sinc(”'reCa T'trans)



VI.

In this section, a number of results will be presented and
discussed. These are centered on noise and stability neeasur

RESULTS AND DISCUSSION

0.1

Measured system stability

0.05

ments performed with the system, as well as examples of B 005 =
images created with the system. 2 o1 5 %
A. Noise and Stability of the THz Imaging Hardware 0

The noise performance of the system has been measured
using a standard Y-factor measurement approach. To this end
a liquid-nitrogen and a room-temperature load was quasi-
optically coupled to the receiving mixer through a corregat _ o _
horn. The room-temperature load is constructed as an absd?(’/%' r?éur ITOT]e amplitude and phase deviation from the mean alluing a
. . . g stability measurement with the probes statioopposite each
ing chopper and is also used to switch between the hot afigkr. The top curve shows the output signal variation frben mean value
cold load. Since the final IQ mixer adds a DC-offset term tes a function of time. The lower curve represents the phasavim of the
the recorded signal it was excluded from the measuremé&ft' signa
setup during noise measurements. Instead, a power meter
was connected to the IF comb-line band-pass filter and an
additional LNA was connected to adjust the power level to
the range of the meter. Since the original LNA, still attathe
directly after the mixer, has an amplification of approxieiat
30 dB, the effect on the measured noise temperature from
the addition of an extra LNA is negligible. A Y-factor of
0.34 dB was measured corresponding to a receiver DSB
noise temperature of approximately 2600 K. The LNA noise

0 1 2 3 4 5
Time (hours)

e

¢
i

B L S 8
’ i

|
temperature was measured to approximately 100 K and an -~ - ? gon ;
estimated mixer conversion loss of 10 dB yields a mixer noise O R . "-‘f B e e i
temperature of approximately 2100 K DSB. b iy -} ;’r A e
The overall noise performance of the system provides a wa«-‘w—f ~‘T-f* 5, Wrg wo
dynamic range of 45 dB, which is adequate for imaging of kL ek oW @ 13 Rl _jr ~»-—i—~-~<
the targets used in this paper. J : | E. L : !
4 P T U & A

Since the imaging algorithm is sensitive to system drift, a
five hour long Stab”_lty measurement was performed with thff'g. 7. Photo of the Mylar target. The grid below the target adine spacing
receive and transmit antennas placed opposite of each otarmm.
and two pieces of sample glass in the sample holder. Theresul
from the five hour long measurement is presented in Figure 6.

The total phase variation is in the order of approximatetgeh ~ The Mylar target consists d@f.12 mm thick Mylar sheet in
degrees with a slow negative drift during the measuremeMthich a cross has been cut with a scalpel. A photo of the
The amplitude is varying within approximately 0.1 dB, witHarget is shown in Figure 7.

a periodicity of 40 minutes and no noticeable drift during Data was acquired by scanning the transmitter and receiver
the measurement. The slow oscillation is believed to caitgin @Cr0ss an area measuring mm by 10 mm in steps of
from some slow thermal cycle in either the bias supplies @ of-2 mm. For each transmitter position, one receiver position

of the synthesizers. Overall the stability of the measurgmeVvas used, that is, the receiver was kept directly in frontef t
system is very good. transmitter throughout the scan.

For the image processing, the incident fields were caladlate
using a model consisting of a full model of the antennas, two
sheets of glass with a real-valued relative permittivity4of

A number of different targets have been imaged with thend a sheet of Mylar with a real-valued relative permityivit
system and processed with the proposed imaging algorith28. The commercially available EM simulation software CST
In this paper, images of two different targets will be preéedn Microwave Studio was used to calculate the incident fields.
One consists of a Mylar sheet in which a cross has been cuThe imaging domain, i.e., the volume filled by the Mylar
while the other consists of a leaf. sheets, was discretized into voxels measufirigmm in the

The Mylar-sheet target has been chosen since it provideand y directions. The contrast is assumed constant in the z
two well-defined uniform regions; the Mylar sheet and thdirection, resulting in a voxel length equal to the thiclses
air in the cut. Mylar sheets have previously been applied ftre Mylar sheet{.12 mm).
tests by other others, both for validation of measuremamds a The normalized absolute value of the kernel of (8), i.e.,
for fabrication of meta materials and has a reported redatithe elements of the matri, is plotted in Figure 8. Here, the
permittivity of approximately2.8 at 346 GHz [54], [55]. coordinates are given relative ioandy position of the anten-

B. Imaging Examples



y (mm)

0
x (mm) Fig. 10. Photo of the leaf. The black rectangle indicatesirteged area.

Fig. 8. Normalized amplitude of the elements@has a function ofr and

lative to the ant ition. .
v relative fo fhe anfenna posiion It should also be noticed that the effects of the edges

observed in the raw data, with high values on the Mylar side

nas and the values are plotted on a dB ScEdg; o (Cr...)). and low values on the air side, are no_t present in the prodesse
From the plot it is seen that the values which are withidg Mmages. Here, both the real and imaginary parts of the csintra
of the maximum values cover an elliptical area of approxiynatSOW & uniform contrast over the Mylar of approximately

2 mm by 1 mm in size. Hence, measured signal at any givét'd & uniform value over the cut-out cross. _
location contains information about a relatively largesaie ~ 1h€ second imaging example, which will be presented in
the imaging domain. this paper, is an image of a leaf. A photo of the leaf is

In Figure 9(a), the measured amplitude is plotted as a furk@en in Figure _10. L_eaves have previously been used as test
tion of the position of the transmitting antenna. In Figudés) targets for THz imaging and spectroscopy systems by several
and 9(c), the real and imaginary parts of the contrast irtivela 2uthors, e.g., [56]-{59]. Leaves generally have a highd¢emwa
permittivity are plotted. content, and thus ab.sorptlon,.|r_1 the veins than in the me@oph

A number of interesting features should be noted in theba Figure 10, the veins are visible as the dark lines while the
images. First, in the plot of the measured amplitude, the a¥g!low and brown colors of the mesophyl are due to the fact
plitude of the signal is seen to be approximately V when that the leaf was picked from a tree in the autumn.
the antennas are placed above the Mylar and approximatelyf he measurement of the leaf was performed by scanning the
3.5V along the inside of the edges of the cut-out cros§ansmitter and receiver across the sample in stejis2ofim
corresponding to a change in the signal levelléf dB. in both thexr andy directions. A region ofi6 by 16 mn? was

This indicates that the scattered field caused by the airiflaged and the receiver was kept exactly on the opposite side
the cut-out cross is not much weaker than the total field, whi€f the sample from the transmitter. The leaf was positioned
was assumed during the derivation of the imaging algorithrRetween two glass plates, ea0t99 mm thick, and at the

Second, in the plot of the measured amplitude, the high€§nter of the imaging domain, the total thickness of the leaf
voltages are measured over the Mylar along the edge of @d the two glass plates was measured t@ 684 mm.
cut-out cross while the lowest voltages are measured alondn the model used for calculating the incident fields, the
the edges over the air gap. This is particularly pronounted&npty system was modeled with two glass plates with a real-
the corners of the cut-out cross where the overall maximuyalued relative permittivity oft on both sides of the imaging
amplitudes are measured. domain which was assumed to Be554 mm thick and have

In the processed images, the cross is much more unifofmbackground permittivity of3. A real-valued background
and well-defined than in the plot of the raw amplitude. It igermittivity of the imaging domain was chosen because the
also noted that the contrast is larger in the real part thiaf was picked in the autumn with a relatively dry, and hence
in the imaginary part. This corresponds well with the fad@W-loss mesophyl.
that both the Mylar sheet and the air in the cut-out crossFor the reconstruction of the images, the imaging domain
have almost no loss. Also, it is noted that the real part ®fas divided into voxels measurirtgl by 0.1 mm? in the zy
the contrast in permittivity in the cross is negative, whichlane. The contrast was again assumed to be constant in the
corresponds well with the fact that air has a lower perniigtiv z direction, yielding a length of the voxels 6554 mm.
than Mylar. However, a contrast in relative permittivity of In Figure 11(a), the measured amplitude is plotted as
approximately—4 is too much since the real contrast is only function of the position of the transmitting antenna. In
—1.8, corresponding to the difference between the relati\dgures 11(b) and 11(c), the real and imaginary parts of the
permittivity of Mylar and air. contrast in relative permittivity are shown.

This overshoot in contrast is likely a result of the assuompti  Similar to what was observed for the Mylar target, a
of low-amplitude scattered field not being fulfilled, but -dissignificant difference is observed in the measured amgitud
crepancies between the modeled incident fields and thelactioa different regions of the image. When the antennas are po-
incident fields may also be a contributing factor. sitioned above the most dry regions of the leaf, the ampditud
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Fig. 11. Images of the leaf. The measured amplitude (unpseckdata) is shown in (a) and the real and imaginary partedfdntrast in relative permittivity
are shown in (b) and (c).

is as high ast.6 V while the amplitude measured when thef the samples can be extracted, they do provide useful
antennas are positioned above the veins of the leaf is as limfiormation about the contrasts in the samples.

as0.3 V. This corresponds to a change in amplitude of more To obtain more accurate estimates of the contrast, work is
than23 dB, indicating that the assumption made in (8) abog{rrently being carried out on improving the accuracy of the
the total field being approximately equal to the incidentdfiel computational model used to calculate the incident fields in
is not accurate. However, in the processed images shownig imaging domain. This includes both better modeling of
Figures 11(b) and 11(c) it is seen that the processed images antennas and a more accurate estimate of the permgittivit
do indeed show the structures of the leaf. And they also shejvthe glass and permittivity of the background in the imagin
that the contrast in relative permittivity is dominated by @omain. Although the Born approximation will still be liririg
negative imaginary part along the veins of the leaf. This {fe ability of the algorithm to reconstruct the true valuds o
to be eXpeCtEd since the water content is hlgher in the Veiﬁ]gh-contrast targetS, it is believed that an accuratﬁrﬂmg-
than in the mesophyl and a negative contrast in the imagingf¥tic model will allow for the extraction of the true perrivitty

part of the permittivity indicates an increase in the loss.  values for low-contrast targets, such as cancer samples.

The currently achieved resolution compares well with ex-
C. General Remarks isting techniques. By introducing multiple voxels in the z-

In both of the imaging examples presented here, the charfieection and multiple receiver locations for each trartmi
in the measured amplitude is so large that the assumptiggation the proposed technique allows for reconstructibn
of the total field being equal to the incident field is a pootD images with the same resolution in both the x-, y- and
approximation. However, the processed images are in batglirection.
cases informative since they show whether the contrast isSince this in an experimental system, partially constadicte
predominantly in the real or in the imaginary part of théo test in-house hardware designs, the operating frequisncy
relative permittivity and also show whether this contrast iikely to increase as new hardware for the front-ends is de-
positive or negative. Hence, although the images are net tneeloped. Also, currently the mechanical stage is not opeahi
guantitative images from which the electromagnetic priiger for speed. Therefore, a typical measurement containin@000,



sample points takes approximately one hour. A measuremgiof
time of a few minutes or less is realistic with a re-engindere
mechanical stage.
[11]
VII. CONCLUSION

A THz imaging system operating @46 GHz has been [12]
developed. The system consists of a single transmittenaate
mounted on the opposite side of the sample under invesiigati
from a single receiver antenna. The antennas are mounted’éh
mechanical stages, which allow them to be scanned across the
sample.

The antennas used in the system are simple open—enf}%f
waveguides. These antennas have a relatively broad beam,
resulting in a poor focus in the imaging domain. To remedy
this, and to extract more information about the scattetean t
what is immediately available from observing the raw meél-s]
surement data, an imaging algorithm based on the first-order
Born approximation has been implemented. This algorithi#f]
was shown to improve the resolution of the images as well as
provide useful information about the contrast of the sasple[17]
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