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Abstract—In this paper we study opportunistic transmission
strategies for cognitive radios (CR) in which causal noisy ob-
servation from a primary user (PU) state is available. The PU
is assumed to be operating in a slotted manner, according to a
two-state Markov model. The objective is to maximize utilization
ratio (UR), i.e., the relative number of the PU-idle slots that are
used by the CR, subject to interference ratio (IR), i.e., therelative
number of the PU-active slots that are used by the CR, below a
certain level. We introduce an a-posteriori LLR-based cognitive
transmission strategy and show that this strategy is optimum in
the sense of maximizing UR given a certain maximum allowed
IR. Two methods for calculating threshold for this strategy in
practical situations are presented. One of them performs well in
higher SNRs but might have too large IR at low SNRs and low
PU activity levels, and the other is proven to never violate the
allowed IR at the price of a reduced UR. In addition, an upper-
bound for the UR of any CR strategy operating in the presence
of Markovian PU is presented. Simulation results have showna
more than 116% improvement in UR at SNR of−3dB and IR
level of 10% with PU state estimation. Thus, this opportunistic
CR mechanism possesses a high potential in practical scenarios
in which there exists no information about true states of PU.

Index Terms—Spectrum Utilization, Interference Ratio, Spec-
trum Sensing, Cognitive Radio, Hidden Markov Model, Oppor-
tunistic spectrum access, DSA.

I. I NTRODUCTION

T He limited availability of radio spectrum, together with
the ever increasing demands for data rates, has created

a big challenge for spectrum regulators, manufacturers and
operators as they need to meet the demand. Modulation and
coding are approaching the Shannon limits, which makes the
higher spectral efficiencies theoretically impossible [1]. On
the other hand, the hardware impairments including but not
limited to power amplifiers nonlinearities, analog to digital
conversion issues and phase noise, limit the efficient use of
frequency bands. Although the usable spectrum is limited,
Federal Communications Commission (FCC) studies have
shown that the spectrum is severely underutilized [2]. More
specifically, studies have shown that the utilization of the
spectrum in different geographical areas varies significantly.
For example, fading in primary wireless channels creates
spatial spectrum holes which can be exploited by secondary
users [3], [4]. The introduction of software defined radio isan
enabling technology for the dynamic spectrum access [4], [5],
which motivates the reuse of the unhindered spectrum. The
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concept of cognitive radio (CR) as defined first by J. Mitola
[5] entails that the communication devices adapt themselves
to the spectrum [4].

In the context of CR, spectrum sensing plays a crucial role
for the cognition phase. Since the spectrum sensing is affected
by the type of signal detectors e.g., energy detectors, match
filter detectors, cyclostationary feature detectors, wavelet fea-
ture detectors, etc., the measure of the performance of a CR
is normally based on the performance of its spectrum sensor
[6]. Usually, detectors and spectrum sensing algorithms are
characterized by their probabilities of mis-detection andfalse-
alarm [7] [6]. However, the obvious choice of using these
probabilities might not the best choice to serve the purpose
of cognition and adaptation of CRs. These two probabilities
carry information only about a detector and not the interaction
between the primary user of the band and CR transmission
strategies. Some researchers approached performance evalua-
tion of CRs from the capacity point of view [8], which is valid
with a sophisticated channel code and a large block length
(delay). Thus, a need for proper measures for evaluating the
performance of cognitive radios (networks) emerges.

In the traditional implementations of CR, in which only
the current sensed received signal is considered for the
transmission decision in the succeeding time slots, the PU
traffic model is typically ignored. CR also expects that its
observation resembles the true transmission state of the PU,
and the PU will not change its state in the period of CR
transmission. Clearly, since this CR does not incorporate the
PU transmission model in its decision, the performance of the
CR will improve if the CR decision algorithm includes such a
model. This will require a beyond-PHY or cross-layer design.
Thus, integrating the PU model into the CR transmission
strategy will enable the CR to have credible prediction of the
PU states.

In information theory literature, normally it is assumed that
the CR(s) have non-causal information about PU(s) activities
through a genie [9]. However, in practical applications this
assumption does not hold. Many researchers use only the
current state of PU for transmission in the slot.

In addition, CRs suffer from other problems. The capabil-
ities of CRs utilizing energy detection spectrum sensing is
limited by the SNR wall [10]. This is due to the low received
power of the PU signal at the CR receiver and uncertainties
in signals, noise, and channels. This effect is more visible
[11], [12] in wideband spectrum sensing in particular. This
can ultimately result in large sensing delays. Nevertheless,
spectrum opportunities appear and disappear quickly, and they
depend on the occupancies in different bands. A real cognitive
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radio, which, according to the cognitive cycle [5], [13] should
adapt itself to the dynamics of the spectrum, needs to be agile
to react to the changes in the spectrum [14] as fast as possible.
On the other hand, in some cases such as energy detectors,
agility compromises the accuracy of sensing the spectrum,
which ultimately jeopardizes not only the interference level
made for the PU but also reduces the spectrum reuse. Thus, a
CR which can optimally incorporate all previous observations
and thus decides for transmission within a short time, is
appealing. Sequential spectrum sensing has been proven to
be on average faster than traditional energy detection [7],
[15], [16]. However, since detection time varies in sequential
detection, it is not a good candidate for slotted CR strategy.

In this manuscript, we deploy a hidden Markov model
(HMM) to form a framework for modeling the behavior of CRs
in the presence of PUs and all the uncertainties. Additionally,
a benchmark for evaluation of CR performance is introduced.
Then, using this foundation and these measures, a new CR
transmission strategy is designed and implemented. This new
design ensures that the vacant spectrum is optimally used
conditioned on the level of interference for the PU, becauseof
all uncertainties in the model, is not exceeding a certain level.

HMMs are long in use for modeling different phenomena
ranging from speech signals [17] to the complex behavior of
computer networks. In the context of cognitive radio, many
researchers model the spectrum white space with Markov
models and spectrum sensing using HMMs [18]–[24]. In our
paper, HMMs are used not only for spectrum sensing but also
as a tool for CR transmission strategy making. The closest
published approach to our method is presented in [25]–[27],
which employs a partially observed Markov decision process.
They used this process for optimal policy making for multiple
channel sensing and access. The approach is similar to ours
due to the Markovian assumption for the PU transmission
model and in the presence of sensing errors. However, the
sensing model, performance metric, and constraints are differ-
ent from ours.

To summarize the contributions of this paper following
items can be enlisted

• A new performance measure for characterizing CR per-
formance is introduced

• A novel APP-LLR based opportunistic spectrum reuti-
lization strategy is proposed

• Optimality of this new strategy is proved
• Two practical methods for calculating the threshold for

the APP-LLR based strategy are introduced, one is suit-
able for high-SNR regimes and presents close to optimum
URs but the IR may be too high at low SNR. The other
never violates the allowed IR level, but with a reduced
UR,

• An upper bound on the UR for any CR transmission
strategy is established.

II. SYSTEM MODEL

This section presents the model which accounts for the
PU signal and noise. First, a more general perspective is
demonstrated and then a simplified version will be used.

A. Complete PU Transmission Model

A cognitive radio system is designed to utilize the spectrum
vacancies. To take advantage of time-frequency slots whichare
not used by the PU, the CR must be aware of the PU activities.
In this paper, it is assumed that the CR has always information
to be sent (a full buffer) to reuse the spectrum whenever it is
available.

The CR will receive the PU signal which is attenuated by
the channel between PU and CR. If there exists more than
one PU in the vicinity of the CR, the aggregated signal will
be received by the CR antenna. It is possible to assume that the
PUs operating in the same frequency band and are co-located,
belong to the same network and thus from the CR point of
view can be modeled as a single entity. Since protection of
each one of the PUs is as important as the others, a network
of PUs for CR can be represented by a single but more active
PU, although this would yield a suboptimal CR performance
compared with a multi-PU model.

Another factor in modeling the PU-CR interaction is the
channel in between. Wireless channels are normally consid-
ered as random fading processes such as Rayleigh, Rician,
Nakagami, etc. [28], [29]. Another approach to model the
fading process is to include the fading in the PU transmission
model. Thus, whenever channel is in a deep fade, it is assumed
that there is no PU transmission, no matter what the real state
of the PU is. And in case of no deep fade, the standard PU
transmission model will be deployed. With this brief intro-
duction, a simple two-state Markov model can approximate
a wide range of PU transmissions, PU network activities and
even fading channels. In this paper, for simplicity, it is assumed
that the fading gain is constant and known during the operation
of this CR. Thus, the fading coefficient can be absorbed by the
signal model and will not be further considered in this paper.
In the next section, the simplified two-state Markov model will
be presented as the PU transmission model.

B. Simplified PU Transmission Model

Now, the PU transmissions are assumed to be slotted, since
in most of today’s digital communication systems transmis-
sions are confined within a packet, frame or generally some
block structure of some minimum lengthTF. However, the CR
is expecting PU activities and vacancies in much smaller slots
of lengthT ≪ TF. Smaller slot size improves the agility of
CR to adapt its transmission to the PU activity. For the sake of
simplicity, we will assume that the CR slots are synchronized
to the PU slots. However, because of the small CR slot
length in comparison to the PU slot length, mismatches in
synchronization will not cause major performance degradation.
The existence of a PU transmission in slotk, i.e., during
time t ∈ [kT, (k + 1)T ), is denoted by the hypothesis
H1 , {qk = 1} and its absence is denoted byH0 , {qk = 0}.
A simple model which represents the PU transmission is the
two-state on-off Markov process depicted in Fig. 1, where
the Markov chain is represented by the transition probabilities
ai,j = Pr{qk+1 = j|qk = i} > 0 for i, j ∈ {0, 1} and qk
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a00 a11qk = 0 qk = 1

Fig. 1. PU transmission model
Fig. 1. PU transmission model

stands for the PU state at time slotk. The transition matrix is

A ,

[
a00 a01
a10 a11

]

, a00 + a01 = a10 + a11 = 1. (1)

The initial distribution of the states is assumed to be in a
steady state [17] and defined as

π ,
[
π0 π1

]

,
[
Pr{qk = 0} Pr{qk = 1}

]

=
[ a10

a01+a10

a01

a01+a10

]
, k = 0, 1, 2, · · · (2)

It is assumed that the PU activities happen with a periodTF

larger than the period CR Markov chain operating onT . Thus,
the chance of staying in one state or another is much higher
than the chance of transition between states. This allows usto
assume thata01 + a10 < 1, which turns out to be useful in
Section VI.

C. Signal and Noise Model

The receiver front end is an energy detector whose output
is yk ,

∑K−1
i=0 |r (kT + iTs)|

2, where r(·) is the complex
envelope of the received signal low-pass filtered to the PU
signal bandwidthW , T is the period in which energy is
collected,Ts is the sampling time, andK is the total number of
samples in each period. We assume that the received PU signal
can be modeled as a Gaussian random process. The Gaussian
PU signal model is common in literature [30] [4], and is
reasonable for many combinations of PU signal formats and
channels (fading as well as nonfading). If we selectTs such
that Ts ≫ 1/W , then the samplesr(iTs) are approximately
statistically independent. We note thatK is constrained as
K ≤ T/Ts.

Since noise and channel uncertainty exists in the CR obser-
vation of the PU signal, the true PU state from Fig. 1 is not
observable. Depending on the state of the PU, a continuous
energy level which consists of noise only or signal plus noise
is observed. This model corresponds to a continuous-output
HMM depicted in Fig. 2.

1) Noise Only:In stateH0, the noisen(iTs) ∼ CN (0, σ2
0)

is a zero-mean complex circular Gaussian (CN stands for
complex circular Gaussian) sample with varianceσ2

0 , and the
received signal will ber(iTs) = n(iTs). Thus,yk is chi-square
distributed with2K degrees of freedom and Gaussian variance
σ2
0/2.
2) Signal Plus Noise:In stateH1, the noise is a zero-mean

complex circular Gaussian sample with varianceσ2
0 , the signal

is also zero-mean complex circular Gaussian with varianceσ2
s ,

and r(iTs) = s(iTs) + n(iTs), r(iTs) ∼ CN (0, σ2
1), where

(1)

The initial distribution of the states is assumed to be in a

(2)

+

a01

a10

a00 a11

××CN (0, σ2

0
) CN (0, σ2

1
)

qk = 0 qk = 1

r(t)

yk

∑
|r(.)|2

Fig. 2. Continuous-output HMM of received signal at CR

σ2
1 = σ2

s + σ2
0 . Thus, yk is chi-square distributed with2K

degrees of freedom and Gaussian varianceσ2
1/2.

III. PROBLEM STATEMENT AND PERFORMANCEMETRICS

Cognitive radios exploit channel availability information
from spectrum sensing and decide whether to transmit or not.
In this paper we assume that the CR has a full buffer to
transmit. Thus, it would like to take advantage of any spectral
opportunities and transmit whenever possible. However, due
to channel and noise uncertainties it will create unintentional
interference for PU. Our goal is to design the best CR
transmission strategy, denoted byuk+1, where uk+1 = 0
and uk+1 = 1 represent no transmission and transmission,
respectively in slotk + 1 using the observations until time
k, yk , [y1, y2, . . . , yk]

T . This strategy is supposed to not
interfere with the PU more than specific limit.

A fundamental difference between the system model in this
contribution and some previous literature, such as [25]–[27], is
that we make transmission decisionsuk+1 based on previous
(causal) observationsyk = [y1, y2, . . . , yk]

T . In contrast, the
system models in [25]–[27] allowuk+1 to be decided based
on yk+1.

We assume that the CR transmission power is small enough
such that spectrum sensing is possible also when the CR is
transmitting. This can be achieved by, e.g., canceling the self-
interference. Although this is a simplification, transmission
and reception in the same band at the same time has been
shown to be possible, in theory, e.g., in [31] as well as in
practice, e.g., in [32].

The performance of a CR is usually assessed based on
its spectrum-sensing algorithm. Spectrum sensing is judged
based on its probability of false-alarmPFA and probability of
mis-detectionPM , which are normally presented in receiver
operating characteristic plots. However, the ultimate goal of
CRs is to reutilize the idle spectrum slots while keeping the
level of interference for PUs below a certain level. The two
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aforementioned measures are not taking the PU behavior into
account. Moreover, utilization and interference are defined by
the presence or absence of PU transmission. Therefore, it is
advantageous to define new criteria which consider the full
picture including PUs, CRs, and even the channel.

A. Definitions

Interference will happen whenever the CR transmits at the
same time as the PU. Thus, the interference ratio (IR)ρ is
defined as [33]

ρ , Pr{uk+1 = 1|qk+1 = 1}. (3)

Utilization of the spectrum occurs whenever the CR transmits
in a vacant time–frequency slot. Thus, we define the spectral
utilization ratio (UR) as

η , Pr{uk+1 = 1|qk+1 = 0}. (4)

The intention of any CR is to design a strategy that keeps
ρ below a specified level, sayρmax, and then maximizes the
utilization ratioη. Hence, we call a transmission scheme that
maximizesη while ρ ≤ ρmax an optimal transmission scheme
for a givena01 anda10.

The relation of the UR and IR to the transmission rate and
the probability of error of the CR transmission appeared in
[33]. For a PU following the Markov chain in Fig. 1 with
transition probability matrixA, P0 , Pr{uk+1 = 0|qk = 0}
andP1 , Pr{uk+1 = 1|qk = 1}, the UR can be calculated as

η = Pr{uk+1 = 1|qk+1 = 0}

=
Pr{uk+1 = 1, qk+1 = 0}

Pr{qk+1 = 0}

=

1∑

i=0

Pr{qk+1 = 0|qk = i}Pr{uk+1 = 1|qk = i}
πi

π0
(5)

= P1a10
π1

π0
+ (1− P0)a00

= a01P1 + a00(1− P0). (6)

The expression (5) follows from the facts thatyk andqk+1

are independent conditioned onqk and thatuk+1 is a function
of yk. In the same way one can derive the IR as

ρ = a11P1 + a10(1− P0). (7)

Remark If we set uk+1 = q̂k, where q̂k is an estimate of
PU stateqk and · denotes negation,P0 is the false-alarm
probability andP1 is the probability of missed detection for
q̂k.

B. Bound for the Performance of Cognitive Transmission
Strategies

Theorem 1:For any CR that satisfiesρ ≤ ρmax,

η ≤ ηmax , ρmax+ (1− a01 − a10)

·

{

min{ ρmax
a10

, 1−ρmax
a11

}, if a01 + a10 ≤ 1;

−min{ ρmax

a11
, 1−ρmax

a10
}, if a01 + a10 > 1,

(8)

a01

a10

a00 a11qk = 0 qk = 1

1− PFA 1− PMPFA PM

q̂k = 0 q̂k = 1

Fig. 3. HMM model for the energy detector.Fig. 3. HMM model for the energy detector.

Proof: Eliminating 1− P0 from (6) and (7) yields

η = ρ+
1− a01 − a10

a10
(ρ− P1). (9)

The feasible range ofP1 can be calculated from (7),0 ≤
P0 ≤ 1 and 0 ≤ P1 ≤ 1 asmax{0, (ρ − a10)/a11} ≤ P1 ≤
min{1, ρ/a11}. If a01+a10 ≤ 1, thenη can be upperbounded
by substituting the lower bound onP1 and ρ ≤ ρmax in (9),
which yields the first line of (8). Similarly, ifa01 + a10 > 1,
then the second line of (8) is obtained from (9) and the upper
bound onP1.

Corollary 1: ηmax ≥ ρmax.

IV. ENERGY DETECTION ASBASELINE CR STRATEGY

Energy detection, which is one of the most widely deployed
spectrum sensing methods because of its simplicity, compares
the estimated received energy (yk) with a threshold to detect
the existence or absence of the PU signal. Using this threshold
at a certain received PU signal power to CR signal-to-noise
ratio (SNR) will result in certain probabilities of mis-detection
and false alarm. This procedure is modeled in the HMM
presented in Fig. 3. In this model,̂qk = 0 and q̂k = 1 denote
the detected state to beH0 and H1, respectively, and thus
q̂k = 0 if yk ≤ θe or q̂k = 1 if yk > θe, where θe is
detection threshold. Thus,PFA andPM are

PFA = 1−Fyk|qk(θe|0) = 1−
γ(K, θe/σ

2
0)

Γ(K)
, (10)

PM = Fyk|qk(θe|1) =
γ(K, θe/σ

2
1)

Γ(K)
, (11)

whereΓ is the Gamma function,γ is the lower incomplete
Gamma function, Fyk|qk(·|0) and Fyk|qk(·|1) are the
cumulative distribution function (CDF) of a chi-square
distribution with 2K degrees of freedom and Gaussian
varianceσ2

0/2 andσ2
1/2, respectively [34, pp. 370].

We will useuk+1 = q̂k as the baseline transmission strategy.
The thresholdθe, that maximizes UR, is calculated by recalling
thatP0 = PFA, P1 = PM and combining expressions (7), (10)
and (11), substitutingρ = ρmax and solving them forθe.

V. A- POSTERIORIPROBABILITIES LLR BASED

COGNITIVE RADIO

One reasonable way to incorporate both the model and the
entire observation is to form the a-posterior probability of
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Pr{qk+1 = 1|yk}. This probability will be used in the decision
rule as

uk+1 =

{

1, if zk ≤ θLLR

0, if zk > θLLR
, (12)

where zk , log(Pr{qk+1 = 1|yk}/Pr{qk+1 = 0|yk}) and
θLLR are thea posteriori log-likelihood ratioand the threshold
for zk, respectively. Thezk, which is used for estimating the
future state of PU, hereafter will be addressed as the LLR.
The reason for using the log-likelihood ratio instead of the
likelihood ratio, which can be done without loss of generality,
is the mathematical convenience for the derivations later in
the Section VI. Thus, with the same method explained in [33,
eqs. 18–19], the LLR as a function of the forward variables
αk(j) , Pr{qk = j,yk}, j ∈ {0, 1}, which are computed
recursively [17, eqs. 19–21] with moderate complexity, is
derived as

zk = log
a01αk(0) + a11αk(1)

a00αk(0) + a10αk(1)
. (13)

In our previous paper [33], the forward variables were
calculated based on the discrete output HMM. However, the
forward variables can be calculated based on the continuous-
output HMM presented in Fig. 2. There are several benefits in
doing the latter. The baseline method in Section IV needs a
threshold to be calculated while the continuous model does
not need such a threshold. This thresholding might reduce
the information available in the samples from the continuous-
output HMM. Since bothρ(θLLR) andη(θLLR) are nondecreas-
ing functions ofθLLR, it follows that the optimum threshold,
which does not cause more interference than the allowedρmax

and maximizes the UR, is found from (3) as

θLLR = F−1
zk|qk+1

(ρmax|1), (14)

whereF−1
zk|qk+1

(·|1) is the inverse CDF ofzk conditioned on
qk+1 = 1.

In the case that the PU transition matrix in (1) is time-
variant, semi-Markov models can be used instead of the model
in Fig. 1. For hidden semi-Markov models, forward variables
can be calculated [35] and thus the same method can be
deployed.

A. Optimality of the LLR Based Cognitive Radio

Theorem 2:The a-posteriori LLR-based cognitive transmis-
sion scheme presented in (12) is the optimum strategy in terms
of maximizing UR subject toρ 6 ρmax.

Proof: The proof is inspired from the proof of the
Neyman-Pearson Lemma [36]. To prove the theorem, it should
be shown that for any other strategyA, which hasηA and
ρA ≤ ρmax, the LLR-based strategy has higher URηLLR ≥ ηA

with the condition onρLLR = ρmax. The set of observations
Yk for which the CR decides to transmit is denoted byR.

Thus, for LLR-based strategy setRLLR is defined as

RLLR ,

{

y ∈ R
k : log

Pr{qk+1 = 1|Yk = y}

Pr{qk+1 = 0|Yk = y}
≤ θLLR

}

=

{

y ∈ R
k :

fYk|qk+1
(y|1)

fYk|qk+1
(y|0)

≤ θ′LLR

}

,

θ′LLR =
π0

π1
eθLLR

wherefYk|qk+1
is the distribution of observations given next

PU state. The IR and UR can be written as

ρ = Pr {Yk ∈ R|qk+1 = 1} =

∫

R

fYk|qk+1
(y|1)dy,

η = Pr {Yk ∈ R|qk+1 = 0} =

∫

R

fYk|qk+1
(y|0)dy.

From law of total probability it can be shown that

RA = (RA ∩RLLR) ∪ (RA ∩Rc
LLR),

RLLR = (RA ∩RLLR) ∪ (Rc
A ∩RLLR), (15)

where Rc denotes the complement set ofR. Since the
components of the union are disjoint events, the probability
that an observation belongs to a set can be written as the
sum of the components. Thus, to show thatηLLR ≥ ηA , it
is enough to show thatPr {Yk ∈ Rc

A ∩RLLR|qk+1 = 0} ≥
Pr {Yk ∈ RA ∩Rc

LLR|qk+1 = 0}. To prove the theorem, start-
ing from the left side, it can be written

Pr {Yk ∈ Rc
A ∩RLLR|qk+1 = 0}

=

∫

Rc

A∩RLLR

fYk|qk+1
(y|0)dy

≥
1

θ′LLR

∫

Rc

A∩RLLR

fYk|qk+1
(y|1)dy

=
1

θ′LLR
Pr {Yk ∈ Rc

A ∩RLLR|qk+1 = 1}

=
ρLLR − ρ′

θ′LLR

=
ρmax− ρ′

θ′LLR

≥
ρA − ρ′

θ′LLR

=
1

θ′LLR
Pr {Yk ∈ RA ∩Rc

LLR|qk+1 = 1}

=
1

θ′LLR

∫

RA∩Rc

LLR

fYk|qk+1
(y|1)dy

≥

∫

RA∩Rc

LLR

fYk|qk+1
(y|0)dy (16)

= Pr {Yk ∈ RA ∩Rc
LLR|qk+1 = 0} ,
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whereρ′ , Pr {Yk ∈ RA ∩RLLR|qk+1 = 1}. The inequality
(16) is true since

y ∈ RA ∩Rc
LLR ⇒

y ∈ Rc
LLR ⇒

fYk|qk+1
(y|1)

fYk|qk+1
(y|0)

≥ θ′LLR ⇒

1

θ′LLR
fYk|qk+1

(y|1)dy ≥ fYk|qk+1
(y|0).

B. Implementation Issues

In this section, the limiting assumptions for using the LLR-
based method presented earlier are discussed. By carefully
looking at the requirements of the LLR-based method, it
is apparent that for calculating the LLRs knowledge of the
hidden Markov model is required. In both cases of discrete
and continuous-output HMM, the transition matrixA and the
SNR are required. This paper assumes that this information
is available or estimated beforehand. In [17, sec. III-C] the
Baum-Welch iterative estimation algorithm, which is equiv-
alent to the well-established expectation-modification (EM)
method, is demonstrated. This method will be used to estimate
the model parameters from the observations. While examining
the performance of the Baum-Welch algorithm is beyond the
scope of this paper, there exists a vast amount of literature
about its convergence and performance.

The second and more challenging issue in the LLR-based
method lies in the calculation of the threshold in expression
(14). In this expression, there is a need for the knowledge of
the PU states (or their estimates) for a certain training period
to estimateFzk|qk+1

(x|1). This is normally done sporadically,
but since the true states of PU are not known, they have
to be estimated. This process can be done for the previous
observations; their corresponding PU states can be estimated
with the forward-backward algorithm [17]. Notice that the
estimated states of PU might not perfectly corresponds to the
actual ones due to the uncertainties in the noise and channel.
This will change the empirical CDF and thus the threshold
calculated on which it is based. This error in the PU state
estimation will depend deeply on the SNR and also on theA

matrix. The big concern with this error is that it might result
in possible violation of the maximum allowed IR for the PU
(ρmax). However, to have a useful method, robust to changes
and reductions in SNR, it is necessary to make sure that it
will never violate the IR under any conditions. In low SNRs
in which the PU state estimation might be poor, we can directly
use unconditional empirical CDF of LLRs which does not need
PU state estimation. In Section VI, we prove analytically that
the threshold which is calculated based on unconditional CDF
of LLRs will result in a CR strategy which does not violate
the IR threshold.

C. On thea01 + a10 < 1 Assumption

As explained earlier in Section II-B, a PU is characterized
by its transition probabilities and its signal power. To mitigate

the synchronization problem between PU slots and CR slots
and to increase the agility of the CR, we designed the CR slot
length to be much smaller than PU slot length, i.e.,T ≪ TF.
This will have the side effect that no matter how the actual PU
Markov model is working, the CR will observe a PU which
has a tendency to stay in states rather than to switch between
states. In other words,a01 anda10 can safely be assumed to
be small. Thus, by design, the transition probabilities will be
smaller than1/2, which implies thata01+a10 < 1. From this
point on, we will use the assumptiona01+a10 < 1 to simplify
certain derivations, and we claim that we can do this without
essential loss of generality.

VI. T HRESHOLDCALCULATION WITHOUT TRUE PU
STATE KNOWLEDGE

The threshold for CR transmission strategy can be cal-
culated based on the expression (14). To do so, the actual
PU states are needed to estimate the empirical CDF (ECDF)
of LLRs conditioned on PU states. This empirical CDF is
used for calculating the decision threshold. In this paper,we
estimate the PU states with the forward-backward algorithm.
Notice that the scenario where the correct PU states are known
is not realistic.

In this section, we show that, even without knowing the true
state of the PU, it is possible to find a threshold that will not
harm the PU. To prove the existence of such threshold, it is
sufficient to prove that if the threshold is calculated basedon
the unconditional empirical CDF, the actual IR will not exceed
ρmax. This can be shown by proving that the unconditional
CDF of LLRs (Fzk(x)) is always bigger than the CDF of LLRs
conditioned on the next PU state being one (∀x;Fzk(x) ≥
Fzk|qk+1

(x|1)). This is proved in Theorem 3. As explained
in Section II-B, we focus on the casea01 + a10 < 1. The
main part of this proof is to show that the empirical CDF
of the LLRs conditioned on the next PU state being zero is
always larger than the CDF of the LLRs conditioned on the
next PU state being one (∀x;Fzk|qk+1

(x|0) ≥ Fzk|qk+1
(x|1)),

which is proved in the same theorem. To show this, first it
is shown that theFzk|qk+1

(x|0) ≥ Fzk|qk+1
(x|1) is equiv-

alent to show thatFΛk|qk+1
(x|0) ≥ FΛk|qk+1

(x|1), where
Λk , log[αk(1)/αk(0)]. Now by inserting the expression for
calculating the forward variable [17, eqs. 19–20], the following
expression is obtained

Λk =







log
αk−1(0)a01 + αk−1(1)a11
αk−1(0)a00 + αk−1(1)a10

︸ ︷︷ ︸

zk−1

+ log
b1(yk)

b0(yk)
︸ ︷︷ ︸

Bk

, k > 1,

Bk, k = 1

(17)

wherebi(·) is the probability distribution function of a Chi-
square random variable with2K degrees of freedom and
original Gaussian variance ofσ2

i /2. Recall thatσ2
0 is the noise

variance andσ2
1 is the signal plus noise varianceσ2

1 = σ2
0+σ2

s .
Lemma 1: If FΛk|qk+1

(x|0) ≥ FΛk|qk+1
(x|1) , ∀x ∈ R and

a01 + a10 < 1 thenFzk|qk+1
(x|0) ≥ Fzk|qk+1

(x|1) for all x
in the domain ofzk.
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Proof: From (13), we have

zk = log
a01 + a11

αk(1)
αk(0)

a00 + a10
αk(1)
αk(0)

= log
a01 + a11e

Λk

a00 + a10eΛk

= log

[
a11
a10

−
1− a01 − a10

a10(a00 + a10eΛk)

]

. (18)

Since1 − a01 − a10 > 0, in (18), the second term inside
the log has a positive nominator and denominator, and the
exponential is an increasing function ofΛk. Thus, zk is a
monotonic increasing function ofΛk. The lemma follows since
the CDFs ofΛk andzk will have the same behaviour.

Lemma 2:Foryk as defined in Section II-C andBk defined
in (17),FBk|qk(x|0) ≥ FBk|qk(x|1) for all k ≥ 1 andx ≥ 0.

Proof: Starting from derivation ofBk, we will have
[34, pp. 370]

Bk = log
b1(yk)

b0(yk)

= log

1
σ2K
1

2KΓ(K)
yK−1
k e−yk/2σ

2
1

1
σ2K
0

2KΓ(K)
yK−1
k e−yk/2σ2

0

= 2K log
σ0

σ1
+

yk
2

(σ2
1 − σ2

0

σ2
1σ

2
0

)
,

whereΓ(·) represents the Gamma function. Becauseσ2
1 ≥ σ2

0 ,
Bk is a strictly increasing function ofyk. The lemma now
follows because

Fyk|qk(y|1) =

∫ y/2σ2
1

0 tK−1e−tdt

Γ(K)

≤

∫ y/2σ2
0

0
tK−1e−tdt

Γ(K)

= Fyk|qk(y|0).

Lemma 3:Let Ck be any stationary random process that
conditioned onqk is independent ofqk+1. If a01 + a10 < 1,
then for anyx,

FCk|qk(x|0) ≥ FCk|qk(x|1) ⇔

FCk|qk+1
(x|0) ≥ FCk|qk+1

(x|1). (19)

Proof: From the conditional independence in the lemma
assumption we havePr{Ck ≤ x|qk = i, qk+1 = j} =
Pr{Ck ≤ x|qk = i}. Now, for i ∈ {0, 1} andj ∈ {0, 1}

Pr{Ck ≤ x, qk = i, qk+1 = j}

= Pr{Ck ≤ x|qk = i, qk+1 = j}Pr{qk = i, qk+1 = j}

= Pr{Ck ≤ x|qk = i}Pr{qk+1 = j|qk = i}Pr{qk = i}

= FCk|qk(x|i)aijπi Pr{Ck ≤ x|qk+1 = j}

=
p0a0jπ0 + p1a1jπ1

πj
.

wherep0 = FCk|qk(x|0) and p1 = FCk|qk(x|1). Now since,
by assumption,1 − a10 − a01 = a11 − a01 = a00 − a10 > 0,

we have that

FCk|qk(x|0) ≥ FCk|qk(x|1) ⇔

p0(a00 − a10) ≥ p1(a11 − a01) ⇔
p0a00a10 + p1a10a01

a10
≥

p0a01a10 + p1a01a11
a01

⇔

Pr{Ck ≤ x|qk+1 = 0} ≥ Pr{Ck ≤ x|qk+1 = 1}.

In Lemma 2 it was proved thatFBk|qk(x|0) ≥ FBk|qk(x|1).
Also Bk conditioned onqk is independent ofqk+1, which
yields the following corollary.

Corollary 2: If a01 + a10 < 1 then FBk|qk+1
(x|0) ≥

FBk|qk+1
(x|1).

Lemma 4: If FΛk|qk+1
(x|0) ≥ FΛk|qk+1

(x|1) and a01 +
a10 < 1 thenFzk|qk(x|0) ≥ Fzk|qk(x|1).

Proof: From the assumptions made in this lemma and
Lemma 1,Fzk|qk+1

(x|0) ≥ Fzk|qk+1
(x|1). Now, since thezk

fulfils the properties specified forCk in Lemma 3, this lemma
follows.

Lemma 5: If Fzk|qk(x|0) ≥ Fzk|qk(x|1) anda01+ a10 < 1
then

Fzk+Bk+1|qk+2
(x|0) ≥ Fzk+Bk+1|qk+2

(x|1). (20)

Proof: Starting from Lemma 2 we will have
FBk+1|qk+1

(x|0) ≥ FBk+1|qk+1
(x|1). Since the statesqk form

a Markov chain, the dependences betweenzk, Bk+1, andqk+2

are depicted as

· · ·

  A
A

A

A

A

A

A

A

A

// qk

��

// qk+1

��

// qk+2

zk Bk+1

.

Thus, using the chain rule and Markov property, the joint
distribution can be written as [37, pp. 37-38]

Pr{zk +Bk+1 ≤ x, qk, qk+1, qk+2}

= Pr{qk}Pr{qk+1|qk}Pr{qk+2|qk+1}

· Pr{zk +Bk+1 ≤ x|qk, qk+1}. (21)

On the other hand, the CDF of the sum of two independent
random variablesA andB can be expressed as [34, pp. 187–
190]

FA+B(x) = FA(x) ∗ fB(x) = FB(x) ∗ fA(x), (22)

wherefA(·) is the PDF ofA and∗ denotes convolution.
Sincezk depends only onqk and the previous states (and

channel noise which is independent of the PU states) and
Bk+1 depends solely onqk+1 (and noise), the sum of them
conditioned onqk, qk+1 can be written as

Fzk+Bk+1|qk,qk+1
(x|i, j)

= fzk|qk,qk+1
(x|i, j) ∗ FBk+1|qk,qk+1

(x|i, j)

= fzk|qk(x|i) ∗ FBk+1|qk+1
(x|j). (23)

To derive both sides of the inequality (20), one should
marginalize the joint distribution in (21) with respect toqk
and qk+1 and divide withPr{qk+2 = i}, i ∈ {0, 1}. After
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doing that and plugging (23) in (21), for both left and right
hand sides of (20) we will have, respectively

Fzk+Bk+1|qk+2
(x|0) = a200A

′
0 ∗ B0 + a01a10A

′
0 ∗ B1

+ a01a00A
′
1 ∗ B0 + a01a11A

′
1 ∗ B1, (24)

Fzk+Bk+1|qk+2
(x|1) = a10a00A

′
0 ∗ B0 + a11a10A

′
0 ∗ B1

+ a10a01A
′
1 ∗ B0 + a211A

′
1 ∗ B1, (25)

where Ai = Fzk|qk(x|i), Bi = FBk+1|qk+1
(x|i), A′

i =
fzk|qk(x|i) andB′

i = fBk+1|qk+1
(x|i).

By multiplying both sides ofA0 ≥ A1 with the pos-
itive value 1 − a01 − a10 and rearranging it, we obtain
a00A0 + a01A1 ≥ a10A0 + a11A1. Now if both sides of
this inequality are convolved with the positive functionB′

0,
we arrive at(a00A0 + a01A1) ∗ B′

0 ≥ (a10A0 + a11A1) ∗ B′
0.

Now from (22) we can rewrite it as(a00A′
0 + a01A′

1) ∗ B0 ≥
(a10A′

0+a11A′
1)∗B1 where the last inequality follows because

a10A′
0 + a11A′

1 ≥ 0 andB0 ≥ B1 from Lemma 2. Finally,
after multiplying both sides of previous inequality with the
positive value of1− a01 − a10 we get

(a00A
′
0 + a01A

′
1)(a00 − a10) ∗ B0

≥ (a10A
′
0 + a11A

′
1)(a11 − a01) ∗ B1 ⇒

a200A
′
0 ∗ B0 + a01a10A

′
0 ∗ B1

+ a01a00A
′
1 ∗ B0 + a01a11A

′
1 ∗ B1

≥ a10a00A
′
0 ∗ B0 + a11a10A

′
0 ∗ B1

+ a10a01A
′
1 ∗ B0 + a211A

′
1 ∗ B1 ⇒

Fzk+Bk+1|qk+2
(x|0) ≥ Fzk+Bk+1|qk+2

(x|1),

where the last step follows from (24) and (25).
Theorem 3:If θ′ = F−1

zk (ρmax) and a01 + a10 < 1, then
Fzk|qk+1

(θ′|1) ≤ ρmax.
Proof: From Lemma 1Fzk|qk+1

(x|0) ≥ Fzk|qk+1
(x|1)

is the same as proving thatFΛk|qk+1
(x|0) ≥ FΛk|qk+1

(x|1). To
do so, induction is used. First,FΛ1|q2(x|0) ≥ FΛ1|q2(x|1) for
all x by (17) and Corollary 2. Second, Lemma 4 and Lemma 5
show that ifFΛk|qk+1

(x|0) ≥ FΛk|qk+1
(x|1) for anyk ≥ 1 and

any x thenFΛk+1|qk+2
(x|0) ≥ FΛk+1|qk+2

(x|1), which com-
pletes the induction. HenceFzk|qk+1

(x|0) ≥ Fzk|qk+1
(x|1) for

any k ≥ 1 and anyx. Now from the assumption aboutρmax

ρmax = Fzk(θ
′)

= π0Fzk|qk+1
(θ′|0) + π1Fzk|qk+1

(θ′|1)

≥ π0Fzk|qk+1
(θ′|1) + π1Fzk|qk+1

(θ′|1)

= Fzk|qk+1
(θ′|1).

Corollary 3: If a01 + a10 < 1 then for LLR-based CR
strategyη ≥ ρ.

Thus, the CR strategy with a threshold found based on the
unconditional CDF of all LLRs protects the PU (ρ ≤ ρmax).
One assumption which has been made in most of the lemmas
and Theorem in this section the requirement is to have
a01 + a10 < 1. Since in the system model we assumed that
the CR slot length is much smaller than the PU slot length,
the probability of transition from one state to another willbe
small. Thus, havinga01 + a10 < 1 is not a heavy assumption
and can be realized easily in practice.

VII. PERFORMANCEEVALUATION AND RESULTS

We compare the LLR-based strategy with three different
methods for calculating the threshold with the classical energy
detection based spectrum sensing described in Section IV. For
all of these simulations, the same PU Markov model (A) and
same level of interferenceρmax is used.

The threshold needed for the LLR method is calculated
by replacing Fzk|qk+1

(x | 1) in (14) with an empirical
(sample) CDF. The empirical CDF is computed from the set of
training dataZT = {z1, z2, . . . , zNT

}, whereNT is assumed
to be large enough such that the empirical CDF is a close
approximation of the corresponding CDF. In this paper, we
compute the empirical CDF from one the following three
subsets ofZT ,

(i) {zk ∈ ZT : qk+1 = 1}, i.e, when the PU states are
assumed to be known

(ii) {zk ∈ ZT : q̂k+1 = 1}, whereq̂k+1 is the estimated PU
states from the forward-backward method

(iii) ZT , i.e., the ECDF is a close estimate of the uncondi-
tional CDF ofzk

Note that method (i) is unrealistic, while (ii) and (iii) are
more practical for calculating the threshold. The rest of this
section discusses the evaluation setup by which these CRs are
assessed. It then presents some results and a comparison.

A. Evaluation Setup

In simulating the performance of a CR transmission strategy,
the ratio of received primary signal power (at the CR receiver)
to the CR receiver noise power is important. For the sake of
simplicity, we assume one PU link and one CR link. It might
be possible to extend it to a case with multiple coordinated
PUs and multiple coordinated CRs. Moreover, we define the
SNR as SNR, σ2

s/σ
2
0 (in dB). In this simulation,K is

selected to be10. This parameter plays a role for the SNR
scaling. The other factor which is important in evaluating CRs
is the maximum allowable IRρmax. This parameter is normally
decided by regulatory bodies like the FCC. In practice,ρmax

must be small and we have chosen it, somewhat arbitrarily, to
be 10% (a corresponding quantity is chosen to 15% in [26]).
As explained in Section V-C, it is desirable to choose the
CR slot length to be small compared to the PU slot length,
which implies thata01 and a10 will be small. Since we are
interested in examining the impact of an active PU (π1 > π0)
and a not so active PU (π1 < π0), we have simulated the
cases when(a01, a10) = (0.1, 0.01) ⇒ π1 = 0.91 and
(a01, a10) = (0.01, 0.1) ⇒ π1 = 0.091. The number of
elements inZT is NT = 5 · 106. To evaluate the performance
another5 · 106 slots are simulated.

B. Results

The UR and IR of the different CRs are plotted versus
SNR in Fig. 4 and 5. The thresholds for the LLR-methods
are computed using the methods (i), (ii), and (iii) described
above. For simplicity of the discussion, we assume that all
ECDFs are close approximations to the corresponding CDFs.
We recall that method (i) gives an optimum threshold (i.e.,
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maximizing UR while keeping IR no larger thanρmax) and
that method (iii) will give a threshold that guarantees thatIR
does not exceedρmax. For method (ii), we have no guarantees
for the IR.

As expected, the UR of method (i) is monotonically in-
creasing with SNR and will approach the upper bound (8) for
high SNRs andρmax for low SNRs in both Fig. 4 and 5. In
all cases, the UR of method (i) is greater or equal to that
of the baseline method. However, the UR and IR curves for
methods (ii) and (iii) behave quite differently in Fig. 4 and5.
We note that one important difference between the simulation
setups is thatπ0 < π1 in Fig. 4 andπ0 > π1 in Fig. 5, and
this will allow us to explain the behavior of methods (ii) and
(iii).

Let us start with method (ii), which estimates the PU states
using the forward-backward method in the training phase.
In Fig. 4, the UR is very close to the optimum UR for all
considered SNRs and the IR is not exceedingρmax. However,
in Fig. 5, the performance is close to optimum only for
high SNRs. For low SNRs, the IR for method (ii) exceeds
ρmax. Hence, the UR cannot be compared with the other
methods in fair manner in the low-SNR region. The reason
for this behavior is that the ECDF estimation and, therefore,
the threshold estimation is not reliable. To explain the different
low-SNR behaviors, we recall that as the SNR approach 0 (in
linear scale), the observationy1, . . . , yNT

becomes irrelevant
to the PU state estimation. Indeed, asSNR → 0, q̂k+1

converges in probability to 1 ifπ1 > π0 and 0 ifπ1 < π0, for
all k = 1, 2, . . . , NT . This implies that{zk ∈ ZT : q̂k+1 = 1}
converges toZT if π1 > π0 and ∅ if π1 < π0 Hence, if
π1 < π0, which is the case in Fig. 5, we expect method (ii) to
completely fail as the SNR tends to 0. The numerical results
in Fig. 5 further indicates that for low SNRs, method (ii) will
give a too high threshold, resulting in an IR violation (we
cannot estimate the IR and UR reliably for method (ii) at SNRs
below−10dB with this simulation length, since the training set
then is empty with high probability). Conversely, ifπ1 > π0,
method (ii) will approach method (iii) as the SNR approach
0. This implies that for very low SNRs, method (ii) will not
result in an IR violation and that the UR will be similar to that
of method (iii). This reasoning is consistent with the results
in Fig. 4.

We can conclude that method (ii) is close to optimum for
all SNRs whenπ1 is significantly larger thanπ0. If π1 is
significantly smaller thanπ0, then the method works close to
optimum only for SNRs above a certain critical SNR. Below
the critical SNR, the method leads to IR violations, and the
method is therefore invalid in this regime. Continuing with
method (iii), we recall that the threshold for this method,θ, is
such thatFzk(θ) = ρmax and that the unconditional CDF can
be written asFzk(x) = Fzk|qk+1

(x | 0)π0+Fzk|qk+1
(x | 1)π1.

Hence, if π1 → 1 then Fzk(x) → Fzk|qk+1
(x | 1), which

implies thatρmax = Fzk(θ) → Fzk|qk+1
(θ | 1). Now, since

ρmax = Fzk|qk+1
(θ∗ | 1) is satisfied for the optimum thresh-

old, θ∗, it follows that the UR of method (iii) will be close to
optimum. Now, in Fig. 4,π1 = 0.91 and there will therefore
be a gap between the UR for method (iii) and the optimum
method. Conversely, ifπ0 → 1 thenFzk(x) → Fzk|qk+1

(x |
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the SNR and the PU activity level are both low. As an exampleFig. 5. UR (thick lines) and IR (thin lines) vs. SNR for the baseline CR and
corresponding continuous HMM LLR-based CR atρmax = 10%, a01 = 0.01
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0), which implies thatρmax = Fzk(θ) → Fzk|qk+1
(θ | 0) = η.

Hence, the UR for method (iii) tends to be equal toρmax,
regardless of the SNR. In Fig. 5,π0 = 0.91 and there is
therefore a slight gap between the UR for method (iii) and
ρmax. From this we conclude that method (iii) works best
whenπ1 is large. For the case whenπ0 is large, the threshold
is too conservative resulting in a large UR penalty. However,
the IR is never violated and method (iii) is the only practical
method that is valid for low SNR whenπ0 is large.

VIII. C ONCLUSIONS

In this paper, we have introduced a framework that models
the PU, the PU-CR channel, and the CR receiver front-end
with a simple two-state, continuous-output HMM. The HMM
output is used as input to the CR transmission strategy. The
performance of a transmission strategy is measured by its UR,



10

under the constraint that the IR does not exceedρmax.We
proved an upper bound on the UR, which is a function of
the HMM model parameters andρmax. The LLRs, which can
be computed from the forward variables, are proven to be
optimum decision variables. Numerical results show that using
the LLR decision variables gives large gains compared to the
baseline method, which is based on simple energy detection.
The gains are due to the fact that the LLR method make use
of all past observations of the PU activity and knowledge of
the HMM parameters.

To compute the optimum threshold from the CDF of the
LLR zk conditioned on that the future PU stateqk+1 = 1
is problematic sinceqk+1 is not observable. The obvious
method of finding threshold based on estimated PU states
from forward-backward method, is numerically shown to be
very close to optimum for all considered SNRs when the
PU activity level is high, i.e., when the probability of PU
transmission is high. In the opposite situation of a low PU
activity level, the method is still close to optimum above a
certain SNR, but fails for low SNRs in that the IR exceeds
ρmax. A method as the above, but based on the (unconditional)
ECDF for zk, is attractive since this avoids the need to
estimate the PU states. Furthermore, this method is proven
in Theorem 3 to never violateρmax, regardless of SNR and
PU activity levels. Numerical results show that the method
works reasonably well when the PU activity level is high, but
also that the performance is weaker for the combination of
high SNR and low PU activity level.

In summary, the paper presents practical methods for com-
puting close to optimum thresholds in all cases, except when
the SNR and the PU activity level are both low. As an example
of the former situation with a high PU activity level, our
simulations showed of a 116% UR gain compared to the
baseline method at an SNR of−3 dB and maximum IR level of
10%, when the LLR threshold was computed from estimated
PU states.
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