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Unifying Analysis and Design of Rate-Compatible
Concatenated Codes

Alexandre Graell i Amat,Senior Member, IEEE,Lars K. Rasmussen,Senior Member, IEEE,
and Fredrik Brännström,Member, IEEE

Abstract—An improved concatenated code structure, which
generalizes parallel and serially concatenated convolutional codes
is presented and investigated. The structure is ideal for de-
signing low-complexity rate-compatible code families with good
performance in both the waterfall and error floor regions. As
an additional feature, the structure provides a unified analysis
and design framework, which includes both parallel and serially
concatenated codes as particular cases. We derive design criteria
for the generalized class of concatenated convolutional codes
based on union bounds for the error probability and extrinsic
information transfer (EXIT) charts for the decoding thresh old.

I. I NTRODUCTION

Recently, a powerful class of serially concatenated convo-
lutional codes (SCCCs) was proposed and analyzed in [1–4],
which significantly outperforms standard SCCCs, especially
for high code rates. In contrast to standard SCCCs [5] char-
acterized by an outer code concatenated with a rateRI ≤ 1
inner code, the codes proposed in [1–4] are obtained by punc-
turing both inner-code parity bits and systematic bits, thereby
obtaining rates beyond the outer code rate. The key idea is
to puncture the outer code bitsafter they are used to perform
the inner encoding. This idea has been proposed and validated
by simulation in [1, 2], and formally addressed and justified
in [3, 4]. This allows for a constant block length outer code,
maintaining its distance spectrum properties and thus keeping
the interleaver gain constant for all code rates [4]. Furthermore,
this approach allows for the construction of rate-compatible
SCCCs. A performance analysis based on bounds for the error
probability in the error floor (EF) region was performed in [4],
demonstrating significantly lower error floors for high code
rates. The corresponding code design procedure proposed in
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Fig. 1. A block diagram of the generalized code structure.

[4] was later extended in [6], incorporating additional design
constraints for the waterfall (WF) region based on extrinsic
information transfer (EXIT) chart analysis. The ideas in [4,
6] were further extended by the authors in [7], allowing for a
more general concatenated code structure.

In this paper, we conduct a thorough investigation of the
general concatenated code structure in [7]. The aim of our
investigation is to find low-complexity rate-compatible code
families with superior performance in both the WF and EF
regions as compared to previous code structures. By intro-
ducing additional puncturing into traditional code structures,
we obtain additional degrees of freedom for code design. The
structure provides a unified framework for the analysis of
general concatenated codes, including both parallel and serial
concatenations. We derive design criteria for the proposed
generalized class of concatenated codes based on union bounds
for the error probability, leading to performance improvements
in the EF region. We then analyze convergence properties of
such codes using EXIT chart techniques, and suggest design
criteria for optimizing the performance in the WF region
without sacrificing performance in the EF region. To demon-
strate our design approach, we construct rate-compatible code
examples from 4-state and 8-state constituent codes, exhibiting
good performance in both the EF and WF regions over a
wide range of code rates. The proposed rate-compatible codes
offer performance improvements as compared to previously
suggested rate-compatible concatenated convolutional codes,
and are competitive as compared to recently proposed rate-
compatible irregular repeat-accumulate codes [8].

II. GENERALIZED CONCATENATED CODES

The proposed generalized concatenated code (GCC) struc-
ture is shown in Fig. 1. For simplicity we consider the concate-
nation of two constituent convolutional codes. The extension
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of the analysis and design approach to constituent block codes
and to a larger number of constituents is straightforward. In
Fig. 1C1 andC2 denote rate-1 convolutional encoders. Further,
Pa, Pb, andP0, P1, P2 represent puncturers of the respective
bit streams andC denotes the overall concatenated code.

A. Rate-Compatible Puncturing

A puncturerP of a single codebit stream is commonly
defined by a puncturing patternp with a certain pattern
length, Np. For example, ifNp = 4 and puncturerP is
chosen to puncture every fourth bit, the pattern is described as
p = [1, 1, 1, 0], where0 represents a punctured position. The
puncturing pattern is then repeated periodically for application
to the codebit stream, and therefore the pattern length is
sometimes referred to as the puncturing period.

Let δp denote the number of bits remaining at the output of
the puncturer within a puncturing period. The permeabilityrate
of the puncturer is defined asρp =

δp

Np
, where0 ≤ δp ≤ Np,

and thus,0 ≤ ρp ≤ 1. For the example above,δp = 3 and
ρp = 3/4.

Two codes of different rate, belonging to a rate-compatible
code family, are said to be rate-compatible if the higher rate
code is embedded into the lower rate code of the family.
A rate-compatible code family can then be defined by a
series of nested puncturing patterns [9]. For example, the
series [1, 1, 1, 1], [1, 1, 1, 0], [0, 1, 1, 0], [0, 1, 0, 0] represent a
rate-compatible code family with permeability rates1, 3

4 , 1
2 , 1

4 ,
and code ratesRu, 4

3Ru, 2Ru, 4Ru, respectively, whereRu is
the rate of the unpunctured code. A more compact notation
for a rate-compatible code family is defined by apuncturing
order p̄ and a series of permeability rates. A puncturing order
has as entries̄p ∈ {1, . . . , Np}; the position indices of the
codebits within a puncturing period. For the example above,
the puncturing order is̄p1 = [4, 1, 3, 2], since bit position 4
is punctured first, followed by positions 1 and 3. A specific
puncturing patternp is thus defined by the corresponding pair
{p̄, ρp}, e.g.,p = [1, 1, 1, 0] ↔ {p̄, ρp} = {[4, 1, 3, 2], 3

4}.
In Fig. 1 Pa, Pb, andPk have puncturing patternspa, pb,

andpk of lengthNa, Nb, andNk, together with permeability
ratesρa, ρb, andρk, for k = 0, 1, 2, respectively.

B. Concatenated Code Structure

In Fig. 1 the binary information data is collected in a
vector u ∈ {±1}K of length K, encoded byC1 and then
punctured by a puncturerPb. The information data is also
directly punctured byPa. These two punctured bit streams
are multiplexed and collected in a vectorv ∈ {±1}Nπ

of length Nπ = K (ρa + ρb). The vectorv is interleaved
by π before being forwarded to encoderC2. Furthermore,
the information bits inu and the output ofC1 are also
punctured by the puncturersP0 and P1, respectively. The
outputs of these puncturers are multiplexed and collected in
the vectorx1 of lengthNU = K (ρ0 + ρ1). The output ofC2

is punctured byP2 and collected in the vectorx2 of length
NL = Nπρ2 = K(ρa + ρb)ρ2. These vectors are then finally
multiplexed to form the codeword sequence of the overall code
C as x = [x1,x2] ∈ {±1}N . Here N = NU + NL = K/R

denotes the total number of transmitted bits inx andR is the
rate of the overall codeC given by

R =
K

N
=

K

NU + NL
=

1

ρ0 + ρ1 + (ρa + ρb)ρ2
. (1)

The proposed GCC can be seen as the concatenation of two
encoders,CU andCL (the two dashed boxes in Fig. 1).CU is
referred to as theupper encoderandCL to the lower encoder.
We also identify within encoderCU two separate encoders.
Referring to Fig. 1, we defineCch as the upper encoder seen
by the channel, i.e., the pairsu −→ x1, and the encoder
Cπ as the upper encoder seen by the interleaver, i.e., the pairs
u −→ v. The corresponding codeword sequence for the upper
code is thusxU = [x1,v] with Cch andCπ having code rates

Rch =
K

NU
=

1

ρ0 + ρ1
, Rπ =

K

Nπ

=
1

ρa + ρb
, (2)

respectively.
The code structure of Fig. 1 generalizes parallel and serially

concatenated codes and provides a unified framework for the
analysis of concatenated codes. Notice that the permeability
rates of the five puncturers in Fig. 1 can be independently
chosen between zero and one, resulting in a plethora of paral-
lel, serial, and hybrid code structures. For example, consider
the parallel concatenation of two encoders,C1 andC2. In the
form of Fig. 1 this is obtained by settingρa = 1 andρb = 0.
Similarly, consider the serial concatenation of two systematic
encoders (punctured or unpunctured), outerCO and innerCI. In
the form of Fig. 1, this concatenation is equivalent to setting
Cch ≡ Cπ ≡ CO (i.e., p0 = pa andp1 = pb) and settingCL to
the parity part ofCI . The second example above allows us to
point out a key difference of the GCC structure with respect
to an SCC. In contrast to a standard SCC, we allow theouter
encoder seen by the interleaverCπ to be different from the
outer encoder seen by the channelCch. This provides more
degrees of freedom for the construction of concatenated codes,
resulting in performance improvements. It is worth pointing
out that other classes of concatenations, as for example the
partially concatenated convolutional code proposed in [10], are
also particular cases of this code structure. The code structure
in [10] is obtained by setting{pa,pb} and {p0,p1} to be
complementary.

III. U PPERBOUNDS TO THEERROR PROBABILITY

For later use, letdCmin, dCπ

min, anddCch
min denote the minimum

distances ofC, Cπ, and Cch, respectively. Also, letw, l, j,
m, andh be the weights of the vectorsu, v, x1, x2, andx,
respectively, as indicated in Fig. 1. We denote byAC

w,h the
input-output weight enumerator (IOWE) of encoderC, giving
the number of codewordsx of weighth generated by an input
word u of weightw. Similarly, we denote byACL

l,m the IOWE
of encoderCL with input weightl and output weightm. We
also define the weight enumeratorACU

w,l,j , giving the number
of codewordsxU = [x1,v] of CU with weight j at the output
x1 of Cch, and weightl at the outputv of Cπ, generated by
an input wordu of weight w. We call ACU

w,l,j the Interleaver-
IOWE (Int-IOWE) of codeCU, since it enumerates the weights
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Pb ≤ 1

2

N
∑

h=dC

min

erfc

(

√

hREb

N0

)

K
∑

w=1

Nπ
∑

l=d
Cπ
min

h
∑

j=d
Cch
min

nU
M
∑

nU=1

nL
M
∑

nL=1

NnU+nL
−l−1

π

(l!)2

pnU+nL nU!nL!

w

Rπ

ACU

w,l,j,nUACL

l,h−j,nL (6)

at the output ofCch, j, conditioned on the weights,l, at the
input of the interleaver, i.e., the output weights ofCπ.

Using the union bound, the bit-error rate (BER) in the EF
region is upper bounded for an AWGN channel by [5, 11]

Pb ≤ 1

2

N
∑

h=dC

min

K
∑

w=1

w

K
AC

w,herfc

(

√

hREb

N0

)

. (3)

Using the concept of auniform interleaver[11] the average
IOWE of the code ensembleC, denoted byĀC

w,h can be written
as a function ofACU

w,l,j andACL

l,m as

ĀC

w,h =
h
∑

j=d
Cch
min

Nπ
∑

l=d
Cπ
min

ACU
w,l,jA

CL
l,h−j

(

Nπ

l

) , (4)

whereh = j + m.
Let nU denote the number of error events concatenated in

a codeword ofCU with output weightsj and l generated
by a weightw information sequence, and definenU

M as the
maximum value ofnU. Let ACU

w,l,j,nU denote the corresponding
number of these codewords. Further, letnL denote the number
of error events concatenated in a codeword ofCL with weight
m generated by a weightl input sequence, and letACL

l,m,nL

denote the corresponding number of these codewords [5].
Define alsonL

M as the maximum value ofnL . To evaluate
ACU

w,l,j andACL
l,m, consider a ratep/n convolutional code with

memoryν. For Nπ much larger thanν, we can write,

ACU
w,l,j ≤

nU
M
∑

nU=1

(

Nπ/p
nU

)

ACU

w,l,j,nU ,

ACL
l,m ≤

nL
M
∑

nL=1

(

Nπ/p
nL

)

ACL

l,m,nL .

(5)

Following further derivations, (5) can be combined with
(3)–(4), and the BER in the EF region is upper bounded by
the expression (6) at the top of the page, sinceN !

(N−l)! ≤ N l

and (N−l)!
N ! ≤ l!

N l using the property that 1
N−l+1 ≤ l

N
for

N ≥ l. The analysis in (3)–(6) is general and unifies the
analysis carried out in [11] and [5] for PCCCs and SCCCs,
respectively.

For a large interleaver lengthNπ the term with the largest
exponent ofNπ in (6) provides the dominant contribution to
the bound on the error probability. This largest exponent is
defined as

αM , max
h,w,l,j

{nU + nL − l − 1}. (7)

Let h(αM) denote the output weight associated with the
largest exponent ofNπ. Using αM as the exponent ofNπ

in (6) and approximating the summations only by the terms

corresponding toh = h(αM), the following result, asymptotic
with respect toEb/N0, is obtained:

Pb

∼

≤ CNαM
π erfc

(

√

h(αM)
REb

N0

)

, (8)

whereC is a constant independent ofNπ.
Denote bydCi the minimum weight of codeC sequences

generated by input sequences of weighti. For instance,dC2
anddC3 are the minimum weight of sequences ofC generated
by input sequences of weight 2 and 3, respectively. To further
evaluateαM andh(αM), we consider only the case of recursive
constituent encoders where an input weight of one results inan
infinite output weight. The evaluation can be divided into two
separate cases, namely the case whereρb = 0 andρa = 1, and
the case whereρb 6= 0, respectively, since the caseρb = 0 and
ρa 6= 1 is discarded because|v| < K. Notice that the first case
corresponds to a PCCC, whereasρb 6= 0 comprises SCCC and
other concatenated structures, like the partially concatenated
codes proposed in [10].

1) Caseρb 6= 0: In this case,dCπ

min ≥ 2 and αM in (7) is
given by

αM = −
⌊

dCπ

min + 1

2

⌋

. (9)

The correspondingh(αM) is

h(αM) =
dCπ

mind
CL
2

2
+ dCch(dCπ

min) (10)

for dCπ

min even, and

h(αM) =
(dCπ

min − 3)dCL
2

2
+ dCL

3 + dCch(dCπ

min) (11)

for dCπ

min odd. In (10)-(11)dCch(dCπ

min) is the minimum
weight of Cch code sequences corresponding to the
minimum distance,dCπ

min, of Cπ. Notice that for even
dCπ

min the weight at the output ofCL is the weight of
a codewordx2 ∈ CL that concatenatesdCπ

min/2 error

events with weightdCL
2 , which explains the termd

Cπ
min d

CL
2

2

in (10). On the other hand, in (11) for odddCπ

min at the
output ofCL we have(dCπ

min−3)/2 error events generated
by a weight-2 input sequence, which result in the term
(dCπ

min−3)d
CL
2

2 , and one error event generated by a weight-3
input sequence, which results in the termdCL

3 [5].
2) Caseρb = 0 andρa = 1 (PCCC): In this case,dCπ

min = 1,
l = w andαM in (7) is given by

αM = max
w

{

2
⌊w

2

⌋

− w − 1
}

= −1 (12)

with
h(αM) = dCch

2 + dCL
2 , (13)

which is the result reported in [11].
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A. Design Criteria for the Error Floor

Combining (8) with the results forαM and h(αM) in
(9)–(13), some design guidelines can be formulated. To mini-
mize the approximate bound in (8),αM must be minimized
and h(αM) maximized, corresponding to maximizingdCπ

min,
dCL
2 , dCL

3 , dCch(dCπ

min), anddCch
2 in (9)–(13). This is done by the

following design considerations:
• The weight enumerator (WE) ofCπ (ACπ

l ) giving the
number of codewords of weightl (l = {dCπ

min, d
Cπ

min +
1, . . . , Nπ}), must be optimized, i.e, the minimum dis-
tancedCπ

min and the successive distances must be maxi-
mized and their multiplicities minimized.

• The IOWE ACL

l,m of the lower encoderCL must be
optimized, i.e,dCL

2 , dCL
3 and successive terms must be

maximized and their multiplicities minimized.
• Since h(αM) increases withdCch(dCπ

min) (and dCch
2 in the

case of a PCCC) the output weight spectrum ofCch

conditioned on the output weight ofCπ must be optimized
in terms of maximizingdCch(dCπ

min) and successive terms,
i.e, the Int-IOWE of codeCU must be optimized.

Note that the design considerations are valid for all con-
catenations in the form of Fig. 1, comprising both PCCCs and
SCCCs.

IV. D ECODING THRESHOLDANALYSIS

The bounds in Section III provide accurate predictions of the
performance in the EF, but fail in predicting the performance
in the WF. We therefore consider EXIT chart analysis [12]
to predict the performance of concatenated codes in the WF
region.

Let A(x) denote thea priori information in logarithmic
scale (L-values) for the transmitted bitsx based on the
matched filter outputy. Since the channel is an AWGN
channel, thea priori information for x can be expressed as
[12]

A(x) ,
4REb

N0
y. (14)

Further, let A(v), A(z), A(x1), and A(x2) denote thea
priori information for the vectorsv, z, x1, andx2 in Fig. 1,
respectively. In convergence analysis using EXIT charts itis
common to model thea priori information as a Gaussian
random variable [12]. For example, letA denote thea priori
information for the random variableX ∈ {+1,−1}. The
Gaussian assumptions forA can then be stated as

A =
σ2

2
X + W, (15)

where W is a zero-mean Gaussian random variable with
varianceσ2. The average mutual information (MI) between
A andX , IA , I(A; X), depends only onσ, i.e., IA = J(σ)
whereJ is defined as [12]

J(σ) = 1 − 1√
2πσ

+∞
∫

−∞

e−
(ξ−σ2/2)2

2σ2 log2

(

1 + e−ξ
)

dξ. (16)

Let IA(v), IA(z), IA(x), IA(x1), and IA(x2) denote the
averagea priori MI for the elements inv, z, x, x1, and

x2 for CU and CL in Fig. 1, respectively. Note thatA(x),
A(x1), andA(x2) in (14) are already Gaussian according to
(15) with varianceσ2 = 8REb/N0. Their averagea priori MI
is therefore

IA(x) = IA(x1) = IA(x2) = J
(

√

8REb/N0

)

. (17)

Let E(v) and E(z) denote the extrinsic information gen-
erated by the softa posteriori probability (APP) decoder
for CU and CL in Fig. 1, respectively.E(z) depends on the
component codeC2, the chosen puncturing patternp2, the a
priori informationA(z), and thea priori informationA(x2).
The extrinsic MIIE(z) can therefore be found via a separate
Monte Carlo simulation of the lower encoder/decoder for
different values ofσz andσx2 for A(z) andA(x2) modelled
as in (15), where

σz = J−1
(

IA(z)

)

, (18)

σx2 = J−1
(

IA(x2)

)

=
√

8REb/N0, (19)

as described in, e.g., [12, 13]. TheJ function in (16) or its
inverseJ−1 in (18)–(19) cannot be expressed in closed form,
but closed form approximations can be found in [13, 14]. It
follows that the extrinsic MIIE(z) for a specific codeC2 and
puncturing patternp2 can be generated for allIA(z) ∈ [0, 1]
andIA(x2) ∈ [0, 1]. In a similar way, the extrinsic MIIE(v) for
the upper code, which depends on{C1,pa,pb,p0,p1}, can be
generated for allIA(v) ∈ [0, 1] andIA(x1) ∈ [0, 1]. Hence,

IE(v) , Tv

(

IA(v), IA(x1),pa,pb,p0,p1

)

, (20)

IE(z) , Tz

(

IA(z), IA(x2),p2

)

, (21)

whereTv andTz are referred to as the EXIT functions for the
upper and lower codes, respectively.

Since IA(z) = IE(v) and IA(v) = IE(z), the convergence
behavior of codes with the structure of Fig. 1 can be obtained
by tracking the iterative evolution of the MIs

IE(v) = Tv

(

IE(z), J
(

√

8REb/N0

)

,pa,pb,p0,p1

)

, (22)

IE(z) = Tz

(

IE(v), J
(

√

8REb/N0

)

,p2

)

. (23)

The corresponding convergence analysis is conducted by pro-
jecting the EXIT functions (22)-(23) onto an EXIT chart, as
suggested in [6, 13], when only parity bits are periodically
punctured. The respective EXIT chart can then be used to
predict the convergence threshold and the performance for
Eb/N0 below the convergence threshold. Note that the two
curves in the EXIT chart forCU andCL depend onEb/N0, in
contrast to the EXIT chart for a standard serially concatenated
code [14], where only the curve for the inner code depends
on Eb/N0.

Recently, the influence of periodic puncturing of systematic
bits has been investigated for turbo codes [15]. In this case,
conventional EXIT chart analysis breaks down, and a more
complex three-dimensional EXIT chart analysis is required.
Puncturing of systematic bits (bits inP0) is possible within the
general framework presented in this paper; however, the search
for puncturing patterns of systematic bits is more involved
since the resulting codes must be checked for invertibility.
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optimized for the WF, and comparison to PCCCs and SCCCs.

When only periodic puncturing of parity bits are considered,
the accuracy of conventional EXIT chart analysis has previ-
ously been demonstrated, e.g., Fig. 8 in [6] and Fig. 2 in [7].

As an example, in Fig. 2 we plot the EXIT chart for
the R = 2/3 GCC with 4-state component encoders with
generator polynomials(5/7)8 in octal notation.Rπ = 2/3 and
permeability rates(ρ1, ρ2) are optimized for the WF region.
Moreover,ρ0 = 1, ρa = 1 and ρb = 1/2. A tunnel between
the two curves opens at1.70 dB, indicating convergence
around this value. The iterative decoding trajectory for the
GCC is also included in Fig. 2 to show the accuracy of
the EXIT chart prediction. A random interleaver of length
Nπ = 90000 bits was used. Notice that if systematic bits
are punctured periodically the EXIT chart technique has to be
adapted to accurately model the convergence behavior [15].
For comparison, we also plot the EXIT charts for an 8-state
PCCC and an SCCC consisting of the serial concatenation
of an 8-state outer encoder and inner accumulator. The same
encoder with generator polynomial(15/13)8 was used for
the PCCC and the outer encoder of the SCCC. The best
convergence threshold is obtained by the PCCC (1.51 dB),
while the tunnel for the SCCC opens at1.61 dB.

V. DESIGN PROCEDURE FORRATE-COMPATIBLE CODES

For the proposed code structure the error performance
depends on the puncturing patterns and, subsequently, on the
permeability rates. Therefore, the objective is to optimize these
parameters to ensure good performance in the EF and WF
regions, while satisfying the rate-compatibility constraint. It is
a design challenge to find turbo-like codes that perform well
in both the EF and WF regions. A joint design approach based
on both bounds and EXIT chart analysis may be appropriate.
Such a joint approach, however, is yet to be formulated. As
an alternative, the corresponding individual design criteria
resulting from applying the two techniques independently can

be considered jointly. Unfortunately, design criteria derived
from analytical bounds and from EXIT charts, respectively,
are in general competing rather than complementing, i.e.,
improving code performance in the EF region often leads
to a penalty in terms of decoding threshold, and vice versa
[6]. Moreover, finding the puncturing patternspa, pb, p0, p1,
andp2 for each code rate to minimize the decoding threshold
using EXIT charts is prohibitively complex. Therefore, a low-
complexity compromise is considered here.

A first observation is that for a givenRπ, puncturing
patternspa, pb should be kept fixed for all code rates, to
guarantee rate compatibility. Here, we optimize patternspa

andpb according to the considerations in Section III-A. The
key steps are as follows. Given patternspa andpb, step one
is to find rate-compatible puncturing ordersp̄0, p̄1, and p̄2,
based on the design criteria in Section III-A; thus ensuring
good performance in the EF. Based on the puncturing orders
found in step one, EXIT charts are applied in step two to
find optimal permeability ratesρ0, ρ1, andρ2, minimizing the
decoding thresholds. From the two-step approach, we obtain
rate-compatible puncturing patterns, leading to rate-compatible
codes that offer good performance in both the EF and the WF
regions over a wide range of code rates.

VI. N UMERICAL RESULTS

For the examples here, we have chosenC1 and C2 to be
identical, rate-one (R1 = R2 = 1) 4-state recursive con-
volutional codes, with polynomials(5/7)8 in octal notation.
Also, we consider the zero-termination of encodersC1 and
C2. In all results, we assumeρ0 = 1, i.e., the code is fully
systematic, andρa = 1. We also considered the caseρ0 6= 1
and ρa 6= 1; an improvement of the performance in the EF
region was observed at the expense of a degradation of the WF.
Note that if the systematic bits are punctured periodically, i.e.,
ρ0 6= 0, the conventional EXIT chart technique fails to predict
the performance. In this case an adapted EXIT chart technique
should be used to model the behavior [15]. Moreover,ρ0 = 1
ensures that the code is invertible. We have further chosen
N1 = 5! = 120, providing a reasonable resolution for
choosingR andRπ (hencedCπ

min). As representative examples,
we focus on the cases ofRπ = 2/3, and Rπ = 5/6, i.e.,
ρb = 1/Rπ − ρa = 1/2 and1/5, respectively (see (2)).

The puncturing patternspb = [10] and pb = [01000] are
used forRπ = 2/3, andRπ = 5/6, respectively. In Table I
we give the puncturing order̄p1 for N1 = 120. The table lists
the indices of the successive bit positions to be punctured (see
Section II-A). For instance, if three bits inP1 are punctured,
i.e., ρ1 = 117/120, the bits in positions0, 34 and 68 will
be punctured. The puncturing orderp̄2 for Rπ = 2/3 (N2 =
N1/Rπ = 180) and forRπ = 5/6 (N2 = N1/Rπ = 144) are
reported in Tables II and III, respectively.

The optimal choice for(ρ1, ρ2) depends on the adopted
strategy, i.e., minimization of the EF or optimization of the
decoding threshold, and onRπ. The optimal permeability rates
ρ2 of P2 for Rπ = 2/3 are shown in Fig. 3. The corresponding
permeability ratesρ1 of P1 can be obtained from (1). The
dashed curve with star markers gives the optimal ratesρ2 for
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TABLE I
PUNCTURING ORDERp̄1 LISTED AS THE INDICES OF THE SUCCESSIVE BIT POSITIONS TO BE PUNCTURED AT THE OUTPUT OFP1 (N1 = 120)

Number of punctured bits Bit index
1 - 10 0 34 68 94 16 50 108 80 24 58
11 - 20 8 42 100 86 114 74 28 62 4 46
21 - 30 104 90 20 38 54 12 118 76 66 98
31 - 40 30 110 84 70 2 48 18 36 56 92
41 - 50 10 116 78 102 26 60 40 88 112 6
51 - 60 72 22 52 96 32 106 14 64 82 44
61 - 70 119 51 85 25 103 67 11 39 93 75
71 - 80 111 59 19 33 5 45 97 79 115 63
81 - 90 15 29 89 55 107 71 1 41 21 83
91 - 100 101 9 49 35 69 113 91 57 27 77
101 - 110 3 43 105 17 61 95 31 81 7 47
111 - 120 117 65 99 23 109 73 13 53 87 37

TABLE II
PUNCTURING ORDERp̄2 LISTED AS THE INDICES OF THE SUCCESSIVE BIT POSITIONS TO BE PUNCTURED AT THE OUTPUT OFP2 (N2 = 180)

Number of punctured bits Bit index
1 - 10 0 42 84 126 154 20 105 63 140 167
11 - 20 31 94 53 116 73 10 147 133 174 161
21 - 30 36 100 78 48 111 25 4 67 89 121
31 - 40 15 58 144 157 171 130 137 151 178 39
41 - 50 97 81 28 108 70 7 164 45 119 56
51 - 60 17 91 33 76 103 51 114 22 124 61
61 - 70 86 12 142 169 159 134 149 2 66 176
71 - 80 128 41 98 27 110 74 49 8 82 35
81 - 90 155 165 93 138 19 118 59 106 146 173
91 - 100 13 87 69 123 44 54 24 101 131 162
101 - 110 5 79 152 113 30 64 38 179 141 170
111 - 120 95 16 72 127 47 158 88 55 109 1
121 - 130 143 122 26 80 135 175 99 65 163 40
131 - 140 18 153 115 6 71 46 92 57 129 34
141 - 150 107 148 83 11 166 29 139 117 62 102
151 - 160 156 77 177 43 23 132 9 90 50 120
161 - 170 145 172 75 21 104 52 168 32 136 85
171 - 180 112 3 60 150 68 160 14 96 37 125

TABLE III
PUNCTURING ORDERp̄2 LISTED AS THE INDICES OF THE SUCCESSIVE BIT POSITIONS TO BE PUNCTURED AT THE OUTPUT OFP2 (N2 = 144)

Number of punctured bits Bit index
1 - 10 0 42 84 114 20 63 130 99 31 73
11 - 20 52 10 122 92 107 137 36 58 78 25
21 - 30 4 47 15 68 118 103 88 126 141 134
31 - 40 96 111 39 55 28 7 81 66 17 45
41 - 50 75 33 60 22 50 12 71 1 124 105
51 - 60 90 132 116 139 95 85 109 101 128 120
61 - 70 38 26 8 56 79 64 43 18 49 30
71 - 80 136 112 70 3 13 35 142 93 87 76
81 - 90 61 23 98 53 82 123 106 131 117 41
91 - 100 6 67 16 100 48 27 140 125 108 80
101 - 110 62 37 94 135 11 54 113 21 86 2
111 - 120 74 32 119 46 69 133 104 5 89 24
121 - 130 121 59 40 97 77 9 129 57 29 115
131 - 140 143 44 83 19 102 72 127 51 14 110
141 - 144 34 91 138 65

minimizing the SNR required to reach an EF of10−9, with an
information block length ofK = 2400 bits. The solid curve
with square markers displays the corresponding optimal rates
ρ2, ensuring rate-compatible puncturing, while the solid curve
with circle markers shows piece-wise linear approximations
to the optimal rates for optimizing the decoding thresholdsin
the waterfall region, reaching a BER level of10−5 after 10
iterations. We show this approximation rather than the true
optimal rates for the sake of clarity in the figures. Using
the approximate rates, rate-compatible puncturing is assured

without any noticeable loss in terms of decoding threshold.

If ρ2 is chosen to have a value close to the curve with stars,
the performance is good in the EF region. Similarly, ifρ2 is
chosen to have a value close to the curve with circles, the
performance is good in the WF region. Any non-decreasing
curve between the two curves corresponds to a rate-compatible
code with a trade-off in performance somewhere in between
the two extreme cases. ForRπ = 2/3 the optimal permeability
rates in the EF are not rate-compatible. We observe that the
optimal rates and the optimal rate-compatible rates in the EF
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Fig. 3. The permeability ratesρ2 as a function of the reciprocal overall code
rate R−1 for the caseRπ = 2/3, and information block lengthK = 2400

bits.

differ for code rates betweenR = 4/9 and R = 4/7. We
further observe that for high code rates (R > 4/7), the optimal
strategy in the EF is to keep as many bits as possible inx2,
i.e., with ρ1 = 0 andρ2 obtained from (1) (the same strategy
holds forRπ = 1/2); however, for lower code rates the best
strategy requires parity bits to be included inx1 before all
parity bits inx2 have been exhausted. For optimization in the
WF region,ρ1 andρ2 should be more evenly balanced. Based
on the permeability rates approximation, we haveρ1 = 3

2ρ2 for
ρ2 ≤ 2

3 andρ1 = 1 for ρ2 > 2
3 (see Fig. 3), which translates

into |x1|−K = (K+Kρ1)−K = K 3
2ρ2 = K

Rπ
ρ2 = |x2| until

ρ1 = 1.0, i.e., the parity bits in the two streams are perfectly
balanced for as long as possible.

Similar plots can be obtained for other values ofRπ, and
the optimal strategy for choosingρ2 will in general depend
on Rπ. However, we can make the following observations.
For low Rπ, the resulting code turns into amore serialcode,
or, in other words, into a moreasymmetriccode. In this
case, lower EFs can be obtained by increasingρ2 since the
contribution of thelower dimensionC2 on the output weight
is more significant than that ofC1. On the other hand, for high
Rπ the impact of the two code dimensions,C1 andC2, on the
output weight tends to equalize. Note that in the extreme case
of Rπ = 1, the code marginalizes to a parallel concatenated
code. Hence, ifC1 = C2 the code is perfectly symmetric. It is
therefore expected that for highRπ the permeability ratesρ1

and ρ2 tend to balance and that puncturing strategies for the
EF and the WF regions are similar.

In Fig. 4, the minimum SNR required to reach a target BER
waterfall level at10−5 or an EF of10−9 after 10 iterations is
shown forRπ = 2/3 and Rπ = 5/6. The notation “WF-WF
opt” and “WF-EF opt” denote the WF performance based on
permeability rate optimization for the WF and the EF regions,
respectively. Likewise, the notation “EF-WF opt” and “EF-
EF opt” denote the EF performance based on permeability
rate optimization for the WF and the EF regions, respectively.
The BPSK capacity limit has been included for reference. As
expected, decreasingRπ (i.e., moving to amore serialcode)
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Fig. 4. Minimum requiredEb/N0 predicted by EXIT charts and error bounds
for K = 2400 bits.

leads to better performance in the EF but to a poorer WF.
We observe that the best WF performance is forRπ = 5/6,
while the case ofRπ = 2/3 suffers a WF performance loss
of 0.1 dB. The WF performance for the EF-optimized scheme
with Rπ = 2/3 is virtually the same as the WF-optimized
scheme for low code rates up toR = 4/7. For higher
code rates, a more substantial performance loss is incurredas
expected based on the EF-optimized permeability rates. The
WF performance for the EF-optimized scheme withRπ = 5/6
has not been included in the figure to maintain clarity. The
performance exhibits an oscillating behavior of up to 1dB from
the WF-optimized curve.

In terms of EF, the code withRπ = 2/3 performs signifi-
cantly better than the code withRπ = 5/6. For Rπ = 2/3
we observe a loss of around0.5 dB in the EF region for
the WF-optimized scheme as compared to the corresponding
EF-optimized structure. In contrast, there are only small dif-
ferences in EF performance for the WF- and EF-optimized
schemes withRπ = 5/6.

To further demonstrate the observations and conclusions
discussed above, we consider the BER prediction in the WF
region using EXIT charts combined with EF bounds for
R = 1/2 and R = 8/9. In Fig. 5, we show the predictions
for Rπ = 2/3 andRπ = 5/6 codes with 4-state constituents,
and information block length for the EF curve ofK = 2400
bits. For Rπ = 5/6 we observe no significant differences
in the EF performance atR = 1/2 and R = 8/9 for the
WF- and EF-optimized schemes; however, a0.1 dB advantage
for the WF-optimized scheme is found in the WF region (as
predicted above). ForRπ = 2/3 and R = 1/2 we see only
minor differences in both WF and EF regions between the
two optimized schemes. ForR = 8/9, however, there is a1
dB advantage in both the WF region and in the EF region
for the respective optimized schemes. Since a1 dB gain is
more significant in the WF region than in the EF region, these
examples suggest that WF-optimized schemes provide a more
favorable trade-off. From our analysis,Rπ = 2/3 seems to
be a good compromise in WF and EF.

In Fig. 6 we plot the performance of the proposed GCC
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with Rπ = 2/3 for several code rates ranging from1/2 to
8/9. K = 2400 bits, random interleavers, and 10 decoding
iterations are assumed. The codes are optimized for the WF
region. Good performance is obtained for all rates in both the

EF and WF regions. Moreover, it is observed that increasing
the code rate only leads to a higher decoding threshold and
not to a higher EF. Thisflat behavior stems from the fact
that by moving the heavy puncturing from the outer encoder
to the inner encoder, the interleaver gain for low rates is
also kept for high rates, leading to a low and similar floor
for all code rates. For comparison, we report in the same
figure the performance of the8-state PCCC with polynomials
(15/13)8 in [16] and that of a standard SCCC built from the
concatenation of an8-state outer code punctured to the suitable
rate and an accumulator. The outer encoder is the(15/13)8
encoder. In both cases zero-termination was used. Note thatthe
SCCC code is not rate-compatible. As compared to the more
complex PCCC, the proposed GCC has better performance in
the error floor region for all code rates. On the other hand the
GCC and the standard SCCC give almost similar performance
for R = 2/3, while for R = 1/2 the standard SCCC shows
a significant convergence loss. However, this code is expected
to have a low EF, due to the high distance of the outer code.
For higher rates, the standard SCCC encounters an error floor,
due to the heavy puncturing of the outer code. Finally, we
also report in the same figure the performance of the serially
concatenated codes in [6]. The GCC code compares favorably
in the EF with respect to the code in [6]. This is due to the fact
that the structure considered here is more general than the one
in [6]. Therefore, since the puncturing patterns are optimized
to minimize the EF, better performance are expected in this
region. Unfortunately, a slight loss in convergence is observed.

Finally, in Fig. 7 we give BER results for GCCs with 8-state
constituent encoders with generator polynomials(15/13)8.
Rπ = 2/3 and the puncturing ratios(ρ1, ρ2) are optimized
for the WF region. In the figure we also plot the bound to the
error probability to enlighten the error floor. Compared to 4-
state GCCs in Fig. 6, 8-state GCCs achieve lower error floors
thanks to a higher minimum distance, at a expense of a slight
loss (∼ 0.2 − 0.25 dB for all rates) in the WF region.

VII. C ONCLUSIONS

In this paper, a general and flexible code structure, gen-
eralizing parallel and serially concatenated codes was intro-
duced. Bounds for the error performance in the EF region
were provided together with design considerations of the
constituent codes including their rate-compatible puncturing
patterns. EXIT chart analysis was applied to predict the
decoding threshold in the WF region. The bounds and the
decoding thresholds were then combined such that proper
design of the concatenated code can be performed, yielding
good performance in both the EF and the WF region over a
broad range of code rates.
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