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Abstract—In this paper, we settle some problems that are en-
countered whenmodeling and synthesizing complex industrial sys-
tems by the supervisory control theory. First, modeling such huge
systems with explicit state-transition models typically results in an
intractable model. An alternative modeling approach is to use ex-
tended finite automata (EFAs), which is an augmentation of or-
dinary automata with variables. The main advantage of utilizing
EFAs for modeling is that more compact models are obtained. The
second problem concerns the ease to understand and implement
the supervisor. To handle this problem, we represent the super-
visor in a modular manner by extending the original EFAs by com-
pact conditional expressions. This will provide a framework for the
users where they can bothmodel their system and obtain the super-
visor in form of EFAs. In order to be able to handle complex sys-
tems efficiently, the models are symbolically represented by binary
decision diagrams (BDDs). All computations that are performed in
this framework are based on BDD operations. The framework has
been implemented in a supervisory control tool and applied to in-
dustrially relevant benchmark problems.

Index Terms—Binary decision diagrams (BDDs), extended finite
automata (EFA), supervisor representation, supervisory control
theory (SCT), symbolic representation.

I. INTRODUCTION

W HEN designing control functions for discrete event sys-
tems, a model-based approach may be used to conve-

niently understand the system’s behavior. It is also possible to
easily apply different modifications to models and decrease the
testing and debugging time. A well known example of such a
model-based approach is supervisory control theory (SCT) [1].
Having a plant (the system to be controlled) and a specification,
SCT automatically synthesizes a control function, called super-
visor, that restricts the conduct of the plant to ensure that the
system never violates the given specification. SCT has various
applications in different areas such as automated manufacturing
and embedded systems, e.g., [2]–[4].
Generally, a supervisor is a function that, given a set of events,

restricts the plant to execute some events so that the specifica-
tion is satisfied. A typical issue is how to compute such a con-
trol function efficiently and represent it lucidly for the users. A
standard approach is to model the system by finite automata,
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synthesize the supervisor, and then explicitly represent all the
states that are allowed to be reached in the closed-loop system.
However, regarding systems of industrially interesting sizes,

the standard approach has the following drawbacks.
• Modeling complex systems with ordinary automata can
make the model large and intractable.

• Exploring all reachable states in the closed-loop system ex-
plicitly is computationally expensive, in terms of both time
and memory, due to the state-space explosion problem.

• Themonolithic supervisor for such systems, typically, con-
sists of a huge number of states, which makes it difficult
for the user to understand it thoroughly. In addition, rep-
resenting the supervisor as a single automaton will require
more memory than available on the hardware.

Various researchers have settled these issues, yet no work has
considered all three topics together.
One way to obtain compact models is to use variables. The

variables can then appear in guards and actions. Guard expres-
sions at the transitions restrict the behavior of the system, while
actions update the variables. Naturally, physical signals that are
stored in memories or sent between controllers can be modeled
as global variables, e.g., sensors, actuators, and buffers.
Many of the frameworks that allow compact representations

of complex and large state-space systems are inspired by Stat-
echarts [5]; an extension of ordinary automata with hierarchy,
concurrency and communication using variables, guards and ac-
tions. However, Statecharts are not completely suitable for the
SCT framework. “In the supervisory control framework it is es-
sential to model what may occur instead of what should occur,
this has large consequences for how the interaction between
subsystems are modeled” [6]. In addition, there is a causality
between subsystems in Statecharts, which is not desired in the
SCT framework. There exist a number of frameworks that are
based on automata extended with variables such as [7]–[9]. In
[7], it is assumed that a variable can be updated by at most one
finite state machine, and in order to do synthesis the state-space
needs to be extended by additional states. In [8], finite-state ma-
chines with variables are used to implement a supervisor. The
authors encode the states of a given supervisor using Boolean
variables. The variables are used in guards and actions attached
to the events (not transitions) of the model. In [9], to ensure a
least restrictive supervisor it is assumed that all variables are
local, i.e., not shared between automata.
In [6], an extended framework called extended finite au-

tomata (EFA) is presented that overcomes the above-mentioned
restrictions making the framework suitable for SCT. An EFA
is an augmentation of an ordinary automaton extended with
variables, guard expressions and action functions. The guards
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and action functions are attached to the transitions, which
admits local design techniques of systems consisting of many
different parts. It is also possible to update the variables, which
are global, in different automata, and to use EFAs to model
both plant and supervisor. In [10], the authors present an
approach to compute the optimal nonblocking supervisor based
on a number of EFAs. The principle is that based on an EFA
plant and a set of forbidden locations, iteratively strengthen
the guards of the plant so that forbidden or blocking states
become unreachable in the controlled plant. For problems
with a huge number of EFAs, the approach can suffer from
an early state-space explosion while generating the plant with
the forbidden locations. In addition, the focus is not to obtain
comprehensible guards for the users.
Although extended frameworks allow compact represen-

tations of huge state-spaces, when it comes to analysis the
number of states will not be affected and could potentially
cause state-space explosion problem that typically occurs
when the behavior of interacting sub-systems is studied. A
well-known approach to handle this problem is to symbolically
represent the state-space and transitions using binary decision
diagrams (BDDs) [11]; powerful data structures for repre-
senting Boolean functions. Several researchers have tackled
the state-space explosion problem in the context of SCT using
BDDs such as [12], [13], however, most of them are based on
state transition systems without the introduction of variables.
Regarding the third problem, in [13] an approach is presented,

which aims to obtain comprehensible control functions. In that
article, the supervisor is represented as a set of control functions
expressed by a set of simplified BDDs. They model the system
by hierarchial models called state tree structures, which do not
include variables and could yield complex models for some in-
dustrial applications. In addition, the synthesis result is repre-
sented as BDDs, which is not always easy to interpret by users.
In [14], an algorithm for reducing the state size of the

supremal (minimally restrictive) supervisor is proposed. The
algorithm determines how a control-equivalent monolithic
supervisor with reduced number of states can be computed.
Since the proposed algorithm manipulates the states explicitly,
for huge systems with industrial complexity, e.g., states,
the computations can be very costly, both in terms of time
and memory. In addition, even though the supervisor can be
decreased significantly in many cases, the control action of the
resultant model could still be hard for the designers to render.
There also exists a number of papers dealing with synthesis

on parameterized models on systems with infinite states, where
the supervisor is represented as a set of logical expressions
[15]–[17]. In these papers the focus is on the computational
aspects of synthesis and no attention has been paid to the
comprehensibility of the resultant supervisor. Besides, the
nonblocking property has not been considered in [15] and [17].
Furthermore, since all the papers deal with infinite systems,
there does not exist an exact and automatic computation of the
supervisor.
This paper has the following three main contributions:
1) development of a framework, where both the plant/speci-
fication and the supervisor are modeled by EFAs;

Fig. 1. Process overview of the approach.

2) representation of EFAs and their nontrivial full syn-
chronous composition operator by BDDs including proof
of correctness;

3) applying the framework to a set of industrially relevant
benchmark problems and showing that the results can be
obtained efficiently.

In particular, based on a plant and a specification modeled by
EFAs, initially, the EFAs are transformed to BDDs and the cor-
responding BDD for the states of the monolithic supervisor is
computed. Next, guard expressions are extracted from the gen-
erated BDD, which will be attached to the initial EFAs, forming
a modular supervisor. Hence, the only difference between the
initial and final EFAs is that the guards are extended in the
latter model. Fig. 1 shows a process overview of the approach.
The guard generation procedure, based on ordinary automata
without variables, has been explained thoroughly in [18].
Our approach has some advantages from different per-

spectives. By modeling a system based on EFAs, a compact
representation of complex systems with huge state-space can
potentially be obtained. Another advantage is that the system is
symbolically represented using BDDs, and all the computations
are based on BDD operations, making it possible to handle large
systems and overcome the state-space explosion problem in
many cases. Representing the supervisor by EFAs in a modular
manner also makes it more comprehensible and tractable for
the users. In addition, typically, a modular supervisor consumes
less memory in a controller. The reason is that the synchroniza-
tion will be performed online in the controller (see [19] and
[20]) which can alleviate the problem of exponential growth
of the number of states in the synchronization. Furthermore,
since EFAs include guards and actions, they are often easier to
interpret than purely event based ordinary modular automata.
They can also easily be converted to controller programming
languages, e.g., SFC or ladder diagrams. EFAs can also easily
be converted to well-known verification tools such as NuSMV
[21]. Also, from an engineering perspective, EFAs are attractive
models due to their similarity to UML and state diagrams.
This paper is organized as follows. Section II provides some

preliminaries including extended finite automata and binary de-
cision diagrams, which are the fundamental concepts in our
work. Supervisory control theory and the synthesis algorithms
are described in Section III. In Section IV, we show how the
closed-loop model can be symbolically represented. Section V
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explains how the supervisor can be represented based on the
initial EFA models. The whole process is applied to some case
studies in Section VI. Finally, Section VII provides some con-
clusions and suggestions for future work.

II. PRELIMINARIES

This section provides some preliminaries that are used
throughout this paper.

A. Extended Finite Automata

An EFA, introduced in [6], is an augmentation of the ordinary
finite automaton (FA) with guard predicates and action func-
tions. The guard predicates and actions are associated to the
transitions of the automaton. A transition in an EFA is enabled
if and only if its corresponding guard predicate is evaluated to

, and when a transition is taken, updating actions of a set of
variables may follow. Guard predicates can be realized by their
characteristic functions.
Definition II.1 (Characteristic Function): Let be a finite

set so that , where is the finite universal set. A char-
acteristic function is defined by

iff
iff

(1)

Since the set is finite, say with size , in practice its ele-
ments are represented with numbers in or binary -tuples
in . For binary characteristic functions, an in-
jective function is used to map the elements in
to elements in . In general, is constructed as

(2)

where on two -tuples and is defined as

(3)

denotes the th element in the binary -tuple .
As we will see later, characteristic functions can also be used

to represent BDDs.
Definition II.2 (Extended Finite Automaton): An extended

finite-state automaton is a 6-tuple

where:
(i) is the extended finite set of states, denoted by

, where is a set of locations and is the domain of
definition of the variables;

(ii) is a nonempty finite set of events;
(iii) is the set of guard predicates over

;
(iv) is a collection of action functions;
(v) is the transition relation;
(vi) is the initial state.

The finite set is the domain of definition
of an -tuple of variables with initial values

. A guard is a predicate over the
variables that relate each element of to either 1 or 0

. Actions are written as

where

The symbol is used to denote implicit actions that do not up-
date the value of variables. For instance, if , it means
that action does not update variable , i.e., .
A partial transition relation is written as , where

, , , and . If is absent, denoted
by , it is assumed that always evaluates to . If
is absent, denoted by , it is assumed that ,

where is the vector notation for , indicating that
no variable is updated during the transition.
For convenience, the states (locations and variable values)

can explicitly be written out in system transitions according to
the following definition.
Definition II.3 (Explicit State Transition Relation): Let

be an EFA. The explicit state tran-
sition relation of is defined as

where and are the values of the variables before and after
executing the transition, respectively; denotes the set of
variable assignments that satisfies the guard

(4)

and denotes the following set:

(5)

Note that a special case of is when , that
is . The explicit state transition relation is written

and can recursively be extended to strings in
.
We denote the explicit representation of a partial transition

by .

For an EFA , we write to denote all the events
that are defined from a state . Formally

Definition II.4 (Deterministic EFA): An EFA
is deterministic if and
always implies .

Since we are interested in deterministic systems, we merely
focus on deterministic EFAs. In the sequel, for the sake of
brevity, we simply write EFAs for deterministic EFAs.
The composition of two EFAs is defined by the extended full

synchronous composition (EFSC).
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Definition II.5 (Extended Full Synchronous Composition):
Let , 1, 2, be two
EFAs using the shared variables . The EFSC
of and is

where the state transition relation is defined as follows:
1) if

and such that:
a) ,
b) For and :

if
if
if
otherwise

2) if
and ;

3) if
and .

The EFSC operator is both commutative and associative. Note
that, in the case where the action functions of and ex-
plicitly try to update a shared variable to different values, we as-
sume that the variable is not updated. It can indeed be discussed
whether the transition should be executed. In that case, the def-
inition of EFSC need to be more modified compared to FSC,
which is not desired. In addition, a situation where two values
are conflicting, is usually a consequence of bad modeling, and
thus it is more reasonable to inform the user by a message rather
than disabling the transition. For more details about EFAs, refer
to [6] including the procedure of converting an EFA model to
an FA model.

B. Binary Decision Diagrams

BDDs [11] are powerful data structures for representing
Boolean functions. For large systems where the number of
states grows exponentially, BDDs can improve the efficiency
of set and Boolean operations performed on the state sets
dramatically [12], [22]–[24].
Given a set of Boolean variables , a BDD is a Boolean func-

tion , which can be expressed using Shannon’s
decomposition [25]

where and refer to assigning 0 and 1 to all occur-
rences of the Boolean variable , respectively. A BDD is rep-
resented as a directed acyclic graph, which consists of two types
of nodes: decision nodes and terminal nodes. A terminal node
can either be 0-terminal or 1-terminal. Each decision node is la-
beled by a Boolean variable and has two edges to its low-child
and high-child. The low- and high-child corresponds to the cases
in the above equation where is 0 (graphically represented by
a dotted line) and 1 (graphically represented by a solid line), re-
spectively. The size of a BDD refers to the number of decision
nodes.

The power of BDDs lies in their simplicity and efficiency to
perform binary operations. A binary operator between two
BDDs and can be computed as

If the operator is implemented based on dynamic programming,
the time complexity of the algorithm will be , where
and are the sizes of the BDDs. A BDD operation that has

been used extensively in our implementation is the existential
quantification over a set of Boolean variables

The time complexity for quantification is exponential in the
worst case. The implementation of the BDD operators has been
discussed in more detail in [26].
The corresponding BDD for a finite set ( is the uni-

versal set), can be represented using the characteristic function
in (1).
In a BDD graph, a variable has a lower (higher) order than

variable if is closer (further) to the root and is denoted by
. The variable ordering will impact the size

of the BDD, however, finding an optimal variable ordering of a
BDD is an NP-complete problem [27].
In our implementation, a BDD follows a fixed variable or-

dering based on the method presented in [28]. In this method,
the variable ordering is influenced by the ordering of interacting
automata based on weighted search in the process communica-
tion graph (PCG). A PCG for a set of automata is a weighted
undirected graph, where the weight between two automata
and is defined as . In some cases, the ordering
can be improved [12]. This is however beyond the scope of this
paper.
For a more elaborate and verbose exposition of BDDs and the

implementation of different operators, refer to [26] and [29].

III. SUPERVISORY CONTROL THEORY

SCT [1], [30] is a general theory to automatically synthesize
supervisors based on a given plant and specification. A spec-
ification describes the allowed and inhibited behaviors. A su-
pervisor restricts the conduct of the plant to guarantee that the
system never violates the given specification.
In SCT, some states of an automaton , which is typically a

specification, are considered as marked states, . These are
the states that are desired to be reached from the initial state.
The set of marked states of a composed automaton is the
Cartesian product of the corresponding sets of marked states. In
addition, some states can be specified as explicitly forbidden,

, which are states that should not be reached from the ini-
tial state. The set of forbidden states of a composed automaton

is . In SCT, the events are
divided into two disjoint subsets: controllable events, denoted
by , that can be prevented from executing by the supervisor;
and uncontrollable events, denoted by , which cannot be in-
fluenced by the supervisor [1], [30].
A plant can be described by the synchronization of a

number of sub-plants , and similarly for a
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specification . In our computations,
we assume that a supervisor always refines the plant, i.e.,

. A first candidate of the supervisor is the composed
automaton , which we refer to as in the sequel. After
the synthesis procedure, some states are identified as blocking
or uncontrollable, referred to as forbidden states, which should
be excluded from in order to obtain the supervisor. The
states that belong to the supervisor are called safe states,
denoted by .
Blocking states of an EFA , are states where no marked

states are reachable

and

For a supervisor candidate that is a sub-automaton of , the
set of uncontrollable states are defined as

and

that is, the reachable states in for which an uncontrollable
event is defined for the plant but not for the supervisor .
The safe states can be synthesized by fixed point computa-

tions [12]. There are two operators that are used frequently in
the fixed point computations: and . Given
a set of states ; computes the set of states
that can be reached in one transition

(6)

and computes the set of states that in one
transition can reach a state in

and (7)

The BDD-based implementations of these operators are
described in Section IV. For a more formal and detailed expla-
nation of supervisory synthesis, see [1], [20], and [30].

IV. SYMBOLIC COMPUTATION OF

In the sequel, we will use the characteristic function , pre-
sented in (1), to represent a BDD. This section describes how

can be symbolically represented. In particular, we
explain how to compute and , used as inputs to

(and ) in the synthesis com-
putations mentioned in Section III.
There are basically the following two approaches for com-

puting :
1) transforming the EFAs to FAs and then applying the syn-
thesis procedure;

2) applying the synthesis procedure directly on the EFAs
without transforming them to FAs.

In the former case, the EFAs are initially transformed to FAs
based on an algorithm explained in [6]. can then be com-
puted based on the FAs. A drawback of this approach is that
the number of transitions often grows very rapidly when trans-
forming EFAs to FAs, incurring an inefficient performance.
To overcome the above-mentioned obstacle we settle on the

second approach, that is showing how can be computed
without transforming EFAs to FAs. Regarding this approach, the
following two main issues should be resolved:
1) how to represent the transition functions of EFAs by
BDDs?

2) how to represent the full synchronous composition on
EFAs by BDDs?

In the sequel, we elaborate these issues.

A. BDD Representation of an EFA

The characteristic function of the transition function of an
EFA can be computed based on Definition II.3. Two different
sets of Boolean (BDD) variables are used to represent the
current values of different locations and variables, denoted by
and , respectively. Since we have to differ between the

Boolean variables used to represent current and updated values,
and are used to represent the updated values. denotes

the Boolean variables used to represent the alphabet.
Proposition IV.1: The characteristic function of an explicit

partial transition is

Proof: The proof follows immediately from (2), (3), and
Definition II.3.
For brevity, we write representing the characteristic

function of . We denote the characteristic function

where the Boolean variables have been removed, i.e.,
, by . Hence, we

have

We represent integers in the two’s complement system as an
array of BDDs [31]. In our framework, we assume that over-
flows on variables are not allowed and thus we omit the cases
where an overflow occurs. This is performed by removing all the
variable assignments that result in values outside the domain of
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Fig. 2. EFA model for Example IV.1.

the variables. Consequently, the characteristic function of the
transition relation of an EFA will be

(8)
Based on , different set of states can be extracted. For in-
stance, let denote the set of states where an event can be
executed from. Then, can be computed as follows:

(9)

represents all transitions that include event . By excluding
the BDD-variables used for representing the target-states from
, will be obtained. Finally, the BDD-variables used for rep-
resenting the events are excluded, which will yield the states in
that enable .
The following example shows how the transition function of

an EFA can be represented by a BDD.
Example IV.1: Consider a nim game with 5 sticks on a table,

and two players that take turn by removing one or two sticks.
The winner is the player that takes the last stick(s). Fig. 2 depicts
the EFA model for this game.
Fig. 3 shows the corresponding transition function for the

EFA shown in Fig. 2. Note that the BDD does not contain the
cases where and . The BDD variables in
the figure are labeled with numbers as follows:

' ' ' '

' '

' '

' ' ' ' ' ' ' '

' ' ' ' ' ' ' '

Fig. 3. Corresponding BDD for the transition function of the EFA in Fig. 2.

TABLE I
EVENT AND LOCATION ENCODING FOR THE EFA IN FIG. 2

where is the least significant bit. Note that since the integers
are represented in two’s complement, four Boolean variables are
used to represent because of the sign-bit. The location
and event encoding is shown in Table I.
For instance, let’s track the transition

on the BDD in Fig. 3. Event is identified by
starting from node “0”, following the high-child to node “1”
and following the high-child to node “2”, i.e., . The
location is identified by following the high-child from
node “2”, i.e., , and location is identified by following
the low-child from node “1”, i.e., . The guard and action are
identified by all the paths from node “3” to node “11”.
As it can be observed, the BDD in this example is larger than

its corresponding EFA, however, for larger models the BDDs
typically become much more compact.

B. BDD Representation of EFSC on EFAs

Based on Definition II.5 for the extended full synchronous
composition, we compute in the following three steps.
1) Compute a characteristic function, representing
without including the actions, denoted by .

2) Compute a characteristic function, representing the update
of the EFA variables, denoted by .

3) Based on and , compute .
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Since is the synchronization of a number of sub-plants and
sub-specifications in form of EFAs, in all of the following com-
putations we focus on EFAs .
Note that the result will be incorrect if steps 1 and 2 are car-

ried out in a single step. For deterministic FAs without vari-
ables, this is not the case. For FAs , we have

. This comes from the fact that the
full synchronous operator corresponds to “intersection” on lan-
guages, and “intersection” corresponds to the AND operator on
characteristic functions. For EFAs

Because then it would not be possible to keep track of the vari-
ables that are not updated (don’t-care updates). Furthermore, the
action conflicts will disable the corresponding events. However,
based on Definition II.5, the result should be a transition where
the variables will be remained unchanged.
When computing the synchronous composition based on the

characteristic functions, we have to assume that the EFAs have
the same alphabet. To make this possible we extend the transi-
tion relations of each EFA by adding self-loops with events that
are not in the alphabet of the EFA.
Definition (Extended Explicit Transition Relation, ):

For EFAs , the extended explicit transition
relation of , denoted by , represents the explicit tran-
sition relation of together with self-loops on all states with
events that are not in the alphabet of

By this extension, all EFAs in the model will have the same
alphabet and thus the definition of extended full synchronous
composition (Definition II.5) will be simplified to case 1 that
only considers common events.
Proposition IV.2: Let be EFAs. Then

At this stage, we are done with step 1 in the procedure of com-
puting . The next step is to compute a characteristic
function that represents the updating of EFA variables. First, we
have to compute a characteristic function that represents all par-
tial transitions that include the resulting action function of syn-
chronizing EFAs based on Definition II.5. In the following
computations, we start to focus on a single variable and then
extend it to all variables in the model, i.e., . Hence, for each
EFA and each variable in the model, it is necessary to
compute the transitions in on which the variable is up-
dated.
Definition IV.2 (Updated Transition Relation, ): For

an EFA and a variable , the updated transition relation for

variable , denoted by , represents the set of partial tran-
sitions in on which the variable is updated

Remark: In a deterministic EFA, the combination of source-
location, event, guard and target-location will uniquely define a
transition.
Recall that, from Definition II.5, the result of can be

divided into four if-then constructs, which we denote by .
Each consists of an part, denoted by , and a part,
denoted by .
• : ; both actions update the variable to the
same value.

• : .
• : ; the first action updates the variable but not
the second action.

• : .
• : ; the second action updates the variable but
not the first action.

• : .
• : ; either none of the actions update the vari-
able, or the actions update the variable but to different
values.

• : .
Definition IV. 3 (Interaction Transition Relation,

): For two EFAs and and a variable ,

the interaction transition relation, denoted by ,
represents a set of partial transitions that satisfies in
Definition II.5

(10)

(11)

(12)

(13)
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Hence, by definition we have

(14)

Lemma IV.3: Let be an arbitrary variable of an -tuple
, and for EFAs , let be defined as
follows:

where

and

Then, the following statement holds:

where .
Proof: The lemma can be proved by induction.

(i) For the basic step, we check if the lemma holds for ,
where

We have to prove that

where . First, we compute

for . Based on Proposition
IV.1, we have (15), shown at the bottom of the page.
Now, lets compute . For , we begin
to compute each term separately, as shown in (16) and
(17), shown at the bottom of the next page, where is a
propositional formula including invalid partial transitions
(some assignments do not have corresponding partial
transitions). It can be observed that

represents all the partial transitions, where has been
updated in EFA but not in , together with many
other valid and invalid partial transitions, i.e., . Further-
more, based on Definition II.5, should represent
the partial transitions in EFA , where variable is

(15)
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updated, i.e., . Hence, we have (18), shown at
the bottom of the page. By contradiction, we prove that

(19)

Let’s assume that

Then, by assuming that , there should exist
at least one term in that evaluates to when being
conjuncted with

which is contradictory from (16) and (17). Note that if
, the result for would

not be correct.
Similarly, it can be shown that

(20)

(21)

where

(22)

(23)

(16)

(17)

(18)
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If we logically disjunct equations (15), (18), (20), and
(21), we get

Hence

where the last equation is deduced from (14). Based
on (19), (22), and (23), it is straightforward that

. Since the above equation
holds for all variables in , we will have such equa-
tions. If we logically conjunct these equations, we will
get

Since each variable is represented by unique Boolean
variables, i.e., and , it can be deduced that

. This proves the correctness of the
basic step.

(ii) For the inductive step we assume that

We have to show that

Let . Hence, we need to prove

which becomes the basic step that is already proven to
be correct. Notice that we utilized the associativity and
commutativity properties of the logical binary operators
and the EFSC operator.

Consequently, the lemma is proved by induction.
Theorem IV.4: For EFAs , and an -tuple

of variables , the following statement holds:

Proof:

Consequently, for a plant and a specification , ,
i.e., , can be computed based on Lemma IV.4. Further-
more, since and have the same alphabet, and

are equal.

V. REPRESENTATION OF THE SUPERVISOR AS EFAS

The last step is to compute the supervisor represented as
EFAs. This computation is performed in the following three
steps:
1) compute a BDD representing the safe states, i.e., the cor-
responding BDD for ;

2) transform the computed BDD to guard expressions;
3) attach the guards to the original EFAs.

is computed by fixed point computations based on the
synthesis algorithm described in [12]. Note that for a set of
EFAs, the reachability algorithms performed on do not
differ from the algorithms used for FAs. The algorithm requires
four arguments: , , and . is the union
of the explicitly forbidden states and the initially uncontrollable
states, described in Section III. In the last argument, de-
notes the transitions in that include uncontrollable events.

can be computed as follows:

In stage 2, based on , we create the following two sets
of states [18].
• : The set of states in the supervisor where the execution
of is defined for the supervisor.

• : The set of states in the supervisor where the execution
of is defined for , but not for the supervisor.

By utilizing and a guard expression
is generated for each control-

lable event :

if
if

' otherwise

where represents the current state of EFA .
evaluates to true if is allowed to

be executed from the state . The size of a
guard , denoted by , is defined by the number of atomic
equality and nonequality terms in the guard expression.
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Fig. 4. Recursive representation of an IDD.

A. Guard Generation

The guards are computed in the following consequent steps:
• compute the corresponding BDDs for and ;
• convert the BDDs to integer decision diagrams;
• convert the integer decision diagrams to guards.

First, the corresponding BDDs for the state sets are computed
similar to in (9). Next, the BDDs are converted to their
corresponding integer decision diagrams (IDDs) [32], which
will be used to generate the guards in the last step. An IDD is an
extension to a BDD where the number of terminals is arbitrary
and the domain of the variables in the graph is an arbitrary set
of integers. For our purpose, we use an IDD with two terminals,
0-terminal and 1-terminal.
To represent a state in the closed-loop

automaton , each IDD-variable is associated to an
automaton that has as its domain. This domain can be
mapped to an integer that is represented as an IDD. In other
words, each outgoing edge from node represents a state in
. Hence the maximum number of edges from a node is
. As for BDDs the number of edges and nodes for an IDD

can also be reduced. For simplicity, we use the names of the
states on the IDD-edges rather than integers in the sequel.
Using IDDs to generate guards has some advantages in

comparison to BDDs: 1) they make it easier to handle and
manipulate propositional formulae; 2) they exploit some of the
common subexpressions in a guard yielding a more factorized
and smaller formula; 3) they depict a more understandable
model of the state set, since the nodes and edges represent
names of the automata and states, respectively. On the other
side different manipulations can be carried out more efficiently
on BDDs compared to IDDs. The procedure of converting a
BDD to an IDD is presented in [18].
The last step of obtaining the guard is to convert the IDDs

to propositional formulae. For a given IDD, a top-down depth
first search is used to traverse the graph and generate its corre-
sponding propositional formula. The algorithm starts from the
root and visits the nodes whilst generating the expression and
ends at the 1-terminal. For each node in the IDD, the corre-
sponding expressions of the edges belonging to the same level
(the children of that node) are logically disjuncted and if the
edges belong to different levels they are logically conjuncted.
Hence, the propositional formula for the IDD in Fig. 4 is

where is the corresponding expression of the edge that lead
to one of ’s children and is the corresponding expression

from the node to the 1-terminal, that is recursively computed. A
pseudo-algorithm of this process is presented in [18].

B. Guard Attachment

Since , the generated guard will be a
combination of (or ) and (or

) expressions. Each variable holds the current
location of EFA . However, since they are not defined in
the model, they should be declared and added to the set of
variables in the model. Thus, the variable is extended to

. Hence, the transition func-
tion of each automaton is extended as follows:

Nevertheless, this extension can be performed implicitly so that
it becomes transparent to the user. Finally, for each EFA
in the model, each generated guard is conjuncted with the
guards in that include event ; forming a new EFA ,
where

Consequently, the supervisor can be represented in a modular
manner, deducing that satisfies the specifica-
tion without any forbidden states.
Example IV.1: Recall the nim game in Example

IV.1. The controllable events are and
. After converting the model and performing

the fixed point computations, we get 10 reachable states. The
nonblocking and controllable supervisor consists of 5 states.
After the guard generation procedure, the following guards are
obtained:

This means that event is allowed to be
executed everywhere in the closed-loop model. On the other
hand, 5 forbidden states are prevented to be reached by adding

to the guard in the transition of the EFA that has
as its event.

VI. CASE STUDIES

In this section we will show the results of applying our frame-
work to a set of academic and industrial benchmark examples.

A. Model Classification

In order to be able to compare different models, we can
classify them from two perspectives: computational and
tractability. In the sequel, we assume that a model is given
as a set of EFAs and variables .
Based on this model a supervisor is computed and represented
as guards added to the original EFAs.
1) Computational Measures: By introducing a number of

measures we try to get a clue on how hard the reachability anal-
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ysis is. One way is to analyze the interaction between the au-
tomata by looking at their common events. Originally, the idea
comes from [28] by introducing a simple communication map
for interacting ordinary automata, i.e., not EFAs, called process
communication graph (PCG). Each node in a PCG corresponds
to an automaton. Each edge between two nodes is weighted,
where the weight is equal to the number of common events be-
tween the two automata. The dependency set of an automaton
, denoted by , is itself plus the set of automata di-

rectly connected to . Hence, for each automaton it is possible
to calculate a measure that shows how dependent it is to the
rest of the automata. For an automaton , we call this measure

and compute it is as follows:

where is the cardinality of the set and is
the number of automata in model. Since this measure is defined
on ordinary automata, we have to convert our EFAs to DFAs
based on [6].
The measures that will be used for computational purposes

related to synthesis are as follows.
• : Number of EFAs and variables in the model.1

• : Number of theoretically reachable states in the
model, which is equal to .

• : The minimum, maximum, and average LD among the
automata.

• : The number of reachable states in the closed-loop
model, i.e., .

• : The number of states in the supervisor.
The number of EFAs and the number of reachable states are
the most common measures used in SCT. However, it has been
shown that there is a stronger connection between LD and the
hardness of a problem compared to and [33]. In par-
ticular, the higher is, the harder it will be to perform reach-
ability analysis.
2) Tractability Measures: In this part we use some measures

to decide the compactness of a guard and how much advanta-
geous it will we for the users to deal with guards on modular su-
pervisors rather than a monolithic supervisor. Hence, for these
measures we assume that the supervisor has been computed. The
considered measures are as follows.
• : The number of forbidden states, which is equal to

.
• : The number of controllable events in the model,
which is equal to the number of generated guards.

• : The minimum, maximum, and average size of the
guards.

The size of a guard , denoted by , is defined by the number
of atomic equality and nonequality terms in the guard expres-
sion. For instance, the size of the guard expression

is 3. Often smaller guards are more tractable and understandable
for the users.

1This is equal to the number of automata in the flattened model.

B. Benchmark Examples

We will first present the examples that are going to be ana-
lyzed.
1) Resource Allocation System (RAS): In [34], a RAS repre-

senting a flexibly automated robotic cell has been presented. The
system includes seven resource types with capac-
ities and . It
also has four product types, showing in which
order the resources will be used

It is possible to have multiple instances of a product. The control
problem is to get the maximum number of instances without
having a blocking system.
2) Fabrication Production System (FBS): This benchmark

concerns a fabrication production system that can build different
products [35]. There exist two product families, each one con-
sisting of two product types. There also exist two fixture types
that can be moved to be used in different parts of the system.
The goal is to combine the product types from different fam-
ilies to get a new product and it is possible to have several in-
stances of a product type. This system can be modeled by EFAs,
and the restrictions are that some combinations are not allowed.
Furthermore, the fixtures should be available at certain stations
when needed. The maximum number of instances of a product
type, in the system, may be given with a variable. The control
problem is to have a blocking free system.
3) Collision Avoidance System (CAS): A robot cell with five

robots, a fixture, a conveyor and an automated guided vehicle
(AGV) is analyzed, see Fig. 5. There are two stations in the cell.
At the first station there are two robots close to the conveyor
moving two different parts. The robots will pick up the parts and
weld them together. In the second station there are two other
robots. The fifth robot will move the parts between different
stations and put the final product on the AGV that will move it
out from the cell. We model this system by EFAs and based on
[36] we extend the guards to ensure a collision-free system. The
final EFA model will be the input to the framework presented in
this paper to generate a nonblocking supervisor.
4) Control Logic Development (CLD): A working cell that

contains a fixture for holding a workpiece and an automatic car-
riage is considered. The workpiece is processed in the fixture.
After processing the carriage is brought to the fixture as the
clamp is opened. When the carriage is in place the workpiece
is pushed out and falls into the carriage. The carriage transports
the workpiece to a buffer. The cell is shown in Fig. 6. In [37], an
EFA model for its execution model in the IEC 61499 standard
has been generated and used to develop the control logic.
5) Automated Guided Vehicles (AGVs): Amodel of a flexible

manufacturing cell was introduced in [38]. The cell consists of
three workstations, two input stations and one output station and
five AGVs, each one responsible to route some parts through the
cell by following certain paths. The control problem is that the
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Fig. 5. CAS.

Fig. 6. CLD.

TABLE II
COMPUTATIONAL MEASURES

routes intersect or are very close to each other and thus there are
zones in which no two AGVs are allowed to be at the same time.

C. Results

The framework described in this paper has been implemented
and integrated in the supervisory control tool Supremica [39],
[40], which uses JavaBDD [41] as the BDD package. The ex-
amples were conducted on a standard PC (Intel Core 2 Quad
CPU @ 2.4 GHz and 3 GB RAM) running Windows 7.
Table II shows the computational measures. The LD values

are computed for each automaton, then theminimum,maximum
and average values are calculated for the whole model.
Table III shows the results of the reachability analysis. The

table includes the number of reachable states in the closed-loop
model, the number of states in the supervisor and the time for
computing the supervisor. From Table III it can be observed that
it takes more time for the models CLD and CAS to compute the

TABLE III
REACHABILITY ANALYSIS

TABLE IV
TRACTABILITY ANALYSIS

supervisor. This can be deduced from Table II. The LD values
for the CLD model are higher than the other models (except the
FBS model), which means that more iterations might be needed
to reach a fixed point. The CASmodel has the largest state-space
which can make the BDD computations more time consuming.
Table IV shows the results of the guard generation process.

For instance, in the AGV model, 9 million states are prevented
to be reached by only 10 guards with an average size of 17.6.
In the FBS model around 53% of the reachable states are pre-
vented to be reached by 41 guards with an average size of 8.5
terms. Furthermore, in the CASmodel around 63% of the reach-
able states are prevented to be reached by 142 guards with an av-
erage size of 1.4 terms. Hence, it would be easier for the users to
track the synthesis results. It can be observed that with 1 second
computation time, the algorithmworks quite efficiently for these
examples. We believe that by complementing our BDD-based
algorithms by partitioning techniques [12], it is possible to effi-
ciently compute the supervisor and the guards for much larger
and more complicated examples.
Table IV shows the guard compactness measures.

VII. CONCLUSION

In this paper we presented an approach that, given a system
modeled by EFAs, symbolically computes the supervisor. In
particular, this approach provides a seamless framework for
generating and modifying control functions that are modeled
by EFAs. Specifically, after modeling a system with EFAs, the
users can obtain the control function in form of the original
EFAs extended with some additional guards. Hence, during the
design phase, the users remain in the same model domain, i.e.,
EFAs. The main advantage of this approach is that the users, can
iteratively update both the models and the intermediate control
functions. All the computations are performed by BDDs, which
are transparent to the users and the only interface the users deal
with is the EFA framework.
The entire procedure was applied to a set of academic and

industrial benchmark examples.
There are some possible directions for future work that are

worth pursuing. As mentioned in Section VI, the BDD-based
algorithms need to be complemented by partitioning techniques
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that are normally used for ordinary automata. Then, it would be
possible to handle much larger and more complicated systems.
In addition, there is a potential to improve the variable ordering
of the BDDs. We also believe that the guards can be more re-
duced in some cases, which is a work in progress.
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