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Abstract

District heating is a technology used to supply city districts with heat from a central heating
system through a network of pipes. The systems are supplied with heat from one or more
production plants, which converts energy-rich material into heat. The heat is then transferred
from the district heating system via heat-exchangers to building’s radiator and heat water
systems. The heat transfer is mostly controlled by an outdoor temperature sensor. This means
that the control is not optimized since it does not take into account the indoor climate or any
heating impacts from the weather; like the sun and wind. This thesis therefore focuses on
trying to obtain a smarter control strategy to achieve better comfort and lower energy
consumption in buildings where the heating is controlled by the outdoor temperature, by
analyzing existing controlling methods and by trying to develop our own. The objective is to
determine which control methods that are the most optimal ones to use in terms of cost and
energy saving, from the customer’s point of view.

Two existing control functions and two own developed functions have been studied. The two
existing functions are forecast control and indoor temperature control. The two own
developed functions are power limitation and damped outdoor temperature. Also a
combination of these two functions has been studied. A comparison between the four control
methods has been done to evaluate how much energy and cost the different methods save per
year. The savings of energy in percent for the different methods are; forecast control 13.9,
indoor temperature control 14.1, power limitation 6.5, damped 24h outdoor temperature 6.9
and for the combined power limitation and damped 24h outdoor temperature 13.3. The cost
savings in percent for the different functions are; 9.3, 9.3, 7.5, 4.3 and 11.2. It is a cost saving
for the customers but a lower income for Géteborg Energi’s point of view. Lower energy
consumption also gives lower carbon dioxide emissions. All of the four controlling function
provides a carbon dioxide reduction that is greater than 1000 tonnes per year.

District heating, Control, Temperature control, Forecast control, Power limitation, Damped
outdoor temperature, Energy, Power, Energy signature, eGain, EnReduce.
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1 Introduction

District heating is a technology used to supply city districts with heat from a central heating
system through a network of pipes, where the heat carrier usually is water. The central heating
system is supplied with heat from one or more production plants, which converts energy-rich
raw material into heat. The raw material can be wood chips, pellets, garbage, natural gas or
oil. Waste heat from various industries is often used to heat the district heating system, which
reduces the use of fossil fuels thus gaining the environment. The district heating is then
passed through distribution centers to the customers’ substations. The heat is then transferred
from the district heating system via heat-exchangers to building’s radiator and heat water
systems. The heat transfer from the district heating to the radiator system is often controlled
by an outdoor temperature sensor. This means that the control is not optimized since it does
not take into account the indoor climate or any impacts from the weather; like the sun and
wind. This thesis therefore focuses on trying to get a smarter controller approach than to
simply use the outdoor temperature sensor, by analyzing existing controlling methods and
trying to develop our own.

1.1 Purpose

The purpose of this thesis is to evaluate and develop smarter control strategies to achieve
better comfort and lower energy consumption in buildings heated by district heating. The
strategies should also take into account to try to obtain optimal operation in Géteborg
Energi’s production facilities without compromise the reliability of the heat distribution to the
customers.

1.2 Goal

The objective of this master’s thesis is to determine which or what control methods that are
the most optimal ones to use in terms of cost and energy saving, from the customer’s point of
view. Furthermore, it should be investigated how the objective affects Géteborg Energi, both
in terms of economics, environmental impacts and competitiveness. Also if it has any affects
on their production.

1.3 Delimitations

In this thesis, the thesis is limited to only analyze multi dwelling buildings that have no heat
pumps, ventilating or cooling units installed. The reason for this is that the problem in these
cases becomes very complex, especially concerning the hysteresis that occurs when two of the
units cooling, heating and ventilation are running simultaneously. This restriction also
simplifies the analysis and studies of the evaluated control methods carried out in this thesis.
Another limitation is that the control strategies must be adapted to Goteborg Energi’s tariff so
that it promotes the customers heating cost in the event of an installation.



2 Theory

Every building has the ability to store energy within the material of the construction and every
building has its own dynamical inertia depending on its construction. The building’s
dynamical inertia is greater for heavy than for lighter buildings. The benefit of using the
buildings dynamical inertia is to reduce the need of energy from the heating system and to
gain a smoother indoor climate. Every time when the outdoor temperature increases or
decreases there need to be a new energy balance between the heats that is added and removed.
The heating system, the solar radiation, the household electricity and people adds heat to the
building. The heat transmissions through walls, the ventilation losses and the wind; removes
internal heat from the building. See Figure 1 for illustration of the external and internal
heating sources.

Q Heat transmission
Solar radiation ‘n/ .
\‘)§\ Ventilation losses

Household electricit
Wind effect [—>—— / Y
¢-——.4

Heat system

\ People

Figure 1: The figure shows different sources of energy inputs and outputs that affects the heating energy
of the building.

2.1 Normal year correction

Normal year correction is necessary to perform when comparing data from one year to
another. This is done to make the data from the different years comparable, independent of the
climate. The only part that is normal-year-corrected is the data that is climate dependent. One
method to use for normal-year-correction is the degree-days method [1]. The number of
degree-days for heating is calculated as the difference between the balance temperature and
the outdoor temperature expressed as the day average temperature. Those degree-days are
then summarized by month or year, see Equation 1.

QD= Zi(tbalancei —tout‘i) i=12,.....,N days (Equation 1)

where QD = Number of degree-days
thalance = Balance temperature
tout = QOutdoor temperature



The balance temperature is equal to the outdoor temperature when no extra heat is needed to
obtain the desired indoor temperature. This balance temperature differs during the year
because of the changing sun radiation. The degree days are collected from SMHI (Sweden’s
meteorological and hydrological institute), see Table 1.

Table 1: This table shows the balance temperatures over the year, which are used when doing the normal
year correction, see [2].

Month Balance-temperature [°C]
May, June, July 10
August 11
April, September | 12
October 13
Remaining time 17

GDnormal year .
Qcorrected = Qco + (Qtotal - Qco ) e (Equation 2)
G DCU rrent_ year
where Qcorrected = Energy usage corrected by a normal year [KWh]
Qco = Part of the energy usage that is climate independent [KWh]
Qtotal = Total energy usage [KWh]

QDnormal_year = Total number of degrees days during a normal year [°C days]®
QDcurrent_year = Total number of degrees days during the current year [°C days]

25 percent of the total energy usage assumes to be climate independent, see Equation 3.
The climate independent energy is used for heating the tap water.

Qco = 0’25*Qtota| (Equation 3)

2.2 The buildings dynamical inertia and time constants

One key value for the buildings energy storage is the time constant t. The time constant
describes how fast the building will react to changes in the weather and added heat. This time
constant differs between buildings. A heavy building has a time constant around 160 hours, a
medium building has around 66 hours and a light building has around 25 hours, cf. [3].

T, =T, +(T, T, " (Equation 4)
where T, = Indoor temperature

Tio = Indoor temperature at the start

T, = Outdoor temperature

T = Time constant

t = Elapsed time from start

% The new SMHI standard from 1971-2000



A (Equation 5)
D kA+nVpc,

T =

where Z Mc = Buildings heat capacity [J/K]

Z kA = Sum of the transmission losses [W/K]
nVpc, = Heat power losses due to ventilation [W/K]

When the heat transfer is aborted the temperature starts to drop. In the first hour the
temperature starts to decrease quite rapidly and that depends on the air-mass heat-capacity,
see Figure 2. But after a while the temperature drop starts to decrease and that is because the
building’s heat capacity now starts to make effect, see [4] and [5]. The buildings cooling
processes could now be described by two time-constants. One small time-constant is for the
air-mass heat capacity and the other bigger time-constant is for the building’s heat capacity.
The heavier construction, the bigger differences between those constants.
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BN inl::rnl;: mI:gss 19 .
= ~ 18 . . ‘
s 16 - N 0 1 2 3 4
@ Indoor temp ~
o \
£ 10 - ~
@ —~
[ Bl
o . e
5 1 8°C, corresponds to 63% decreased —_— =
temperture from 21 to 0°C
{time-constant)
0 . T T . -
0 20 40 60 80 100 120 140

Time [h]

Figure 2: Temperature changes for the buildings internal mass and indoor temperature when the heat
transfer is aborted. The red line indicates a temperature droop of 63 %.

2.3 An explanation of a buildings energy signature

The energy signature describes the total amount of energy the building need at a certain
outdoor temperature, see Figure 3. The total share of energy is spent to heat the building and
to heat the heat water draught. There are a lot of fluctuations in the energy signature and that
depends on the heat water draught. The energy that is spent to heat the building is weather
dependent. Every building has its unique energy signature. The energy signature looks the
same from one year to another, if no changes have been done to the building. If one year has
been colder than another year the only thing that differs is that the colder year have more
values at colder temperatures. This is really good because this makes it possible to control the
energy input at a certain outdoor temperature.
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Figure 3: The figure shows the building’s energy need at a certain outdoor temperature, where the blue
dots represent the energy consumption for one hour over a whole year.

2.4 Pipe expansion due to temperature changes

The length of the heat water pipe will be changed when the heat water temperature increases
or decreases, see Figure 4. When the heat water pipe goes near another material a knocking
sound could appear. This phenomenon is caused by a very fast length change of the heat
water pipe, cf. [6]. The pipe bounds on to the underlying material instead of smoothly move
on to it. This problem could be avoided by not allowing a too big and fast temperature change
in the radiator system. The thermal expansion is calculated according to Equation 6.

AL=a*L*AT (Equation 6)

where AL = Changes of length [m]
L = Initial length [m]
a = Expansion coefficient [(°C)™]

+AL

e —
—AL

Figure 4: The figure shows the thermal expansions caused by increased or decreased temperature.


http://tyda.se/search/coefficient

2.5 The least square method

The least square method is a special method which has the purpose to generate estimations of
unknown quantities by using real observation values. This method is especially used in both
regression and variance analysis. The method is implemented by adjusting a trend line so that
the sum of square of deviation between the trend line and the points becomes as small as
possible. The trend line is described by the direction coefficient b and the constant c, see
Equation 7, and it is calculated by using the least square method, see Equation 8.

Q=kxT+m (Equation 7)
A Ax=ADb (Equation 8)
T,xb+1=Q
Tlxb+1=Ql o |h - (k @
2 ?,where Ax=b,A=|T, 1,x=[ ]andb: Q,
: : : m :
TnXb+1=Qn Tn 1 Qn
where Q = Energy [kWh]

T = Temperature [°C]
k= Direction coefficient
m = Constant

n = Number of samples

2.6 The effect of internal heating sources

The internal heating sources, except from the heating system, are the household electricity
and the people who live there. Household electricity is the electricity required for running all
the electrical devices except from those devices that have to do with the building’s heating
system, for example a towel dryer. 70 to 80 percent of the household electricity is converted
into heat which then contributes to the total amount of heat energy in the building. A person
in a building emits 50 to100W depending on age and activity level. The amount of household
electricity is 2000 to 7000 per year depending on the size of the building, see [7]. Assume a
family that consists of 2 adults and 2 children; then the part from the household electricity that
contributes to the heating of the apartment is between 16 to 40 kWh/year m?. But if the person
who lives in the apartment is two senior citizens this heating energy could become between
16 to 47 kWh/year m?, since they spend more time in the apartment than middle-aged people
do because of their work, see [8].

The household power usage varies depending on which month it is. The power usage is
highest during the winter months: January, February, November and December, see Figure 5.
The calculated heat needed for the building will be reduced between 5 to13 percent if the
household electricity is included and taken into account in the calculations, see [9].
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Figure 5: Households average power usage per month is shown, as a percentage of the year average power
for Umed, Goteborg and Malmé. This shows that the household electricity contributes even more to the
building’s total amount of heating energy during the winter months.

2.7 Solar radiation effect on the energy consumption for heating

Solar radiation is the power absorbed by a one square meter large horizontal surface, and it
varies greatly depending on the seasons, from around 100 W/m2 for the winter to
approximately 1000 W/m?2 in the summer, see Figure 6 cf. [10]. Solar radiation, thus affecting
the building's energy needs by the warming of facades and solar radiation through windows.
The size of the effects varies depending on: the direction in which a building is located, how
much that is exposed to sunlight and what design it has, see [11].
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Figure 6: Monthly averages of sunshine duration (red), global (green) and diffuse solar radiation (blue)

for Kiruna, Luled, Vaxjo and Visby, during the years 1983-2005. Unit: hours per day respectively
kWh/m2 per day.

The annual variation of solar radiation and sunshine duration is limited by how the altitude of
the sun and day length varies over the year, since the earth axis is tilted to the plane in which
the earth moves in its orbit around the sun, see Figure 7. It is winter in Sweden when the
North Pole is facing away from the sun, which then is low on the sky with the energy
distributed over a larger surface area. The sun's path across the sky varies with the seasons

and for different latitudes. The sun is at its highest point at the summer solstice and its lowest
point at the winter solstice.
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Figure 7: The figure shows the sunshine duration in Sweden in hours for the year 2006, based on
measurements.



2.8 Wind effect on the energy consumption for heating

The wind affects the energy consumption and the comfort dissimilarly, depending on how the
building is oriented towards the wind. The wind impact on comfort in form of draft occurs
since buildings have different isolation thicknesses. The energy consumption is affected by
the wind as outer walls are cooled, and cold air is pressed into the building via gaps and leaks.
When constructing new buildings it is good to put as small areas as possible to the dominant
wind direction to reduce the energy loss impact from the wind, see [12].

When the wind blows, a cooling affect will appear that is calculated by combining the
temperature with the wind speed, which shows the wind-chilling effect on bare skin. This
formula was developed by the American researcher Randall Oscevski and Maurice Blue Stein
from Canada. The calculated cooling affects are shown in Table 2 for different temperatures
and wind velocities, cf. [13].

Table 2: The table shows the temperature for the cooling effect that is calculated, as a function of the
temperature and wind velocity.

wind velocity Temperature [°C]
[m/s]| +10 +6 0 -6 -10 -16 -26 -30 -36
2m/s -2 -9 -14 -21 -33 -37 -44
6 m/s -5 -13 -18 -26 -38 -44 -51
10 m/s -7 -15 -20 -28 -41 -47 -55
14 m/s 0 -8 -16 -22 -30 -44 -49 -57
18 m/s -1 -9 -17 -23 -31 -45 -51 -59

2.9 Air humidity effect on the energy consumption for heating

The air humidity in conjunction with the sun and wind has a large role on how we perceive
the weather. Moisture evaporates more in dry than in moist air. The air humidity contributes
by even out the temperature differences over the day. The heat radiation is greatest at the
ground and the humidity is condensed into dew or fog when the temperature decreases. But
when this happens energy from water molecules is released, which reduces the decreasing
temperature.

The indoor climate is not affected so much by the prevailing outdoor air humidity as long as
the building is heated enough and has well operating ventilation. But if the building gets
cooled so that the air humidity can penetrate the walls, an impression of rawness can be
perceived by the residents. This increases the energy consumption even more since it requires
more energy to dry out the building and warm it up again, due to the air humidity, see [14].
This phenomenon is especially revealed in the autumn, since this is often a very rainy season
in Sweden. Weather affects the buildings need for heating in a very complex and dynamic
manner considering the temperature, sun and wind, which is revealed by increased energy
consumption.



3 Analysis

This analysis chapter contains descriptions, studies and evaluations of existing and newly
developed methods designed by the thesis authors. It also surrounds how an existing district
heating central is controlled, the improvement potentials in the Gothenburg region and an
explanation on how the district heating tariff is constructed.

3.1 Description of an existing district heating central

This section describes an ordinary district heating central and how it commonly locks like and
what parts it contains. It also follows a description on how the control system usually is
constructed.

3.1.1 The parts of a district heating central

The district heating central can be divided into two sides the primary and the secondary side.
The primary side is the side before the heat exchanger and the secondary side is the side after
the heat exchanger, see Figure 8. On the primary side there are three sensors and two
actuators. One of the sensors measures the flow and the other ones measure the temperatures.
Trv-cT1 Measures the temperature on the supply water from the heat producer and the Try.cT2
measures the return water temperature to the heat producer. Fymm-enercy Measures the return
flow to the heat water producer. The integration unit calculates the energy that has been
consumed by knowing the values from the three sensors Try.cT1, Trv-cT2 and Fymm-ENERGY-
By communicating through a GSM-modem the energy company can collect all the data from
the integration unit. There are also two actuators on the primary side, Arap-sv1 Who controls
the flow in to the heat exchanger on the radiator system and Avv-sviwho works in the same
way but on the heat-water system.

The radiator system consists of two sensors and one circulation pump. Trad g1 Measure the
temperature of the supply water and Trad cT2 Mmeasure the temperature of the return water.
Tvv-eT1 and Tyy.gT3 are two temperature sensors that are placed on the heat water system.
Tyv-cT1 measures the temperature of the supply water and Ty.gT3 measures temperature of the
return water before it is mixed with the cold water. The circulation pump Fyyc_p1 circulates
the heat water in the pipes so that the heat water temperature approximately is the same in the
whole building, see Figure 8.

3.1.2 The control system

The most common way to control the district heating central is to measure the outdoor
temperature Tou.gr1. The outdoor temperature is then compared to a preset control curve to
obtain a given supply water temperature Trad-gT1_seT ON the radiator system, see Figure 8. A
PI- controller is then used to control the supply water temperature. If the measured
temperature Trag_cm1 differs from the given temperature Trag-gT1_set the Pl-controller correct
the error by open or close the actuator Arap-sv1, See Figure 8. The heat water system is
controlled in the same way except that the given supply water temperature Tyv.gr1_seT IS
always the same, around 55°C. The heating control may be by a stand alone regulator central
or through a computer-under-central, which can be linked up to an overall system.

10
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Figure 8: The figure shows a flow schedule of a common district heating central

3.1.3 Limitation on the present system

A common district heating central has some limitations. One problem is the placement of the
outdoor sensor. The north side of the building is the optimal place for the outdoor sensor. This
is because the outdoor sensor is then for the most of the day placed in the shadow. But if the
sensor is placed in some other direction there could be problem with the sun radiation. For
example when the sun is shining on the sensor it could make the outdoor sensor think that it is
20°C outside instead of the actual temperature 10°C. But why not always put the outdoor
sensor at the north side? This has to do with the building orientation in the cardinal directions
and the location of the district heating central. It could be located in any part of the building’s
basement.

The present system takes no consideration to the effect of sun radiation, internal heat sources,
wind effect, or the precipitation. There could be a big energy saving potential by taking care
of those effects. This is therefore a quit big limitation for a common district heating central.
There are some power peaks during the day, see Figure 9. One of these peaks appears in the
morning and another one in the evening. The power peaks appear when somebody starts to
draught heat water, for example when somebody starts to draught heat water from a crane or
taking a shower. If no draught is done during the day, it will be an even power outlet with no
peaks, see Figure 9. A common district heating central has no chance to even out those power
peaks.

11
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Figure 9: The figure shows the total consumption and the radiator consumption of power during the day.

3.1.4 Oversized flowmeter

The flow meter has a maximum flow gmax, @ nominally flow gy, a border flow g; and a
minimum flow gqmin. The measurement error between g, and g;is £ 2 % and = 5 % between q;
and Qmin. This error is even worse if the flow is under the lower limit qmi, or over the higher
limit qmax. But @ common way when constructing a district heating central is to oversize the
pipes and the equipments. The flow meter is then chosen to fit those pipes. The result of this
is that the flow meter operates between the border flow g; and the minimum flow qmi, and
maybe even below gmin. This is not good at all, since it gives large measurement errors.
Another problem with this is that the flow meter seldom updates its true value, because it is
driven by the volume that passed through it. To solve this problem and to obtain as good
measurement data as possible, the flow meter that is used should for the most of the time
operate near its nominal flow gy, cf. [15].

where Omin = The flowmeter’s lowest test flow [m*/h]
gt = The flowmeter’s border flow [m®/h]
g = The flowmeter’s nominal test flow [m®/h]

Qmax = The flowmeter’s highest test flow [m®/h]

3.2 Different tariffs and price models

Every energy company has their own tariff models. For example the tariff model could be
based on the flow of the heat water or the power usage every hour. But in this master thesis
the focus is on the price model of Goteborg Energi. Géteborg Energi’s district heating price is
calculated according to Equation 9.

District Heating price = Amount of energy * Energy price + Mean power * Power price
(Equation 9)
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The district heating price consists of two parts, the energy part (Amount of energy * Energy
price) and the power part (Mean power *Power price). Since power is the derivative of the
energy this mean that you pay less per KWh if you have a constant consumption than if you
have a fluctuating consumption. Approximately one third of the district heating price comes
from the power part in the tariff. The energy part is divided into three seasons; winter,
spring/autumn and summer, see Table 3.

Table 3: Contains the Géteborg Energi’s energy prices for the seasons of the year 2009, cf. [16].

Season Energy price | Month

Winter 0.469 SEK/kWh | January, February, Mars, December

Spring, Autumn 0.321 SEK/kKWh | April, October, November

Summer 0.098 SEK/kWh | May, June, July, August, September

The power part of the tariff is calculated according to Equation 10. The mean of the three
highest daily average powers from the last rolling twelve month period is the price founding
mean power.

Power price = (C1+ P, C2)/ 365 - number of days (Equation 10)

days :

where Psdays = Price founding mean power [KW]
Cl  =Fixed price [SEK]
C2  =Floating price [SEK]

Table 4: Contains the fixed and floating power prices for different mean powers of the year 2009, cf. [16].

P3days [KW] C1: Fixed price [SEK] C2: Floating price [SEK/kW]
0-50 0 800
50-100 8000 640
100-250 11000 610
250-500 18500 580
500-1000 78500 460
1000-2500 108500 430
>2500 183500 400

3.3 The energy amount of the heat and radiator water from the total

consumption

The purpose of this analysis is to engender the best method for finding the heat water
proportion of the total energy consumption for a building, in regarding to costs, accuracy of
measurements and the need of installations. The resulting method from this analysis will be
used to calculate the proportion of heat water, in order to calculate the energy consumption
reduction for the different control functions.
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3.3.1 Heat water measurement

This method can be implemented in two different ways, see Figure 8 for the location of the
temperature sensors for the two following alternatives. The first alternative is to measure the
temperature difference between the sensors RAD-GT1 and RAD-GT2, see Figure 8 and
measure the flow with a flow meter for the radiator circuit, to calculate the energy
consumption for the radiator part according to Equation 11. Then the draught heat water is
calculated by taking the total consumption minus the measured radiators consumption. The
result will contain some errors, because all heat losses in the system will be counted into the
energy consumption for the heat water draught. The advantage is that the radiator system
behaves very calmly, which makes it easier to dimension the flow meter correctly.

A second alternative is to measure the temperature difference between the sensors VV-GT1
and VV-GT3, see Figure 8, and measure the flow with a flow meter for hot water circuit to
calculate the energy consumption for the heat water part according to Equation 11, see [17].
The locations of the measuring instruments are better with this method, since the heat water
consumption is measured more accurate. However, there might be some mismeasurements of
the flow, since it fluctuates significantly over short periods, which gives an increased
uncertainty of the measurements accuracy.

P=c-p-Q- (Tw,in _Tw,out) (Equation 11)
where P = Delivered power [W]

c = Water flow specific heat capacity [J/kg°C]

Yo, = Water flow density [kg/m3]

Q = The water flow [m?/s]

= Inlet temperature [°C]

TW in
T = Qutlet temperature [°C]

w,out

3.3.2 Heat water estimation by using cold water measurements

Another method is to measure the cold water consumption for a building and calculate the
heat water proportion by using known estimates. The heat water proportion usually lies
between 25 and 45 percent of the total water consumption for multi-dwelling houses
according to earlier studies, cf. [18]. In this thesis an estimate of a 25 percent heat water
proportion is assumed and used in the calculations. There are two alternatives of achieving the
cold water measurements data, either by retrieving it from the water treatment plant or by
installing a flow meter. Both alternatives unfortunately require a quite extensive work effort
before it is possible to retrieve and evaluate the data, which also makes them quite costly.

3.3.3 Heat water estimation by using effect-signature diagram

This method uses the energy signature to calculate the heat water proportions by extracting
three hour energy values, on weekdays at 2, 3 and 4 a.m. By studying the energy signature for
a whole year with the hour energy values pointed out, it is shown that almost all of these
points are placed in the lower region of the energy signature, see Figure 10. It is therefore
shown that there is rarely any heat water draught on weekdays between 2 and 5 a.m. By
creating a trend line on these points the energy consumption for the radiator can be attained.
The trend line is described according to Equation 7 and is calculated by using the least square
method, see Section 2.5 and see also Equation 8.
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The energy consumption of the heat water is then calculated by subtracting the radiator
energy from the total consumption. This method requires the knowledge of hourly measured
data of the buildings energy consumption as well as the outdoor temperature and at what time
these measurements was performed. This method is quite straight forward and does not
require any additional installations, since all data is already logged.
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Figure 10: The graph shows a year of energy consumption for a multi-dwelling property with hour
resolution for the values. For every energy value, the mean outdoor temperature is saved and used. Blue
points correspond to all of the energy values for a full year and yellow points correspond to energy values
for weekdays at 2, 3 and 4 a.m. The red line represents the trend line for the yellow points.

3.4 An analysis performed on the outdoor temperature and the coldest day
for each of the years 2002-2008.

An important thing to analyze is how the distribution of the outdoor temperature looks like
during a year. This is done to get an idea of how many days the outdoor temperature is within
a certain temperature range. The analysis has been done by using temperature data from the
years 2002 to 2008. See Figure 11 for the result. Note that these days do not need to be after
each other but they can be scattered throughout the year. A normal year just have 11 days
where the outdoor temperature is below -5°C. The power part of the tariff depends on these
cold days with high power outputs. If the customers manage to lower their power outlet
during these few cold periods, they can save a lot on the decreased heating cost.

15



8

79,8 78,9
80 87 776 il
70 —
60 |
o 50 —
o 39,8
0O 40 -
30 |
20 —
8,6
10 : —
0,3 13
o R | |
% Q ) Loy o D o £
1,:\ &b:\ L &b s e \63"
A S’;? Q’?

Figure 11: The figure shows the temperature distribution during a normal year divided into different
temperature intervals, where T is the outdoor temperature in °C.

The temperature could change a lot from one day to another. To get some information how

the temperature changes look like during a cold period, an analyses has been done. By taking

the coldest day every year from 2002 to 2008 and the day before and after that day the

following result was obtained. These periods with really cold outdoor temperature could last

from 0.5 to 1.5 days with temperature drops between 7 to 12 °C. For an example, see the

coldest day of 2002 in Figure 12. To view year 2003 to 2008, see Appendix A.
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Figure 12: The figure shows the outdoor temperature variation, one day before and one day after the
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coldest day in the year 2002. The coldest day is between the two red lines and starts at hour 24 and ends at

hour 48.
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3.5 Evaluation of existing regulation functions, advantages and
disadvantages

This section describes different control functions that are implemented in products, which are
available on the market today. There exists relatively many functions, but the ones mentioned
in this section are the ones that are most interesting to evaluate for this thesis.

3.5.1 Indoor temperature control

This method calculates a new set value for the supply water temperature using a number of
temperature sensors that are placed within some rooms in the building with the purpose of
minimizing the buildings heat losses. This function has the benefit of measuring the exact
indoor temperature which probably provides a better comfort to the apartment’s environment
by keeping the temperature within a certain level.

One disadvantage is that the temperature sensors must be connected to the computer-under-
central either by wire or wireless communication. Both ways have their benefits and
drawbacks, e.g. the wireless sensor has problems with the communications between thick
concrete walls but does not need as much working effort as the wire sensor needs for the wall
drilling and the cable installations. But a wireless sensor needs energy, either from batteries,
solar cells or by a connection to the socket, where batteries and solar cells are most commonly
used today. This type of sensor therefore needs to be much more efficient than the wire
sensor, which is signified by a shorter range and lower sample of the send data to decrease the
energy consumption as much as possible. The wire sensor acquires its energy from the
installed cable and can therefore send data much more frequently than the wireless sensor, but
at a higher installation cost.

Energy model with indoor temperature sensors

This method is further developed by the company EnReduce, where their system measures
both the temperatures outdoor and indoor and then calculates a new fictive outdoor
temperature by considering an energy model of the building, see [19]. This fictive outdoor
temperature is then used to control the supply water temperature on the secondary side. This
is a better way of controlling the supply water temperature according to Enreduce, since
buildings are able to store a lot of energy in their framework. The heating energy is not just
coming from the radiators; it also comes from people, electronic devices and from the sun.
See Section 2.6, 2.7 and 0.

Indoor temperature sensors with interval limitations

There is a lot of internal heat and sun radiation that will affect the building’s need of energy.
If this heat should be used in an optimal way the indoor temperature should be allowed to
change in a given range, see [3]. That is because if the temperature should be kept on a
specific temperature then the heat and the cooling system has to work at the same time, which
will increase the energy consumption. But if the indoor temperature has an allowed range it
could vary inside, the produced heat from internal sources or by the sun radiation could be
used instead of using the heating system. This is important to take into consideration if the
residential has a cooling system. The heating and the cooling system could now also be
interacted with each other so that the systems are not operating at the same time. The
drawback of having varying indoor temperature is a fluctuating indoor climate.
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3.5.2 Energy leakage

This function is used for finding energy leakage in the heating system of the building. Once a
week the control valves for the radiator is programmed to close for a fixed amount of time,
with the purpose of measuring the energy consumption and set an alarm if the energy leakage
exceeds a predetermined value. This functionality is very useful for finding leakage in valves
that have got stuck due to wear and attrition in the mechanical structure. One of the most
important benefits with this functionality is that it could lead to less energy leakage, which
itself indirectly will contribute to a lower energy consumption and therefore a lower
environment impact. There is also a disadvantage to take into account. When the valves of the
radiator and the heat water are closed, the heat water supply will be terminated and the water
taps will only be provided with cold water. This is unfortunate from the comfort point of view
and needs to be considered, even though the function can be performed a few minutes during
the night, when the heat water usage rate normally is low, to obtain the benefits of decreasing
the impact on the environment.

3.5.3 Night effect decreasing of the radiator system

The purpose of this function is to decrease the total energy output during the night or just for a
couple of hours by simply setting the supply water curve at a lower level, which will cut back
the radiator valve to an even lower level than expected from the outdoor temperature. The
first noticeable change is the indoor temperature that will slowly decrease until it reaches a
steady state between the energy losses and the energy input for the building or until the night
decreasing function is completed.

The question is, if this function has a positive or negative impact on the total energy
consumption? It is obvious to distinguish, that a lower instantaneous power on the radiators
will give a lower total energy output, but at what costs? A rule of thumb is that a decreasing
of the total energy need with 6 percent will lower the indoor temperature with one degree. But
this problem is quite complicated since a lower temperature indoors will also increase the
flow into the radiators due to the thermostats, which controls the flow depending on the
indoor temperature. The night decreasing function could therefore in theory be compensated
by the self regulation in the thermostats, if their functionality worked as it should. This is
unfortunately not the case according to operating technician on Géteborg Energi, which
comment that approximately 80 to 90 percent of the total amount of the thermostats are
broken or jammed.

The second noticeable change is the difference between the total energy need during the night
decreasing function and one hour after completion, which often differs more than 100 percent.
This has the effect that the need for more power becomes much higher over these hours. This
phenomena is really bad for the production facilities, that needs to increase their production
capacity over a very short-time period. These quick changes in the power need are almost just
possible to match with an oil boiler facility since other facilities, like those driven by wood
chips and garbage, have much longer start-up time. The consequence of this sudden increase
of power will result in a larger impact on the environment, since the energy comes from a
fossil fuel facility instead of a more environment-friendly facility.

18



3.5.4 Forecast control by estimating an equivalent outdoor temperature

The idea with this function is to generate an equivalent outdoor temperature by calculating the
parameters; sun, wind, precipitation and temperature. Those parameters as well as the
equivalent temperature can be obtained from meteorology institutes like SMHI. The institute
gives the parameters by a five-day weather forecast. The company eGain uses forecast control
by calculating an own estimated equivalent outdoor temperature, see [20]. eGain, as well as
any forecast control function, changes the existing outdoor temperature with an estimated
temperature.

3.5.5 Forecast control by using a barometer

This function uses a barometer and the outdoor temperature to determine the energy impacts
from the weather and is therefore a lighter version of forecast control than forecast control by
using estimated equivalent outdoor temperature. It is generally cloud free during high
pressure weather, which gives warm sunny days, cold nights and a low wind impact. In the
converse case with low pressure weather, it most generally becomes cloudy, which gives a
low sun radiation impact during the day and higher temperatures during the nights, cf. [21].

3.5.6 Energy limitation by controlling the district heating water flow

Another way of limiting the energy is done by placing a power limiter on the primary side on
the district heating central. The power limiter will decrease the flow on the primary side if the
power output is too high. This will affect both the radiator system and the heat water system
because the total input of energy is limited. The power limiter will not decrease the power
peak that happens in the morning and the evening because the power limitation is constant
and independent of the outdoor temperature. But this is not the whole truth, since the energy
peaks will be leveled out when the outdoor temperature is high enough. The energy limiter
calculates the energy that is used by knowing the input- and the output temperature and the
flow at the primary side of the district heating central, cf. [22].

3.5.7 Energy limitation by installing an accumulator tank

A way for the production planners to deal with the power peaks that occurs during the day is
by constructing a huge accumulator tank that can contain approximately four times more
volume then the district heating pipe system does, cf. [23]. The main benefit with this tank is
to reduce the top of the energy load and by that unlock boiler power, see [24]. The tank also
makes it possible to even out the production during the day and by that; minimize the need for
fossil fuel. Given that you have access to other fuels than fossil fuel for the base load.

3.5.8 Individual measurements and increased awareness

Individual measurement means that every apartment is equipped with a readout system for the
total consumption of electricity, radiator heat and water or just some of these. This gives the
apartment owner a better overview on their energy consumption since it increases their
awareness level, which will also increase their desire of make positive changes that
contributes to a better environment. Many research results show that individual measurements
are a very effective way to reduce the total energy consumption by up to 20 to 30 percent, cf.
[25].
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3.6 Development and evaluation of own designed functions

In this section, two own developed functions are explained and analyzed. The two functions
are damped outdoor temperature and power limitation. A combination of these two functions
has also been analyzed. The idea with these two functions is that they should solve the
problems that have been revealed earlier in the thesis, saving energy and money for the
customer and to reduce the maximum power outlet from the production facilities.

3.6.1 Damped outdoor temperature

Outdoor temperature can vary a lot during the day and can decrease by 12 °C within a few
hours, but these temperature variations are often just lasting for 0.5 to 1.5 days, see Section
3.4. In a traditional District heating central the supply water temperature is depending on the
outside temperature, see Section 3.1. It is not necessary to compensate for the temperature
variation because of the building’s dynamical inertia, see Section 2.2. A lot of energy can be
saved if a delay to the outdoor temperature is used and also a lot of money can be saved in the
power part of the tariff due to the lower power outlet during the coldest days. The outside
temperature needs to be damped to solve this problem.

A damped outdoor temperature can be developed in the following way; by using the past
hour’s temperature values to form a mean outdoor temperature, for example over 24 h, where
the temperature value from the last hour will replace the oldest temperature value of the mean.
The damped outdoor temperature is calculated according to Equation 12.

TMean (T)= EZTI (Equation 12)
n=s
m=n+i-1 (Equation 13)
where (L PP T.)and i>1

Tyean(T) = Mean outdoor temperature [°C]

= The number of past hours that is forming the mean
i = Index of the oldest temperature value of the mean [h]
m = Index of the latest temperature value of the mean [h]

Toeex = Outdoor temperature during the hour given by the index [°C]
n

The size of the damping depends on how many past hours that is forming the mean, see
Figure 13. Using a damped outdoor temperature that depends on a 24-hour average seems to
be the best because of the variation length of the outdoor temperatures, see Figure 16. The
maximum temperature of the current and the damped outside temperature should be used as
the controlling outdoor temperature to avoid that the outdoor temperature is equally damped
as it rises and falls, see Figure 14. If this is not done the result will be that no energy savings
is obtained. A problem by using a damped outdoor temperature is that the energy supply of
the building will decrease and this leads to a lower indoor temperature, see Figure 15. How
much of the decrease in the energy supply from the radiator system, that will be compensated
out from the internal heat sources and the solar radiation is difficult to say. The indoor climate
could also be better by using a damped outdoor temperature since large temperature
fluctuations outdoors also gives temperature fluctuation indoors, see [9].
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Real energy values from existing residences have been used in this theoretical analysis of
damped outdoor temperature. By using the trend that describes the radiator part in the energy
signature and the damped outdoor temperature, the new energy consumption can be obtained
for the radiator part. The damped energy consumption will be obtained by adding the energy
of the heat water draught to the damped radiator consumption. The original and the damped
energy consumption have then been compared by using Goterborg Energi’s tariff, see Section
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Figure 13: The figure shows the outdoor temperature damped with 6, 12 and 24 hours.
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Figure 14: The figure shows the current outdoor temperature and the outdoor temperature with damped
24 hour and the highest of these that is used as the controlling temperature.
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Figure 16: The figure shows the energy signature for a 24 hour damped outdoor temperature with hour
resolution for the values. The blue points represent the original energy signature and the yellow points
represent the energy signature of the damped 24 hour method.
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3.6.2 Power limitation control

The power control function is used to minimize the power peaks during the day as the result
of heat water draught, see Section 3.1.3. Another reason is to minimize the power output
during the days with maximum load at the production facilities. These days usually occurs
when the outdoor temperature is very low. One advantage with this is that maximum load
facilities not have to be started, which decreases the environmental impact since they usually
uses fossil fuels. Another advantage with decreasing the power peaks is that it releases
capacity in the current district heating pipes. The customers could lower the district heating
bill by lowering the power peaks since the power parts of the Goteborg Energi’s tariff stands
for one third of the cost, see Section 3.2. A day with and without power control can be viewed
in Figure 17.
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Figure 17: The figure shows the power consumption with and without power control over 24 hours.

All buildings have a unique energy signature, see Section 2.3. In this energy signature, a
power limitation line is placed that varies depending on the outdoor temperature. The power
limitation should be placed approximately 15 percent above the line that describes the radiator
part of the energy signature, see Section 3.3.3. This is done to avoid that the power limitation
occurs during all hours even at small heat water draught. The power limitation line is
described by the Equation 14.

Q=b*T +d (Equation 14)

where Q = Energy [kWh]
T = Temperature [°C]
b = Direction coefficient =k , that is described in Section 2.5

d = Constant =m*
100

m = Constant that is described in Section 2.5, see also the red line in Section
3.3.3 for an illustration.

14 procent above the radiator partj
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The power part is in this case calculated by 15 percent of the radiator power at the outdoor
temperature 0 °C. The function works in the following way; the power to the radiator system
will be decreased if the total power output from the district heating central exceeds the power
limitation, see Figure 19. The controller of the radiator system lowers the power by changing
the supply water temperature. Power surplus can be reduced away momentarily. But this can
lead to noises in the pipes because there are big power surplus that fast have to be reduced,
see Section 2.4. Another problem is that the controller that controls the radiator system must
have enough time to set the right supply water temperature. A better way to reduce the surplus
of power is to measure the accumulated energy in a preselected time period and then remove
the surplus in the next time period. This method makes it easier to get rid of the noises that
could appear in the pipes, because the controller has now more time to set the right supply
water temperature. This method is mainly used to remove the power peaks and is therefore
called power limitation control instead of the more correct name energy limitation control.

An example is now presented to give a better understanding on how this function works.
During a time period the energy consumption is Q2 [kKWh], see Figure 18.
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Figure 18: The figure shows the power limitation line and the consumption of power during a time period
where the energy consumption is Q2.

In this case the energy consumption Q- is bigger than the allowed consumption Q;.

The allowed power input next time period has to be decreased to reduce the energy surplus of
this time period. It should be decreased as much as the surplus of this time period.

The allowed power input the next time period is calculated from Equation 14, see also Figure
18.

Q=2*Q,-Q, (Equation 15)
To be able to reduce energy input to Q3 [KWh] a new higher fictive outdoor temperatures has
to be transmitted to the controller for the radiator system. This is calculated by following the
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power limitation line, see Equation 14. By rewriting Equation 14 the temperature T, could be
calculated, see Equation 16, see also Figure 18.

T, = Q -d (Equation 16)
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Figure 19: The figure shows two energy signatures; one that is blue with no power control and one that is
pink with power control.

Power control can result in a colder indoor climate as energy decreases. But during these
periods of heat water draught, there is much internal heat coming from household electricity
and from people that are living in the building, see Section 2.6. This internal heat can
compensate for the reduced energy from the radiators. The household electricity usage is even
higher in January, February, November and December, see Section 3.4. The affect of this is
that the household electricity compensation becomes even better these cold months.

Placing a maximum power limit when the outdoor temperature gets really low, can further
improve the outcome of the power savings. A good place to put the maximum power limit is
at the outdoor temperature -5 °C, since the average year only has 11 days that are colder than
that, see Section 3.4. During these few days the indoor climate can become a little bit colder,
but the customers would be compensated by the lower fee on the power part of the tariff, see
Section 3.2. It is even better to place the maximum power limit at even warmer outdoor
temperatures, since the coldness of the outdoor temperature could vary a lot for one year to
another. Now the power limit control consist of two parts the power limitation line and the
maximum power limit line.

A corresponding example is now introduced to illustrate how this functions works. During a
time period the energy consumption is Q, [kWh], see Figure 20.
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Figure 20: The figure shows the power limitation line described by Equation 14, together with the
maximum power limit line described by Equation 17 and the consumption of power during a time period
where the energy consumption is Q2.

The maximum power limit line is described by Equation 17, see also Figure 20.
Q=e*T+f (Equation 17)

If the starting point T, of the maximum power limit line is placed below -5 °C then variable
“e” could be put to zero, see Equation 19. But if the maximum power limit line is placed at an
warmer outdoor temperature than -5 °C, then it should have a limitation angle to ensure that
the indoor temperature does not get too low. The limitation angle should be put in the interval

O<a, <a,.
a, =tan(b) (Equation 18)
e=tang, (Equation 19)

The constant f is calculated by setting Equations 14 equal to Equations 17 at the temperature
T, see Equation 20 and Equation 21.

b*T,+d =e*T, + f (Equation 20)

f=T, (b - e)+ d (Equation 21)
Also in this case the energy consumption Q; is bigger than the allowed consumption Q;.
The allowed power input next time period has to be decreased to reduce the energy surplus of
this time period. It should be decreased by as much as the surplus was this time period. The
allowed power input the next time period is calculated from Equation 22, see also Figure 20.
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Q,=2*Q,-Q, =2*(e*T,+ f)-Q, (Equation 22)

To be able to reduce the energy input to Q3 [KWh] a new higher fictive outdoor temperature
has to be transmitted to the controller for the radiator system. The fictive outdoor temperature
T, is calculated by Equation 16, see also Figure 20.

The analysis has been done in the following way; Real energy values from existing buildings
have been used in this theoretical analysis of the power limitation control. In the first step the
new energy consumption with power limitation control has been calculated by lowering the
power peaks down to the power limitation control line. In this case the maximum power limit
is placed at the outdoor temperature 0 °C with the limitation angle 45°, see Figure 21. The
original and the power limited controlled energy consumption has then been compared by
using Goteborg Energi’s tariff, see Section 3.2 .

Energy [kWh]

30

Outdoor temperature [°C]

\ - Original energy signature - A power limited energy signature\

Figure 21: The figure shows two energy signatures one that is blue with no power control and one that is
pink with power control. The power control has also a maximum power limit with an angle starting from
the outdoor temperature 0 °C.
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3.6.3 Combined power limitation and damped outdoor temperature

An interesting thing to evaluate is what happens if the two functions power limitation and
damped outdoor temperature are combined. By first calculate the new energy based on
damped outdoor temperature, see Section 3.6.1, and then calculate this energy based on the
power limitation, see Section 3.6.2. The new hourly based energy consumption with damped
outdoor temperature and power limitation could be viewed in the energy signature, see Figure
22. All the advantage from the power limitation and the damped outdoor temperature could in
this way be combined. The original and the new combined energy consumption have then
been compared by using Goteborg Energi’s tariff, see Section 3.2.
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Figure 22: The figure shows the energy signature for a building with the combined control function of
power limitation and 24 hour damped outdoor temperature.
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4 Case studies of different installations

The case studies described in this chapter were carried out on different apartment blocks in
the Gothenburg region. It had the main purpose to investigate if the two tested controlling
functions, Forecast control and Indoor temperature control, could accomplish a decreased
effect usage, compared to the ordinary outdoor temperature control method. These studies
were carried out by using known measurement parameters from the apartment blocks, such as
the outdoor temperature, the time of the measurement and the energy usage. The studies are
based on measurements that were done continuous at the test facilities, one year before and
one year after the installation of the test control functions. The values from the year before
and after the installation are normal year corrected in order to make a fair comparison
between the two years, as described in Section 2.1.

These installations were performed before this thesis had its start and the choice of the
different control functions was therefore limited. Two different products were evaluated in
this study to establish a good comparison between the different products as well as between
the methods they use to decrease the energy utilization. Goteborg Energi has been sampling
measurements from the test facilities in forms of, outdoor temperature, energy usage, date and
time of the measurement since 2006-01-01, which now are used in this study of evaluating the
eGain forecast control method and the EnReduce indoor temperature control.

Some necessary assumptions were made to make it possible to calculate the cost savings for
eGain and EnReduce control methods, since it is not possible to compare the energy
consumption month by month due to that the degree day corrected values can give misleading
values when only using one month as range. To circumvent the problem a study of the
buildings energy consumption was performed with the purpose to investigate how the energy
consumption was distributed over the different seasons. The study was conducted on six
different buildings which together created a distribution of the energy consumption by 50
percent for winter, 20 percent for the summer and 30 percent for spring and autumn.

The distribution of energy consumption over the seasons was then used to calculate the cost
savings of eGain and EnReduce control methods by Equation 23. The results of these
calculations are revealed in Section 5.2.

Costreduction = (Senergy ) DPwinter ’ EPwinter )+ (Senergy ’ DPsummer ’ EPsummer) .
(Equation 23)
+ (Senergy ’ DPSpring&Autom : EPspring&autom)

where S = Total amount of energy saved due to a specific installation
DP = Energy consumption distribution percentage for the season
EP = Energy price for the season
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4.1 Study of eGain forecast control method

The study on eGain was performed on two district heated test facilities, facility Al (Carl
Larssonsgatan 3) and facility A2 (Olivedalsgatan 25). Facility Al provides five apartment
blocks with district-heating. These apartment blocks are three-storey high and consist of
approximately 4000 mz? divided on 84 apartments with normal energy consumption of 831
MWh per year. This corresponds to a consumption of 208 kWh/m? per year.

Facility A2 differs a bit from facility Al since it provides three apartment blocks with district-
heating instead of five, and the buildings are seven-storey high instead of three. The total
living space for facility 2 are 3600 m2 divided on 40 apartments with normal energy
consumption of 352 MWh per year. This corresponds to a consumption of 98 kWh/m? per
year which is approximately 50 percent less than facility Al.

As mentioned in Section 3.5.4, the eGain method is to calculate the future energy need by
using a five-day weather forecast to create a fictitious outdoor temperature. This method was
used in both test facilities during a longer period to make it possible to evaluate the result of
the method. The results are presented in Section 5.1.1.

4.2 Study of EnReduce indoor temperature control method

The study on EnReduce was performed on four district heated test facilities, facility B1
(Astronomgatan 15), facility B2 (Eklandagatan 41), facility B3 (Gibraltargatan 82-94) and
facility B4 (Mejerigatan 18-22). Facility B1 provides three apartment blocks with district
heating. These apartment blocks are four-storey high and consist of approximately 4200 m?2
divided into 66 apartments with a normal energy consumption of 1060 MWh per year. This
corresponds to a consumption of 252 kWh/m? per year.

Facility B2 differs a bit from facility B1 since it provides one apartment block with district
heating instead of three and that the buildings are five storeys high instead of four. The total
living space for facility B2 are 2150 m2 divided on 48 apartments, but also 120 m2 of
commercial shops that are located at the lowest floor of the building. The normal energy
consumption for the building is 485 MWh per year. This corresponds to a consumption of 226
KWh/m? per year.

Facility B3 is a much larger building complex and provides three apartment blocks with
district heating. Two apartment blocks are nine storeys high and the last one is four-storeys
high. The total living space for facility B3 are 16500 m2 divided into 648 apartments. The
normal energy consumption for the buildings is 4359 MWh per year. This corresponds to a
consumption of 264 kWh/m? per year.

Facility B4 provides one apartment block with district heating and the building is nine storeys
high. The total living space for facility B4 are 6000 m? divided on 74 apartments. The normal
energy consumption for the building is 902 MWh per year. This corresponds to a
consumption of 150 kWh/m? per year.

As mentioned in Section 3.5.1, the EnReduce method is to control the buildings energy need
by using indoor and outdoor temperature measurements together with an energy model of the
building to estimate the most optimal indoor climate. This method was used in the four test
facilities during a long period to make it possible to evaluate the result of the method. The
results are presented in Section 5.1.2.
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4.3 Potential for improvement in the Gothenburg region

It is very interesting to find out the positive environmental effects caused by different control
functions. By using knowledge about how much of the total energy production the residences
consumes. This knowledge is achieved by comparing how large part of the total amount of the
heated square meters that belongs to the residences.

4.3.1 A study concerning the real estate’s distribution on residences,
industries and offices

All the buildings in Gothenburg are not heated with district heating. Therefore, the square
meters for the different buildings have been recalculated to only show the square meters that
have district heating, see Table 5, and see also [26]. Here is the assumption done that all of
the real estate’s consume the same amount energy per square meter. This gives in percent the
real estate’s use of district heating.

Table 5: The table shows the square meter distribution between the different types of real estates.

Type of real estate | Real estate, district heating® [m?] Heat distribution® [%6]
Residences 12 323 700 59,0
Villas 1 651 600 7,9
Offices 4 957 200 23,7
Industries 1 954 500 9,4

4.3.2 The potential of reducing the environmental impact

Goteborg Energi’s vision is to contribute to a sustainable society, through the gradual
replacement of fossil fuels to bio fuels, see [27]. Another important aspect to achieve this goal
is to optimize the usage of energy. Approximately 50 percent of Géteborg Energi’s district
heating is produced from waste heat. The remaining district heating comes from the burning
of wood chips, garbage, natural gas or oil, cf. [28].

Goteborg Energi produced 3500 GWh district heating water in the year 2008. The residential
consumed 59 % of that energy see Section 4.3.1. The average emissions of carbon dioxide
produced from Goteborg Energi 2008 were 15 g/kWh, cf. [29].

® Real estate’s with district heating divided into square meters in the Gothenburg region.
° The utilization percentage of the produced district heating that the different real estates use.
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5 Results

This chapter reveals the outcome from the studies of the eGain and EnReduce installation
explained in Section 4, and from the newly developed methods explained in Section 3.6. The
chapter also contains an economical and efficiency comparison between the different control
methods.

5.1 The results of the eGain and EnReduce studies
In this section the results of the installed control function study is evaluated and revealed.

5.1.1 Results of the eGain Forecast control study

The comparison of the energy consumption one year before the eGain installation and one
year after makes it clear that the eGain method decreases the energy consumption. In facility
Al, the energy consumption was decreased with 14.0% with a normal year correction. See
Table 6 for the measurement data, Figure 23 for the energy signature diagram and Figure 25
for a time chronological energy usage over facility Al.

Facility A2 also got reduced energy consumption by 13.7% with a normal year correction.
See Table 6 for the measurement data, Figure 24 for the energy signature diagram and Figure
26 for a time chronological energy usage over facility A2.

Table 6: The table represents data of the two test facilities, one year before and one year after the eGain
installation. To obtain a more equitable result the energy usage has been corrected by the method normal
year correction, see Section 2.1. The energy saving in percent is calculated according to Equation 24.

eGain test facilities | Before installation | After installation Qoo c [%0]
QCorrected,B [MWh] QCorrected,A [M\Nh]

Facility Al 856 736 14,0%

Facility A2 386 335 13,7%

(Equation 24)

Q%,c — (1_ Qcorrected,A J*lOO

corrected,B

where Qcorrected.z = Energy usage before installation during a year corrected by a
normal year [kKWh]

Qcorrected, o = The energy usage after installation during a year corrected by a
normal year [kKWh]

= The energy savings in percent

Qu,c

The limitations in this comparison are that there are just two building that has being compared
before and after an eGain installation. But all data points in the same direction; that energy
can be saved with the weather forecast method. It is comparatively easy to see the positive
effects of the eGain installation by viewing Figure 23 and Figure 24. The first thing to notice
is that the red dots, which represents the year after the installation, have a much lower energy
mean over all temperatures than the blue dots, which represents the year before the
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installation. But this is especially shown at higher temperatures above 7°C. One explanation
for this could be that at higher outdoor temperatures the solar radiation increases and
therefore, as a positive side-effect, heats up the buildings. This solar radiation is probably
taken into account when controlling the district heating central, and therefore there is a much
lower need for adding extra energy to the buildings radiator systems when using the weather
forecasts at temperatures above 7°C. Another benefit is that the circulating pumps are being
better controlled, which saves energy since they do not need to start as often at high
temperatures as before the installation.

There is also an aspect of energy storage to take into account. The eGain weather forecast can
predict an increased or decreased outdoor temperature which can be used for optimizing the
energy need for the building. For example, if it is cold outside and the forecast predicts an
increasing outdoor temperature; then the system can decrease the energy need for the building
by using the energy that is stored into the building instead of adding too much extra energy
from the radiator systems, as the usual outdoor temperature sensor system would do. But in
the opposite case, the control system could also prepare the buildings energy consumption if
the outdoor temperature would decrease. This could cause a problem, since it could increase
the power input on a cold day, when the building already has a big power input. This could
increase the cost for the power part on the tariff, see Section 3.2. The function of stocking
energy into the building is a good way for obtaining smooth indoor climate but at the same
time increase the energy consumption, since this function adds extra energy into the building.

To sum up there are, as what can be viewed in Figure 23 and Figure 24, positive things to
gain from the eGain installations. But there are always things to consider when evaluating a
new installation or improvement. For example, were there any other optimization
arrangements made during this installation that could have affected the result of the eGain
analysis? Such as thermostat adjustments, replacements of the valves by optimizing their
dimensions or perhaps by changing the radiator curve? In these test facilities there was no
evidence that any such improvement was conducted during the test period. Altogether it is
however reasonable to believe that the forecasting method is a better method for controlling
the district heating central than the ordinary method of using an outdoor temperature sensor.
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Energy signature diagram for facility A1, where the dots are representing the energy

consumption at a mean temperature value per day of the year. The blue spots represent the values one
year before the installation of the eGain method and the red dots represents the values one year after the
installation. Finally the light blue doted line represents the mean of the blue doted values at each
temperature, and the blue continuous line represents the mean of all of the values at each temperature.
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Energy signature diagram for facility A2, where the dots are representing the energy

consumption at a mean temperature value per day of the year, see Figure 23.
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Figure 25: A time chronological energy diagram for facility Al, where the energy consumption is shown
over a time period of two years, from 2006-03-15 to 2008-03-14. The installation of the eGain application
occurred 2007-03-15. The red line represents the actual energy consumption over the period and the blue
line represents a regression from the energy values of 2006-03-15 to 2007-03-14, estimated on the
temperatures on the whole period. The blue line is to be viewed as estimated values which characterize the
system if it would have been unchanged over the whole time period. It is easy to see the effects on this
installation by simply comparing the red and blue line before and after the installation.
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Figure 26: A time chronological energy diagram for facility A2, where the energy consumption is shown
over a time period of two years, from 2006-11-13 to 2008-11-12. The installation of the eGain application
occurred 2007-11-13. The red line represents the actual energy consumption over the period and the blue
line represents a regression from the energy values of 2006-11-13 to 2007-11-12, estimated on the
temperatures on the whole period, see Figure 25.
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5.1.2 Results of the EnReduce indoor temperature control study

By comparing the energy consumption one year before the EnReduce installation and one
year after, reveals that the EnReduce method decreases the energy consumption. In facility
B1, the energy consumption was decreased with 10.2% with a normal year correction. See
Table 7 for the measurements data, Figure 27 for the energy signature diagram and Figure 29
for a time chronological energy usage over facility B1.

Facility B2 also got reduced energy consumption by 13.4% with a normal year correction
standard. See Table 7 for measurements data, Figure 28 for the energy signature diagram and
Figure 30 for a time chronological energy usage over facility B2. Also the facility B3 and B4
shows the same tendency of reducing the energy consumption as B1 can B2. The energy
reduction with a normal year correction was 15.9% for facility B3 and 16.6% for facility B4.
See Table 7 for the measurements data.

Table 7: The table represents data of the four test facilities, one year before and after the EnReduce
installation. To obtain a more equitable result the energy usage has been normal year corrected by the
method degree days, see Section 2.1. The energy saving in percent is calculated according to Equation 24.

EnReduce test facilities | Before installation | After installation | Qo c [%0]
Qcorrected s [MWh] | Qcorrected.a [MWh]
Facility B1 1080 970 10,2
Facility B2 497 430 13,4
Facility B3 591 497 15,9
Facility B4 620 518 16,6

The limitations in this comparison are the few building that is being compared before and
after the EnReduce installation. But all the data points in the same direction; that energy can
be saved with the indoor temperature sensor method. The EnReduce control strategy with
indoor temperature sensors influences the system in a positive way by reducing the total
amount of energy that is needed to heat the building. This control method has its greatest
impact on the energy usage at temperatures above 7°C just as the eGain method has. This
energy reduction can easily be viewed in Figure 27 and Figure 28. The most probably cause
for this result is that the solar radiation often are higher at greater temperatures which
consequently heats up the building and the indoor temperature, which therefore decreases the
need for additional heating just as for eGain.

By viewing the Figure 27 and Figure 28, it is revealed that the result of the EnReduce control
method unfortunately differs a bit between the test facilities B1 and B2. The figures show a
tendency of a decreased total energy sage for all outdoor temperatures after the installations.
But at temperatures below 7°C the B1 facility also has energy consumptions that are slightly
higher than before the installation.

This could be a consequence from the reduced amount of energy that are injected into the
building, since a lower energy input also means a lower energy storage in the buildings. The
direct effect will therefore be higher energy consumptions during colder periods, since the
building cannot resist fast decreasing outdoor temperatures. Even though the energy usage
after the installation sometimes overcomes the energy usage before the installation, it still
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decreases when comparing the total amount of energy usage. This could probably also be
explained by the effect of the solar radiation and other internal heating sources that influences
the indoor temperature, see Section 2.6 and 2.7.

To summarize; the EnReduce indoor temperature control method seems to work quite well
according to the collected data. But the evaluation has the disadvantage of a low amount of
test facilities, which makes the results only base on the four objects, B1, B2, B3 and B4. Still,
the results show a clear tendency of decreasing the energy consumption by indirect take into
account the solar radiation, internal heating sources and the buildings heating capacity by
measuring the indoor temperature to establish the optimal energy consumption for the
building.
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Figure 27: Energy signature diagram for facility B1, where the dots are representing the energy
consumption at a mean temperature value per day of the year. The blue spots represent the values of one
year before the installation of the EnReduce method and the red dots represents the values of one year
after the installation. Finally the light blue doted line represents the mean of the blue doted values at each
temperature, and the blue continuous line represents the mean of all of the values at each temperature.
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Figure 28: Energy signature diagram for facility B2, where the dots are representing the energy
consumption at a mean temperature value per day of the year. The blue spots represent the values of one
year before the installation of the EnReduce method and the red dots represents the values of one year
after the installation. The yellow and light blue doted lines represent the mean of the blue doted values at
each temperature the year before the installation. There exist two lines since there were two different
energy signatures during this period, probably due to different control curves for the weekdays and for
the weekends. Finally the blue continuous line represents the mean of all of the values at each temperature
over the whole period.
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Figure 29: A time chronological energy diagram for facility B1, where the energy consumption is shown
over a time period of two years, from 2006-12-01 to 2008-11-30. The installation of the EnReduce
application occurred 2007-12-01. The red line represents the actual energy consumption over the period
and the blue line represents a regression from the energy values of 2006-12-01 to 2007-11-30, estimated on
the temperatures on the whole period. The blue line is to be viewed as estimated values which characterize
the system if it would have been unchanged over the whole time period. It is easy to see the effects on this
installation by simply comparing the red and blue line before and after the installation.
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Figure 30: A time chronological energy diagram for facility B2, where the energy consumption is shown
over a time period of two years, from 2006-11-01 to 2008-10-31. The installation of the EnReduce
application occurred 2007-11-01. The red line represents the actual energy consumption over the period
and the blue line represents a regression from the energy values of 2006-11-01 to 2007-10-31, estimated on
the temperatures on the whole period. The blue line is to be viewed as estimated values which characterize
the system if it would have been unchanged over the whole time period. It is easy to see the effects on this
installation by simply comparing the red and blue line before and after the installation.
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5.2 A comparison between the control methods

A comparison between the four controlling methods has been done to get a more clear
overview of how much energy and cost the different methods save per year. Lower energy
consumption also gives lower carbon dioxide emissions. All the controlling function provides
a carbon dioxide reduction of more than 1000 tonnes per year. To better understand the
magnitude of the environmental savings, an example is calculated on how many laps a car can
travel around the Earth to emit the same amount of carbon dioxide. Forecast control, indoor
temperature control and the combination power limitation and damped 24h outdoor
temperature gives about the same savings. Only by using a fairly simple function that damped
24h outdoor temperature gives the customer a 4.3 percent cost savings see Table 8.

Table 8: The table shows a comparison of the results for the different control functions for a whole year.

Power
limitations
Indoor Damped 24 h | and Damped
Savings over a Forecast temperature Power outdoor f outdoor f
year control® control® limitations' temperature temperature
Energy [% kWh] 13,9 14,1 6,5 6,9 12,3
Power peak
reduction [%] 0 0 8.5 2.8 113
Cost savings 13,9 14,0 7.1 5.3 11,3
Energy [%)] ° ’ ’ , , :
Cost savings
Power [%] " 0 0 8,0 2,6 10,7
Cost savings
(Energy + Power) 9,3 9,3 7,5 4,3 11,2
[%]'
The total savings
of CO2 [ton]’ 4275 4367 2168 1735 3810
Laps arouril(d the 89 o1 45 36 29
earth.

% The results are mean values from the two analyzed buildings that are run by eGain’s forecast control.

¢ The results are mean values from four analyzed buildings that are run by EnReduce’s forecast indoor
temperature control.

" The results are mean values from two buildings that are simulated by our own devolved function. It is a
theoretical result, but real energy values from the two buildings have been used.

g Percentage cost savings for the energy component of the tariff.

f‘ Percentage cost savings for the power component of the tariff.

' Total percentage cost savings for the power and the energy part of the tariff.

' Reduced emissions of carbon dioxide due to energy savings. For more information see Section 0.

¥ The number of laps around the earth a car can drive to produce the same amount of carbon dioxide. In the
calculations has an eco car been used that produces 120 g CO, /km and that the Earth's circumference is 40000
km.
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5.3 Economics

Production savings for the month January and February have been obtained, by giving load
curves before and after installation to Goteborg Energi’s financial production division.

Production savings for the winter months December, January, February and March have been
obtained by calculating the mean value of the saved production energy of the months January

and February, and then multiplying it with the number of winter months. Production savings
for the spring months; April, October and November have been obtained by taking the same
mean value as before and then multiplied it by 50 percent and the number of spring month,
see the energy tariff. Goteborg Energi’s lower incomes have been calculated by multiplying
the turnover net sales of district heating in 2008 that is 2349.4 million by the percentage of

cost reduction for the four different functions, cf. [30].

For the functions forecast control and indoor temperature control, there are no calculated

production savings. This is because there were no comparable load curves before and after the

installation. Of course there are some production savings for these functions. Since there is

lower energy consumption, which leads to a reduced amount of district heating that is needed

to be produced. It will be a significant part of Géteborg Energi’s incomes that will be lost, if
any of these energy efficiency functions are placed in the entire residence stock. But fewer
started maximum load facilities and less purchased fuel due to energy savings could to some

extent lower the income losses, see Figure 31.
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6 Discussion

The results in Table 8 show that, with respect to the environment, the indoor temperature
control, the forecast control and the combined method of power limitation and damped
outdoor temperature approximately give the same positive outcome.

But neither forecast control nor indoor temperature control reduces the power peaks, which
contributes to increased fossil fuel consumption, in contrast to the power limitation and the
damped outdoor temperature. High power peaks often lead to startups of maximum load
production facilities to meet the increased power demand, which uses fossil fuels. The amount
of CO, emissions per produced kWh for Goteborg Energi is 15g, but this is a mean value for
the entire production. This means that if the power peaks can be decreased, than a reduction
of the fossil fuels usage can contribute to an even lower amount of CO, emissions. The cost
savings are also largest for the combined method of damped 24h outdoor temperature and
power limitations. Therefore it can be assumed that the combined method of damped 24h
outdoor temperature and power limitation is the most optimal one, with respect to the
environment, since it decreases the power peaks by 11.3 percent and therefore decreases the
need for maximum load production facilities, see Table 8.

Another uncertainty factor is how the methods; forecast control, damped outdoor temperature
and power limitation affects the indoor climate. The indoor temperature should theoretical be
decreased if the supply water temperature is reduced. But at the same time the building will
get an increased energy boost from enhanced activities from people, heat water and household
machinery, see Section 2.6. This uncertainty factor can only be eliminated by performing
measurements and studies of buildings with the methods installed.
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7 Further work

Until now, the studies and evaluations on the damped outdoor temperature and the power
limitation method have been theoretical estimations and calculations based on real
measurements. Hence, a real test should be carried out to verify the theoretical assumptions,
conclusions and results of the damped outdoor temperature and power limitation method. A
possible test should be implemented in a variety of multi dwellings to ensure the results
accuracy.

To gain the most optimal solution a strategy should be developed of how a multi control
method should work, containing the methods; damped outdoor temperature, the power
limitation, forecast control and indoor temperature control. Further, it will then be necessary
to analyze how the prioritization between the methods should work. This multi control
method also needs to be thoroughly studied to ensure reliable and accurate results.
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8 Conclusions

There is a large energy reduction potential in the current traditional way to control the district
heating supply. Only in one year, several tonnes of produced carbon dioxide could be saved.
There are also big cost savings potential for the customers by changing their control methods.
These lower costs for customers are also income decreases for Goteborg Energi. But fewer
started maximum load facilities and less purchases of fuel because of energy savings could to
some extent decrease the offset between the cost and the income. Increased energy efficiency
supports Goteborg Energi’s vision to achieve a sustainable society.

By combining all the four control methods, forecast control, indoor temperature control,
power limitation control and damped outdoor temperature, a very good indoor climate and an
optimal power input can be obtained. This is because the forecast control makes sure that no
unnecessary energy is added when the sun shines outside. Indoor temperature control makes
sure that there will be no over temperatures inside, because of too high power inputs. Power
limitation control reduces the power peaks which gives lower heating costs for the customer,
increase the capacity of the district heating net and reduces the use of expensive maximum
load facilities. Damped outdoor temperature brakes the power output at short temperature
drops. All of these four controlling functions save energy which reduces the environmental
impact.

Using a combination of these four functions is rather complex but it is something building
owners should work for, to get an as optimal energy solution and usage as possible. If the
combined solution becomes too complex a good compromise is to use one or more of these
functions, since they are better to use than the traditional control equipment with an outdoor
temperature sensor.
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Appendix A Figures and diagrams

A.1 An analysis performed on the outdoor temperature and the coldest day
for each of the years 2002-2008.
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Figure 32: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2003. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.
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Figure 33: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2004. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.
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Figure 34: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2005. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.
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Figure 35: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2006. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.
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Figure 36: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2007. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.
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Figure 37: The figure shows the outdoor temperature variation, one day before and one day after the

coldest day in the year 2008. The coldest day is between the two red lines and starts at hour 24 and ends at
hour 48.



