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abstract

Specification of Resource Allocation Systems
a STEP towards a unified framework
Petter Falkman

Department of Signals and Systems
Chalmers University of Technology

In recent years growing demands on flexibility and ability to decrease time to market
has made it increasingly important for engineering companies to find ways of making infor-
mation exchange between product design and manufacturing systems design more efficient.
A much shortened iteration cycle could be obtained if information about product design so-
lutions could be made instantly available for engineers involved in manufacturing systems
design. Due to the high costs associated with modifying and changing system implementa-
tions, the ability to model and simulate systems before they are implemented is becoming
more and more essential. Consequently it is vital that the system specifications used are
as clear and concise as possible. The present thesis deals with the specification of discrete
event systems, especially resource allocation systems. A combination of process algebraand
Petri netsis presented. This combination resultsin a powerful language, called process alge-
bra Petri nets (PPN), for specifying resource allocation systems, delivering both concise and
easy-to-read specifications of large complex systems. The fact that both Petri net constructs
and algebra expressions can be used in order to decrease specification complexity also makes
it aflexiblelanguage. A method is also presented that formally convertsthe PPN modelsinto
finite state automata, which means that existing formal evaluation techniques for simulation,
verification, and controller synthesis can be easily applied.

The presented |language defines an al gebra where the process operators express the same
process relations that are possible in the international standard STEP-AP214. To the best of
our knowledge, the PPN language constitutes a first attempt at using a formal language in
order to create a tool that can automatically generate specifications according to the STEP
standard.

So far little has been investigated concerning the connection between information mod-
elling and discrete event systems. The present work, however, researches this connection.
The presented mapping defines the relationship between the information and the DES spec-
ification.

Finally, it can be said that the introduced method guarantees that the expected infor-
mation is delivered fast and without the errors potentially induced by manua handling,
something which is crucial when short lead times are required. Due to the fast informa-
tion exchange it also enables simulation, automatic controller synthesis and verification, to
be conducted early in the devel opment chain.

KEYWORDS: Flexible manufacturing systems, Resource allocation systems, supervisory
control theory, supervis synthesis, specification, Petri nets, Process algebra, finite state au-
tomata, STEP AP214.
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chapter i

Introduction

A discrete event system (DEYS) is a system that, at any time, occupies one out of a finite set
of states, and changes state at the occurrence of an event. Specifications of such systemsare
often expressed in text-based natural-language documents. A major drawback with thisis
ambiguity, it is possible to interpret the natural-language specification in many ways. This
may lead to misunderstandings that are costly and/or time-consuming if discovered at alate
stage of a project. Consequently, it is very important for a costumer and a supplier to agree
on a specification written in such away that misunderstandings are avoided. A way of trying
to avoid thiskind of problem isto use aformal specification language.

The reasons for using formal methods can be divided in two main areas (Crow, Vito,
Lutz, Roberts, Feather and Kelly 2005). One isthe use of formal methods for analytical pur-
poses, e.g. controlling if certain properties are fulfilled. The other isto use these methods for
descriptive purposes, such as the clarification of document requirements, high level design,
or facilitating communication of requirements.

Using a formal specification language comes with a diversity of advantages. One of
the most important is that a formal language will provide everyone involved in a project
with the the same view of, for example, what a product will look like and how it is going
to be manufactured. In other words it is unambiguous and does not |eave room for different
interpretationsin the way a natural -language document would. Another important advantage
is that after everyone has agreed on a specification it may be automatically converted to a
format that can be used for verification and synthesis. Especially important is of course that
the conversion to a more detailed description can be completely automatic, so that changes
or errors will not be introduced by mistake due to the human factor.

In order to really make the best use of a formal specification language and to motivate
engineering companies to use formal methods for specification, it is very important that it
has the capacity to produce specifications that are concise and easy-to-read.

When it comes to discrete event systems, a number of different formal specification
languages have been presented. Some of them are algebraically based, some are based on
graphical representations, and still others are expressed by temporal logic.

The term " process algebra’ was coined in 1982 by Bergstra & Klop (Bergstraand Klop
1982). A genera process algebraincludes processes, events, and operators, which are used to
build algebraic expressions describing the discrete behavior of a system, cf (David and Alla
1992, Murata 1989). The communicating sequential processes (CSP) language by Hoare
(Hoare 1985) and the calculus of communicating systems (CCS) language by Milner (Milner
1980) are the major languages based on process algebra. These languages have been further
developed in e.g. (Degano, DeNicola and Montanari 1987, Olderog 1991, Best, Devillers
and Koutny 1998, Brinksma 1995). An example of a language based on temporal logic is
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givenin (Rescher and Urquhart 1971).

The Petri net (Peterson 1981) introduced by Carl Adam Petri in the sixties, finite state
automata (Hopcroft and Ullman 1979), and StateChart introduced by Harel (Harel, Pnueli,
Schmidt and Sherman 1987) (an extension of finite state automata), have intuitive and precise
graphical representations. The main reason for thisis the finiteness of the structures; Petri
nets can with afinite number of elements even represent an infinite state-space. Thisistypi-
cally not the case with process algebra and temporal logic; only in very specia cases are the
graphical representations finite, and thus usefully represented graphically. Combinations of
the mentioned languages have al so been considered. Theseinclude for example process alge-
braand Petri Netsgivenine.g. (Best, Devillersand Koutny 2001, Mayr 1997, Best, Devillers
and Koutny 2002, Pena and Cortadella 1996, Bloom, Cheng and Dsouza 1997, Jmaiel 2000).
A common limitation of the mentioned languages and combinations of them is that their
strength liesin formal evaluation techniques rather than in visual strength. As an engineer-
ing tool it is however important that a formal specification language also results in a clear
and easy-to-read description of what is specified. This will increase the understanding of
created specifications and thereby also decrease the risk of making mistakes due to misinter-
pretations.

The present thesis is focussed on specification of resource alocation systems, such as
certain classes of flexible production systems. To the best of our knowledge, despite the
many formal specification languages already presented in previous research, there still isa
lack of efficient tools producing the kind of specificationswe desire for this kind of systems,
i.e. specifications which are concise as well as easy-to-read and interpret. The am of this
thesis is therefore to present such a specification language. This language combines the
graphical features of Petri nets with the compact expressions of process algebra. Compared
to earlier work the focus of this language, called process algebra Petri net (PPN), isto a
higher extent on high level constructs, readability, and visual strength. A further aim is to
use the created specifications for supervisor synthesis applying supervisory control theory
(SCT) (Ramadge and Wonham 1987).

More specifically, a process algebra is suggested where the process operators express
the same kind of process relations as in the international standard 1SO-10303-214 or STEP-
AP214 (ISO 10303-1: Industrial Automation Systems and Integration - Product Data Rep-
resentation and Exchange - Part 1: Overview and Fundamental Principles 1994). STEP-
AP214 standardizes the exchange of product, process and resource information. It enables
an efficient informati on exchange between product and manufacturing system design, which
iscrucial in order to decrease lead times. For thisreason it is also beneficial to be ableto use
the presented tool for creating specifications according to this standard. The operators to be
defined in order to automatically generate high level specifications according to the STEP-
214 standard (Falkman, Nielsen and Lennartson 2004) are sequence, aternative, arbitrary
order (in STEP exclusiveness), synchronization and parallel execution.

The suggested PPN language is a powerful formalism for specifying discrete event sys-
tems. It is an extension, generalization and formalization of results presented in (Falkman,
Lennartson and Tittus 2001, Falkman and Lennartson 2001). Use of PPN delivers com-
pact and concise models of large complex systems. It is flexible in the sense that both
Petri net constructs as well as algebra expressions can be used in order to generate easy-
to-read specifications and in that way reduce the complexity for the user. In (Falkman and
Lennartson 2005b) a method is presented that formally converts the PPN models into finite
state automata, which meansthat existing formal eval uation techniquesfor simulation, verifi-
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cation, and supervisor synthesisare easily applied. PPN introduces new operators, and while
these are defined it still uses the earlier mentioned languages (i.e. Petri nets and process
algebra) as a foundation.

The objectiveisthusto maintain the Petri net part asis, while creating a suitable process
algebra that can be used to realize a compact, yet graphical, specification formalism. The
process algebra suggested in thisthesis is adapted to the international standard for exchange
of product model data STEP. This standard defines a number of operators and the suggested
algebra defines the same operators in a way that the specifications match each other. Those
who use the STEP standard are thus able to recognize the specifications in the Petri net and
process algebra models. The main purposes of defining a new specification formalism are
thus the following; first it coincides with the specifications generated by STEP (in other
words the same operators are in place in both representations), second, a compact yet graph-
ical representation iswanted in order to achieve clear specifications. The reason for choosing
Petri nets and process algebraisthat these formal language families are both well known and
well accepted. The Petri nets are also well known in manufacturing programming commu-
nities, since Sequential Function Charts (SFCs) resemble Petri nets to a great extent. The
suggested process algebrais new and therefore an aim in this thesis has also been to keep the
algebrapart assimple as possible. A further aim is also to use the resulting specification asa
base for supervisor synthesis. The synthesis is performed according to the supervisory con-
trol theory (SCT) (Ramadge and Wonham 1987), which deals with the interaction between
the (controlled) plant and the (computer) supervisor. For this supervisor synthesis we use
aprogram called Supremica, where finite state automata (FSA) is the modelling formalism.
We therefore show how PPN models are formally converted into finite state automata.

1.1 Main contributions

The main contributions of thisthesis are the following:

¢ A high level specification language that combines the compactness of process algebra
with the graphical features of Petri net constructs, resulting in a language which can
deliver concise and easy-to-read specifications of complex systems. The suggested
specification language has, in the present work, been used for resource allocation sys-
tems but may be used for other applications as well.

o A formal method for converting the high level specificationsinto finite state automata.
Thisis significant firstly because using aforma method for conversion limits the risk
of introducing manual errors, and secondly because it means that existing formal eval-
uation techniques for ssimulation, verification, and supervisor synthesis are easily ap-
plied.

e A method for enabling mapping between the information models according to the
well accepted international standard 1SO10303-214 and discrete event system spec-
ifications. The presented mapping has also defined the relationship between the in-
formation and the DES specification. This method implies a reliable framework for
the exchange of control-related information involving resource, product and process
information.
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e Thehigh level specification language is evaluated for specification of nontrivial indus-
trial plants, including both manufacturing systems and chemical batch plants.



chapter ii

discrete event systems

A discrete event system (DES) can be defined as a system that, at any time occupies one out
of afinite set of states, and that changes state at the occurrence of an event. In aresearch
context it is assumed that events are instantaneous.

Discrete event systems are of great importance both from a practical and a theoretical
point of view, and pose a wide range of new intellectual challenges (Heymann and Meyer
1991). There are severa existing formal languages that can be used to model discrete event
systems. The most common are Petri nets (Reisig 1985, Murata 1989), finite state automata
(Hopcroft and Ullman 1979), and process algebra (Hoare 1985, Milner 1989). Petri nets and
finite state automata have a graphical representation that is easy to understand, while process
algebraisapurely symbolic formal language.

A graphically represented specification is often helpful when trying to create something
that can be easily interpreted by many different interested parties, e.g. different departments
within a company, or a supplier and a costumer, as they tend to give an intuitive representa-
tion of a discrete event system. When specifying larger systems, however, the specifications
tend to become unwieldy and the advantage of a purely graphical language decreases. The
fact that these languages, both graphical and algebraic, are formal makes it possible to per-
form analysis of systems. These languages have been around for along time, mainly within
computer science and are foremost used for verification of computer systems. The aim of
this chapter is to provide a brief introduction to the four most common forma modelling
languages mentioned above.

2.1 Finite state automata

Finite state automata (FSA) (Minsky 1989, Hopcroft and Ullman 1979, Hopcroft, M otwani
and Ullman 2001) is one of the most popular languages for describing the behavior of dis-
crete event systems. FSA is a mathematically well defined formalism for modelling discrete
event systems. They provide alanguage for both describing and manipul ating these systems
when synchronous descriptions are considered. Thefinite state automatalanguageisbuilt up
of states and transitions. The transitions connect the states, and an event is associated with
each transition. The occurrence of an event is thus associated with a state change. A finite
state automaton models systems with a finite number of states and events, and provides a
lucid representation of discrete event systems.
Formally, afinite state automaton (FSA) has the following structure

A=(Q,%,6 5, F,M) (2.1)

where
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Q isafinite set of states;

Y’ isthe alphabet, afinite set of event |abels;

0:Q x X — Qisthepartia transition function;

s € QQ istheinitia state;

e M C Q; elementsof M arecalled accept or marked states;

The set () is the complete set of states that an automaton can visit. The alphabet X2, on the
other hand, declares all events that an automaton can in any way participate in. Some of the
eventsin the alphabet may never be executed, something that isimportant when performing
supervisor synthesis, described in Chapter 3. Thetransition function ¢ declaresall transitions
from a state via an event to another state. The initial state is given by s. The marked states
of an automaton specify that some significant sub-tasks of an automaton have been fulfilled.

2.1.1 Composition

The ability to reason about systemswhere anumber of finite state automatainteract with each
other isimportant when working with discrete event systemsin general, and with supervisor
synthesis in particular, see Chapter 3, especially since finite state automata do not allow
explicitly modelling parallel behavior. To model the interaction between automata, the full
synchronous composition (FSC) concept from Hoare (1985) is used, see section 2.3.1. The
synchronous composition of two finite state automata P and R is a new automaton in which
a common event is defined from a certain state <p,r> if, and only if, both automata define
the event from their respective statesp € () and g € Qr.

Example 1 — Finite state automata The graphical parts of two automata are shown in
Fig. 2.1. States are often modelled with circles, and arrows are used to connect the different
states. Each arrow is labelled with the name of the event that connects the specific states. A
marked state has an extracircle. Theinitial state has a short arrow pointing at it.

A Az A1 Az
- Q© —= 0 — p0.q0
9 : [\

pl
ql p0.ql pl.q0
62\64
€2 el g(l) e4
p3
@ @

pl.ql p3.q0

62\64 / g(l)
GO on

Figure 2.1: Two finite state automata with three and four states respectively and with one
common event e2.
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The two automata, A; and A, in Fig. 2.1 have three and four states respectively. Automaton
A; has Q1 = {40, ¢1, ¢2} and automaton A, has Q> = {p0, p1, p2, p3}. The aphabet for
ApisY = {eg, 1,62} and for Ay itis > = {ey, e3,€4,e5}. Automaton A; has an initial
state s; = ¢0 and A, an initial state s, = p0. A transition between for instance ¢, and ¢,
is described as << qg,€e9 >,q1 >. Both automata have one state specified as marked, ie.
M, = {q2} and M, = {p2}, specifying successful completion. The third automaton A, || A,
describes the synchronous composition of the two automata A; and A,. This synchronous
composition specifiesthe parallel behavior of the two automata. They are here synchronized
with respect to common events using Hoare's full synchronous composition (Hoare 1985),
described in more detail in Section 2.3.1.
0

2.2 Petri nets

Petri nets (Peterson 1981), aformal language used for the modelling of many different kinds
of systems, wasintroduced already in 1962 by Carl Adam Petri. Sinceit wasfirst introduced,
Petri net theory has been extended in anumber of different ways and applied to awide variety
of problems. The popularity of Petri net theory islargely based on two factors. First, its easy
to understand graphical representation of nets, and second, its potential as a technique for
formally analyzing concurrent systems.

One of the aims of Petri net theory isto model concurrent systems and thereby allowing
us to reason about them formally. Petri nets can be used as a graphica as well as a math-
ematical tool. As a graphical tool, Petri nets may be used as a visual communication aid
similar to flow charts, block diagrams and graph charts. As a mathematical tool, it enables
the setup of state equations, algebraic equations and other mathematical models governing
the behavior of different systems.

A Petri net is a bipartite graph consisting of places and transitions. Arcs are used to
connect the places to the transitions and vise versa. Each place can be connected to more
than one transition and a single transition can also connect to more than one place. Tokens
are used in Petri nets in order to simulate the behavior of dynamic and concurrent systems.
A place may contain tokens that move from one place to another according to the firing of
the transition. Arcs connecting a place with a transition can also have weights on them,
which define how many tokens or markings that are required in order for the transition to
fire. Arcs connecting a transition with a place on the other hand have weights to define how
many markings that are to be positioned in the place when the transition has been fired. Just
as in finite state automata it is possible to specify marked states in a Petri net (Cassandras
and Lafortune 1999). Thisis achieved by the use of a marked state vector.

Different kindsof Petri netsexist, e.g. labelled, safe, colored, timed, interpreted, stochas-
tic, continuous. The class of Petri nets used in thisthesisare smply labelled Petri nets. Such
a broad term can have several meanings, and must therefore be defined more precisely. In
the present work, alabelled net will be atuple

PN = (P, T,A,%,mg, M) (2.2
where

e P isasetof places;
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T isthe set of transitions;

A C (PxT)U(T x P) istheset of arcsfrom placesto transitionsand from transitions
to placesin the graph;

myg isavector of initial markings, specifying theinitial number of tokensin each place;

Y isafinite set of transition labels that correspond to the events;

e M C N"jsthe set of marked state vectors,

The marked states, in this definition given by the set M is completely analogous with the
notion of marked states in the definition of finite state automatain Section 2.1.

Example 2 — Petri net Anexample of alabelled Petri netisgivenin Fig. 2.2. Thisexample
modelsthe same system asin Example 1 and involves six Petri net places and five transitions
with labels. Theinitial stateisgiven by theinitial markingm, =< 1,0,0,0,0,0 >. The Petri
netissafe, i.e. no place can, at any moment, have more than onetoken. Labels corresponding
to the event names are associated with each transition. The Petri net specifies an alternative
between event ¢, at transition ¢, and event e; at transition ¢3, that can occur in parallel with
ez a t4. A token in both place p3 and p4 enables transition ¢5 and event e,. A token in p4
enables transition ¢4 and event e,. The marked state in the example symbolizes a successful
completion and is defined by a marked state vector M =< 1,1,0,0,0,0 >. .

—= 110000

/ 2(1) \63

011000 100100

oy

001100 100001
e(
62\64 / el
001001
Figure 2.2: A Petri net with five Figure 2.3: The reachability graph
transitions and six places. for the Petri net in Fig. 2.2.
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2.2.1 Reachability graph

A Petri net place p; is said to be k-bounded for an initial marking m if thereis an integer k
so that, for any marking reachable from m, the number of tokensin p; is no greater than k.
A Petri net isbounded for an initial marking m if al the places are bounded for mq. This
thesis uses so-called safe Petri nets, which are bounded Petri nets where k is equal to one.

When a Petri net is bounded it can be converted into a finite state automaton by the
creation of the so-called reachability graph. More specificaly, the reachability graph is ac-
complished by writing down the markings resulting from the firing of the transitions starting
from the initial marking. The Petri net presented in Example 2.2 has the reachability graph
presented in Fig. 2.3. Theinitia marking in the Petri net in Fig. 2.2 corresponds to the ini-
tial state of the reachability graph in Fig. 2.3. The created reachability graph is the same as
the finite state automaton describing the synchronous behavior between A, and A, givenin
Fig. 2.1.

2.3 Processagebra

When Bergstra & Klop first coined the term process algebra in 1982 (Bergstra and Klop
1982) it referred to a structure in the sense of universal algebra that satisfied a particular set
of axioms. Since 1984, however, they also used the term to denote an area of science (in this
case the term was used as a noun without particle). This means that they sometimes used
the phrase to refer to their own algebraic approach to the study of concurrent processes, the
so-called algebra of communicating processes (ACP) (Bergstraand Klop 1984, Bergstra and
Klop 1985), and sometimes as areferral to such algebraic approachesin general. From this,
process algebra has now come to mean mathematical theoriesthat model concurrent systems
by their algebra and provide a platform for reasoning about the structure and behavior of a
model.

Today, process algebra is the term commonly used to denote an algebra with sequential
and parallel operators plusrecursion. Theword ”algebraic” impliesthe ability to build a new
process description from already existing ones. This means that based on two processes P
and @ it is possible to build a third, R, by combining them (building a so-called algebraic
structure). All specification languages referred to as process algebra have in common that
they define and use operators to describe relations between events and processes, and vice
versa. They are often used for the analysis of concurrent system behavior, and particularly
for the comparison of different behaviors. The two most well known process algebras are
Hoares communicating sequential processes (CSP) (Hoare 1985) and Millners calculus of
communicating systems (CCS) (Milner 1989). In this section a short description of both
these process algebrasis given.

2.3.1 Communicating sequential processes, CSP

A brief description of the communicating sequential processes language (Hoare 1985) is
provided here. The aim is to show the most common operators that are used to define the
basic CSP algebra and also to relate to finite state automata and Petri nets.

Every process in CSP has an aphabet 3. The alphabet is a set of all events that the
process (and any other related process) might use.
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Sequence: The sequence operator can be divided into two different types, the first is
sequence between an event on the left hand side of the operator and a process on the right
hand side. The process a— P first performs an event a and subsequently behaveslike process
P. The second type of sequence operator isthe one between processes denoted P; ; P, which
specifies that after successful termination of process P; it behaves as process P.

Alternative: There are three different operators for specifying an aternative in the CSP
language. The first is the deterministic choice symbol written as (a.P|b.Q0). This choice
operator is not fundamental, and non-essential operators like this are used in CSP to add
clarity. This operator allows the environment to choose between distinct events. The two
events a and b must be uniquely identifiable by the environment. Thereisno casudlity, i.e. it
is not possible to say whether the process or its environment ” caused” a certain event.

The CSP formalism include a special operator for non-deterministic choice. The non-
deterministic choice operator P1Q or a. P1b.() definesthat it is up to the system to choose
which process to execute.

The third is ageneral choice operator PCJQ. The environment can control which of P
and (@ that will be selected, provided that this control is exercised on the very first action. If
P can engage in a specific event then it will, irrespective of () and vice versa. If both P and
() are able to engage in a specific event, then were are faced with a non-deterministic choice.

Full synchronous composition: The second is the fully dependant composition called
full synchronous composition (FSC) denoted P; || . Thisoperator specifiesthat events com-
mon to both processes have to occur simultaneously. This means that which processes that
may interact are implicit in the process alphabets. An interaction is visible to the environ-
ment and this is necessary in order to support multidirectional interaction. A multi-party
synchronization allows a number of processesto interact with asingle, shared event.

Concealment: The concealment operator P\{es,...,e,} alows the user to explicitly
list those eventsthat may occur invisibly, without the participation of the environment. If Pis
ready to perform some event e, in the list of concealed eventsthen it may do so immediately,
without the need to interact with any other process.

Renaming: A renaming function f isintroduced in order to be able to reuse a specifica-
tion by only replacing one or more of the actions names. A process f(P) can replace one or
more events with new event names.

Definitions and recursion: The CSP language defines away of associating a name with
a specified behavior N = P. These definitions may be recursive.

STOP process: The stop process ST O P, has an aphabet A and can therefore block
other processes when composing the ST'O P, with other processes with the same events as
in A.

Successful termination: A successful termination operator S K 1P terminates immedi-
ately and denotes successful completion of some task.

Example 3— CSP The same exampleaready presented asfinite state automatain Example 1
and as a Petri net in Example 2 is here given in the CSP formalism. Note that it is not
possible to specify the marked states in CSP. The specification is divided in to three sub-
processes, P, P,, and Ps, together with a main process P. Process P; in (2.3) specifies the
aternative of performing either event ¢, or e;. Either of these two events are followed by



2.3. Process algebra 13

process P,, which performs event e, and then terminates. Process P; first performs event
e3 and then either event e, followed by STOP, or event e, followed by STOP, where
A = {eg, e1, €9, €3,e4}. Themain process P specifies that the processes P, and P, are to be
executed in parallel using the full synchronous composition operator ||, which specifies that
common events are to be synchronized in the same way asin the Petri net in Fig. 2.2.

P =ey—Pleg— Py

Py =ey—STOPy

Py = e3—(ea—=STOPs|les—STOPy,)
P =P P

(2.3)

2.3.2 Calculus of communicating systems CCS

In this section a short introduction to the calculus of communicating systems (CCS) (Milner
1989) is presented. The aim is to show the most common operators that are used to define
the basic CCS algebra and also to relate to finite state automata and Petri net.

Sequence operator: The most basic process construction in CCS is the action prefixing
(sequence). This sequence operator is, asin the CSP, between an event and aprocessasa. P.
After event a occursit will behave as an process P.

Choice operator: In order to be able to define processes whose behavior may follow
different patterns of interactions with their environment, CCS offers the choice operator,
denoted " +". The formation rule for choice states that if P and () are processes, then so is
P + Q. The CCS also provides an indexed choice operator X;c; P;.

Composition operator: In order to describe systems consisting of two or more processes
running in parallel, and possibly interacting with each other, CCS offers the parallel com-
position ”|”. Given two CCS expressions P and (), the process P|() describes a system in
which P and Q may proceed independently of each other, and may communicate via com-
plementary parts. In order to specify interleaving using this operator it is required that the
two processes have no ”"co-names’. An interaction between two processes is immediately
hidden from the environment. If two processes interact, this shared event can never be seen
by any other processes. CCS processes synchronize only on events with complementary
names, e.g. a and a. It istherefore not possible to express multi-party interaction.

Concealment: The concealment, or restriction, operator P\{ay,...,a,} in CCSissyn-
tactically identical with the concealment operator in CSP. However, they have very different
meanings. The restriction operator in CCS forces a process to interact with its environment.
If an event a; isinthelist then it can not visibly occur and only the interaction between two
processes can take place, ie. a; and a;.

Internal event: Internal events result from process interaction. A special notation 7 is
used to specify an internal event, which can be used to specify local behavior.
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Renaming: A renaming function f isintroduced in order to be able to reuse a specifica-
tion by only replacing one or more of the event names. Wherever aprocessisableto perform
an event a, process P|f] can perform event f(a).

Definition and recursion: The CCS formalism defines away of associating a name with
a specified behavior N “p. By introducing names for processes it provides a possibility to
define recursive process behavior.

Inaction: The most basic process is the process 0 (nil), which performs no event. This
process offers the prototypical example of a deadlock behavior (i.e. onethat can not proceed
any further in its computation). Milners nil process does not include an alphabet sinceit is
defined as0 = X,y P;.

Example 4 — CCS The same example already presented as finite state automata in Exam-
ple 1 and as a Petri net in Example 2 is here specified using the CSP language. Note that
it is not possible to specify the marked states in CCS. The example is divided in to three
sub-processes, P;, P,, and P, together with amain process P. Process P; in (2.4) specifies
the alternative of performing event e or e,. Either of these two events are followed by Pro-
cess P, which performs event e, and then finishes. Process P; first performs event e3; and
then either executes event e, or executes the complementary action e, before ending. The
main process P specifiesthat the processes P; and P, are to be executed in parallel using the
parallel operator. The restriction expression is used in order to force events e; and &; to be
synchronized in the same way asin the Petri net in Fig. 2.2.

P1 = 60.P2+€1.P2
P, = e.0

(2.4)
P3 = 63.(62.0 + 64.0)

P = P\{e:} | Ps\{ez}

24 Summary

All four formalisms described in this chapter, i.e, finite state automata, Petri nets, as well
as the process algebras (CSP and CCS), can be used for the modelling and specification of
discrete event systems. It is, however, important to keep in mind that al of them also have
limitations that make them less suitable for the creation of specifications for communication
purposes when dealing with larger, more complex, systems.

Focus in the present thesis is on supervisor synthesis of resource allocation systems,
which will be described in the next chapter. For thistype of system, which tends to become
large and complex it is very important that specifications are easy to interpret. The present
thesis therefore aims at presenting a language that can provide such specifications by com-
bining the compactness of process algebra with the graphical benefits of Petri nets. This
language, called PPN, will be presented in more detail in Chapter 4.



chapter iii

supervisory control theory and resource
allocation systems

Thischapter givesabrief introduction to both the supervisory control theory (SCT) (Ramadge
and Wonham 1989) and resource allocation systems. Supervisory control theory is used in
order to automatically generate a supervisor for DES, such as resource allocation systems.

3.1 Supervisory Control Theory

The Supervisory Control Theory developed by Ramadge and Wonham (1987) is a general
approach for the control of discrete event systems. Using this theory, automatic synthesis
of supervisors for discrete event systems can be achieved, given a model of a plant and a
specification. The theory divides the events that a plant can execute into two main groups,
i.e events that are controllable and those that are uncontrollable. A synthesized supervisor
isonly able to prevent the plant from executing controllable events. In order to use the su-
pervisory control theory in practice, on larger industry systems, the use of computer toolsis
required since the number of states in these systems tend to become very large. An exam-
ple of such atool is Supremica (,&kn, Fabian, Flordal and Vahidi 2003), which uses a
modular approach to supervisory control theory. The use of supervisory control theory also
places large demands on the language used to model a plant, as well as on the specifications,
i.ethey have to be mathematically well founded. The models of both plant and specification
will, in the present thesis, be given as finite state automata when applying the supervisory
control theory.

311 Plant

The plant that is to be controlled is modelled as a discrete event system describing all be-
havior that the system is capable of, the so-called uncontrolled behavior. This model should
describe everything that the plant can do. It is, however, important not to make the model
more detailed than is necessary. If the model becomes too detailed thiswill only result in a
large system with unnecessary states, making the calculations harder. At the sametimeitis
of course also important to have a detailed enough model of the plant. A plant model should
not include anything that can be interpreted as specification.

It is not self-evident how to model a plant, i.e. which level of detail that is required,
which languages should be used for the modelling and so on. Finite state automata are
typically used, but very little modelling techniques to arrive at a good model exist in the
literature. Ongoing research aimsat creating such methods and has al so presented alanguage



16 3. Supervisory Control Theory and Resource Allocation Systems

called sensor activation graphs (SAG) (Alenljung and Lennartson 2005), which focuses on
the modelling of the plant.

InFig. 3.1 amodel of aplant ispresented. It consistsof two finite state automata A ,; and
A,2, which describe the uncontrolled behavior of the plant. A complete model of the plant
is achieved by composing all automata modelsin the way described in 2.1, ie. A,;||A,2, see
Fig. 3.1.

Figure 3.1: Two plant models describing the uncontrolled behavior of the plant.

3.1.2 Specification

A specification describing what the system isintended to do, rather than what it is capable of
doing, is aso modelled as afinite state automaton. This specification can be partial or total.
The aphabet of a partial specification is a subset of the alphabet of the plant. A total spec-
ification has the same alphabet as the plant. A partial specification is often used to describe
a smaller part of the desired, or undesired, behavior of the plant. A total specification can
be achieved by composing the plant model and the specification using the full synchronous
composition. In the specification it is possible to specify a state as marked. A marked state
specifies that the particular state is significant in some sense, e.g. that some sub-task has
been fulfilled. The marked states are used in the supervisory control theory in order to find
blocking states, which are states that can never reach a marked state. A partial specification
Spisin Fig. 3.2 given for the plant in Fig. 3.1. This specification specifies that after event
€0 has occurred event e2 is desired, which is specified by e2 reaching the marked state s2.
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3.1.3 Supervisor synthesis

The supervisory control theory describes how asupervisor may be automatically synthesized
so that the closed loop system stays within the given specification while at the same time
making sure that it does not put too many limitations on the plant.

As afirst step towards obtaining a supervisor, the plant models are synchronized with
the partial specifications. Assume that m specifications Sp;, . .., Sp,, and n plant models
Ry, ..., R, aregiven. Then the model

Sp = Spil|...|[SPm (3.1)

is aspecification of the desired behavior of the plant

P="r...||P, (3.2)

The two models P and Sp together constitute what is called the global specification
So = P||Sp. Thisisafirst candidate for a possible supervisor S. This model may, however,
be blocking, (Ramadge and Wonham 1987). The global specification .S, therefore has to be
manipulated in some way in order to result in an appropriate supervisor. This is formally
expressed by the operator AV 3, which removes blocking states from S to make it trim. The
synthesized supervisor is now expressed as

S = supNB(Sy) = NB(Pi|| ... ||Pul|Spil| - - - [|SPm) (3.3

The partial specification in Fig. 3.2 is synchronized with the plant model of Fig 3.1 in
order to obtain atotal specification S, in Fig 3.3, which also constitutes afirst supervisor can-
didate. Blocking states are then detected when performing the supervisor synthesis, resulting
in the supervisor S in Fig. 3.4, for the plant which guarantees the specification Sp.

S = supNB(Sy) = supNB(Ap,||Ap,||Sp) (3.4

3.2 Resource allocation systems

The present paper is focused on specification of resource allocation systems, such as certain
classes of flexible production systems. In this section the different building blocks of this
type of resource allocation system are described. These building blocks are made up of a set
of resource models, a set of product specifications, and finally a supervisor that synchronizes
the individual product’s use of shared resources.

Routing and resource allocation systems may be described by a set of shared resources
and a set of products. The products use the set of resources in order to be manipulated
according to a certain product specification. This specification consists of a set of operations
that are to be executed in a certain order by specific resources. The first operation hasto be
performed by one resource and the second operation by another resource etc. Thisresultsin
a desired product route through the resource system, and hence the product specification is
also called arouting specification.
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Figure 3.2: A specifica- Figure 3.3: The synchronous be- Figure 3.4: The synthe-
tion describing the de- havior of the three models, ie. P;, sSized supervisor S.
sired behavior. P, and Sp.

3.2.1 Routing specification

Every product to be manipulated has its own route through a system. Thisroute is specified
by arouting specification S;, which may be described on two levels:

e ahigh level routing specification, describes which operations a product are to undergo,
in which order these operations are to be executed, and which resource(s) that may be
used for each individual operation.

e a booking and unbooking specification, describes on a more detailed level how the
shared resources are to be booked and unbooked, based on the HRS, in order to obtain
the desired route through the resource system.

Information necessary for specifying a high level routing specification for a product can
be divided into three different parts (Richardsson 2005). The first part is the so-called rela-
tion of operations (ROP), which describes on a high level operation sequences, predecessors
and required resources for each operation. This information is created when deciding the
necessary order of operations to meet the demands of the product design, e.g. a geometrical
welding must always precede a weld spot welding operation in order to guarantee a correct
design of the finished product. The second part is the execution of operations (EOP), which
describes on a detailed level the sequence of events for the specific operation. Thisis de-
scribed by specifying the resources that will change state on a certain event. This means that
an EOP is specified by a number of resources changing states. The third, and last, part isthe
interlocking (IL). This describes restrictions on specific eventsin the EOP. These can be, for
example, security restrictions, i.e. that no person is allowed inside a restricted area when a
robot isto move, or restrictions specified in order to avoid equipment collisions.
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Since both the EOP and the IL are described on a more detailed level than the ROP, a
so-called specification synthesis (Andersson, Richarsson, Lennartsson and Fabian 2005) is
performed. In this synthesis the EOP and the IL are compared and, the result is an alowed
sequence of operations taking into account the possible interlocks. The specification synthe-
siswill result in a safety specification, which together with the ROP represents the complete
high level routing specification for a product.

3.2.2 Resource

A model of the manufacturing system, considered as aresource allocation system, is created
by synchronizing all of the involved resource models. The different resources may be mod-
elled as two state models with two events, the booking and the unbooking event. In order to
achieve a deterministic resource allocation model, however, a specific place for each product
isincluded asin Example 5.

Example 5 — Resource and routing specifications Resources are either booked 4, or un-
booked v/, where the indexes ¢ and i refer to the concerned resource, and the routing spec-
ification using it. This can be expressed as a PN asin Fig. 3.5. The use of resource R, is
therefore controlled by the resource model, which models the mutual exclusion between the
routing specifications using it.

Ry

Figure 3.5: A resource model with explicit places for each routing specification.

3.2.3 Synthesis

In order to synchronize the different products use of the available shared resources, a su-
pervisor is required. This supervisor, which may be thought of as an intelligent booking
procedure, is automatically constructed and adapted to the current resource/routing informa-
tion. From a user point-of-view the basic idea is that the products are to route themselves
through the resource system. In thisrespect the purpose of the supervisor issimply to prevent
products from visiting undesired states; states |eading to forbidden states such as deadl ocks.

Example 6 — Booking and unbooking specification In this example a booking and un-
booking specification is described in order to show the main principle of a resource alloca
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tion system. In Fig. 3.6 there are two products to be manipulated based on the booking and
unbooking specifications, S; and .S,. S requires resource R; and then R,, and S, requires
the same resources but in the opposite order. The resources are modelled asin Fig. 3.5. The
second resource in each specification is booked before the first resource is unbooked. A total
specification S, and afirst candidate for a supervisor Sy = R || R»||S:|S: is given as a safe
Petri netin Fig. 3.7.
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Figure 3.6: Routing specifica- Figure 3.7: The synchronization of the resource
tions S; and S, given as book- models and the routing specifications, i.e. the
ing/unbooking models. global specification S, as a Petri net.

An automaton (the reachability graph) corresponding to the total specificationinFig. 3.7
is shown in Fig. 3.8, where the blocking state is indicated with a rectangle. This blocking
state represents that .S; has booked resource R; and wantsto book resource R,, while S; has
booked resource R, and wants to book resource ;.
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Figure 3.8: The reachability graph of the total specification in Fig. 3.7.

The operator N'B calculates a nonblocking supervisor. A non-blocking supervisor is
shown i Fig. 3.9 which guaranties the specificationsin Fig. 3.6.

O
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Figure 3.9: A non-blocking supervisor, which guaranties the specification in
Fig. 3.6.

3.3 Discussion

In the beginning of Section 3.2.1 it was described how a routing specification can be given on
two different levels, i.e. as ahigh level specification and as a booking and unbooking spec-
ification. So far, however, only the booking and unbooking specification has been used for
the description of the resource alocation system. Ordinary |abelled safe Petri nets have been
used for the creation of this specification. However, since the high level routing specification
involvesthe ROP, the EOP, and the IL specificationsit is necessary that the specification for-
malism used is able to specify sequences of operations on a high level aswell asto represent
detailed descriptions of operations and interlock descriptionsin a concise and easy-to-read
manne.

In the next chapter such alanguage will be presented. An example of ahighlevel routing
specification will also be presented, describing al the necessary specifications, ie. ROP, EOP,
and IL, needed to describe a complete routing specification.

An important point in this context is also that a synthesized supervisor is often in the
form of afinite state automata and therefore needs to be converted into a format usable by
the industrial control system. Thisis not always straight forward and a lot of research has
been carried out withinthisarea. The conversion from finite automatato Sequential Function
Charts (SFC), for example, has been treated in detail in (Hellgren 2000).






chapter iv

process algebra petri nets

All formalisms for specification of discrete event systems that have been described so far
i.e, finite state automata, Petri nets, and process algebras, may be used in order to specify
aresource alocation system. All of them, however, lack specific features that makes them
unsuitable for the purpose of creating specifications that fulfill the criteria of being concise
and easy to read even when larger systems are specified. Finite state automata, for example,
does not explicitly support parallelism and since parallel behavior isvery common, thisisan
essential drawback. Petri nets, on the other hand, explicitly supports parallelism, but when
the specification concerns larger systems PNstend to become large with alot of interconnec-
tions between transitions and places, which makesit difficult to handle and interpret. Process
algebra, finally, does support parallelism but, just like Petri net specifications, specifications
created using a pure algebraic language become very hard to read if the expressions become
too large. Oneway of avoiding this problem could be to create alot of smaller processes, but
thisinstead makes it difficult to grasp the complete specification.

As mentioned above, the visual representations typical of Petri nets, although easily in-
terpreted, are not really helpful when dealing with more complex nets. One way of dealing
with this problem is to create smaller parts of a specification in a modular fashion and then
use existing methods for composing these. This may, however, have a negative effect on
readability. In such cases, it could instead be particularly fruitful to study combinations of
several methods (Basten 1998), or formalisms with different characteristics that might com-
plement each other. Such studies may aso lead to improved and more complete methods and
formalisms, as well as a better conceptual understanding, for example, concerning different
strengths and weaknesses of the methods and formalisms used.

4.1 Combinationsof Petri nets and process algebra

One possible combination is using Petri nets together with process algebra. These two for-
malisms share important characteristics. First, they both have a precise mathematical defini-
tion, and second, they are both designed for reasoning about so-called concurrent systems.
Many different attempts to join Petri nets and process algebra have been made, for many
different reasons. Many of these attempts have concentrated on the translation from one
formalism to another in order for both formalismsto be used within the same framework.
The many attempts at combining Petri nets and process algebra include, for example
Olderog (1991), who use operational semantics on Petri netsin order to infer process algebra
operators. Another exampleis Rondogiannisand Cheng (1994) who represents process alge-
bra by safe Petri nets and uses Petri net theory to reason about these programs. Mayr (1997)
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presents a method that extends Petri nets with the possibility to call subroutines, thus mak-
ing it possible to model recursion and tree-like structures. A methodology for the automatic
synthesis of asynchronous circuits from descriptions based on process algebra is presented
by Pena and Cortadella (1996). This method combines process algebra and Petri netsin a
way that higher tasks are modelled by the use of process algebra, while the Petri nets plays
the part of an assembly language, describing the low level operations that are to be executed.
Jmaiel (2000) presents a method for specifying a protocol using different formalisms. This
protocol offers the possibility of integrating different process descriptions in the same alge-
braic specifications. Hermanns, Herzog, Mertsiotakis and Rettelbach (1997) has suggested
a method that constructs large generalized stochastic Petri nets by a hierarchical composi-
tion of smaller components. Thisis apromising way of coping with the complexity of the
design process for models of real hardware and software systems. The composition of nets
isinspired by process algebra operators. Basten (1998) combines process algebra and Petri
nets for specification and verification by using amethod whereit is not necessary to use both
languages in one and the same model, but rather givesthe possibility of using each language
separately for different purposes.

The most comprehensive attempt at combining process algebra and Petri nets, however,
is perhaps the Petri box calculus (PBC), also referred to as Box algebra. Petri box calculus
was developed by Best (Best et al. 2001, Best et al. 2002) in order to show how Petri nets can
be manipulated algebraically. This work also shows how Petri net methods can be applied
to the verification of concurrent algorithms. Petri box calculus aims at supporting Petri net
semantics. It creates an algebrain order to express Petri nets and uses a way of symboliz-
ing Petri net tokens. This can be thought of as an analytical way of combining Petri nets
and process algebra. In order to obtain a compositional translation of PBC expressions into
Petri nets they define for the latter operators corresponding to those introduced for the pro-
cess algebra. A uniform trandation from algebra expressions to Petri nets is achieved using
relabelling, which specifies interface changes applied to nets involved in the transitions.

The present thesis also introduces a combination of Petri nets and process algebra. The
single reason for doing so is to create a graphical specification formalism that is able to
achieve compact and easy-to-read specifications of complex systems. In other words, it is
designed with the visual quality of the resulting specification in mind, rather than the formal
evaluation. The specification created isinstead formally converted into finite state automata
in order to perform simulation, verification, and supervisor synthesis.

As mentioned previously, the focus of thiswork is on resource allocation systems, and
there istoday, still no existing tool that can be used to create specifications with the desired
qualitiesfor thistype of system. For thisreason, the present thesis defines a new specification
language to be used for such systems. The suggested language is based on process algebra
and Petri nets and has been called process algebra petri nets (PPN). The Petri nets are used
in order to produce aformal graphical language and process algebra for producing compact
descriptions.

Asdescribed in Chapter 3, aresource allocation systemsinvolves resource models, rout-
ing specifications, and a supervisor. As was described in the previous chapter, a routing
specification can be described on two levels, and the focus in this thesis has been to develop
a specification language which is well suited for high level routing specifications. The am
is to create high level routing specifications of resource allocations systems, which do not
specify explicit booking/unbooking events, cf. Example 6, but instead describe the product
route using operation sequences and required resources for each operation. In the following
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section a description of the PPN language is presented together with an example of a com-
plete high level routing specification with arelation of operation, an execution of operation,
and an interlocking specification. For detailed definitions of the suggested process algebra
the reader isreferred to Paper I.

4.2 PPN language

The PPN language combines Petri netsand process algebrain order to achieve aspecification
language that delivers concise and easy to read specifications of complex DES, especially
resource allocation systems. The algebra expressions are used for compactness and Petri
nets for making the PPN language graphical. The suggested language combines Petri nets
and process algebra by allowing a process expression at each Petri net transition. In Paper
[1'it is shown how the PPN can be used when specifying a a resource allocation system for
a manufacturing system. Paper Il also presents a method for converting PPN specifications
into afinite state automata representation. Itisin Paper 111 shown how the PPN language can
be used for the specification of a smaller batch plant.

4.2.1 Petri nets

In the PPN language ordinary labelled safe Petri nets (PNs) are used. This means that there
are no more than one token at each PN place at any time. The PN part of the PPN language
may be used to model simple sequences, but can at the same time al'so model more complex
constructions such as parallelism and recursion.

PNs used in the PPN language one initial and one connector place. This correspond to a
PN that start (and end) with asingle place marked, i.e. asingle place with atoken. Theinitia
and the connector places are used when converting the PPN modelsinto PN. This meansthat
the PN models only allow one place with a token in the initial marking vector. Thisis no
restriction since a PN with more than one token in the initial marking vector can always be
reconfigured such that only one place has aninitial token, see Fig 4.1.

PN1

stapN1

PN1
Ea Eb %c a b c

5 stopn1

@ (b)

Figure 4.1: Example of how a PN with several initial tokensin several placesin (a)
is reconfigured such that only one place has an initial token in (b).
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The connector place of a PN, in the PPN, describes that a single place then has a token, in
much the same manner asfor theinitial place. The reason for these restrictionsisto simplify
the tranglation from PPNs to ordinary labelled safe PNs. The extratransitions that are added
in order to realize this are uniquely labelled with a start event sta; and a stop event sto;.

4.2.2 Processagebra

A new process algebrais used in the PPN language and the reason for this is, firstly, that
there does not exist a process algebra that goes hand in hand with the international stan-
dard for information exchange STEP (TC184/SC4 1994), see Chapter 5. This means that
operators defined in the STEP standard do not appear in existing process algebras, e.g. the
exclusiveness composition. Furthermore, as this thesis aims at creating high level routing
specifications of resource allocation systems it is felt that a new synchronization operator
is of great importance to keep the specifications clear and concise. Note, however, that the
suggested process algebrais asimplified one, using existing process algebra as afoundation,
developed to meet our needsin fulfilling the aim of the present work.

The suggested process algebra defines seven operators, —, +, @, &, I, P', and P!,
which are described in detail in Paper 1. The first five operators all involve two processes,
while the last two operate on single processes. Below is given a short description of each
operator defined for the process algebra part of the PPN language.

Two simple processes P, = a and P, = b—c will be used to exemplify the different
operators. Corresponding PNs are shownin Fig. 4.2.

Py Py
P1o P20
a b
bn D21
c
P22
(@ (b)

Figure 4.2: Processes P, = a and P, = b — ¢ given as PNs.

Sequence The sequence operator describes that one process has to finish before another
process can start to execute. The expression P, — P, is a process that begins like P; and
when P; has successfully finished, continues as P,. Thisisillustrated in Fig. 4.3 where the
two processes from Fig. 4.2 are used to model the sequence P,— P,. The transitionsin a
PPN can involve more than one process asin Fig. 4.3a or only one process at each transition
asin Fig. 4.3b. The same sequenceisin Fig. 4.3c modelled as a PN with explicit events at
each transition.
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p1 p1 p1

Pi—P, Py a
p2
P, b
e

c

p2

(@ (b) (©)

Figure 4.3: The process P = P, — P, givenin (a) and (b) as PPN modelsand in
(c)asaPNwhere P, =aand P, = b — c.

Alternative The alternative operator + defines a choice between two processes. The alter-
native choice between the two processesin Fig. 4.2 ismodelled in Fig. 4.4 both as PPNs and

PN.
1 p1 o P1
P +P a Py a b
D2 P2 .

c

p2

@ (b) (©)

Figure 4.4: The process P = P, + P; givenin (a) and (b) as PPN modelsand in ()
asaPNwhere P, =aand P, = b — c.

Arbitrary order The arbitrary order operator & defines that a number of processes can
not execute at the same time. It does not, however, matter in which order they are executed.
The expression &{ Py, ..., P,} specifies that n processes are to be executed in any order
but never at the same time. This operator is not fundamental, but still necessary in order to
create a process algebra that goes hand in hand with the STEP standard described in Paper
IV and Paper V. The arbitrary order between the two processesin Fig. 4.2 isdemonstrated in
Fig. 4.5.

Synchronization A specia synchronization operator & is defined for the PPN language.
This operator synchronizes the first and last event of each process. Thisisvery useful when
specifying resource allocation systems since it enables the booking and unbooking of are-
source to be easily specified. The expression P; & P, describes that the first event of process
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pP1 P1 pP1

@{PMPZ} P P a b

p2

p2

(@ (b) (©

Figure 4.5: The process P = @p{ P, P} isin (&) and (b) given as PPN models and
in(c)asaPNwhere Py =aand P, =b — c.

Py issynchronized with the first event of process P,, and the same istrue for the last events
of each process. This means that if P, isan operation and P, is a resource, then the first
event of the operation, e.g. a start event, is synchronized with the booking of the resource
and the finishing of the operation is synchronized with the unbooking of the resource.

The explicit synchronization of the two processes described in Fig. 4.2 is demonstrated

in Fig. 4.6.

(@

Figure 4.6: The process P = P, &P, givenin (a) and (b) as PPN models using the
processes P, =aand P, = b — c.

Parallel The parallel operator I{ P, ..., P,} specifies that n processes can execute at the
same time. It is an extension of Hoare's full synchronous operator in that it can handle
synchronized events. Two processesare givenas P; = d—e& f—g and P, = h—e—m with
the common event e. These are to be executed in parallel (asshowninFig. 4.7).
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p3

U{Ps, Py}

P4

@ (b)

Figure 4.7: The process P = II{Ps, P;}, with B = {3,4}, givenin (a) asa PPN
model and in (b) asa PN (including synchronized events).

The synchronized event e& f in process Ps isrequired to occur at the same time as the event
ein Py.

Start and stop operator The start and stop operators, P' and P! define that the first and
last events respectively are to be executed. In Fig. 4.8 the sequence P1—>PQT is illustrated.
This expression has the consequence that P; executes before P, can start. In this case the
continuation of process P, is not specified, only the fact that it has to wait until P; has
finished beforeit is allowed to start.

P—P)] P a

P} b
P2 P2

(@ (b) (©)

Figure 4.8: The process P = P, — 2T givenin (a) and (b) as PPN modelsand in
(c)asaPNwhere P, =aand P, =b — c.

Restrictions One of the reasons that it is not very efficient to use a graphical language
when specifying larger, and more complex, systems is that the specifications can become
hard to interpret due to the many interconnections between different transitions and states.
The restriction expression P[P} A Py] specifies that both process P, and P, have to have
finished their respective execution, i.e. be in their respective final states, before process P
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is allowed to execute. This meansthat it is possible to specify that specific states have to be
fulfilled, which iswhat is needed in order to describe both EOP and IL specifications.

4.2.3 Comparison of PPN with CCS, CSP, and StateCharts

In the PPN language the sequence operator, —, is defined for specifying sequence between
processes rather than between an event and a process, or between events. This makes it
similar to the operator ; defined in CSP.

The aternative operator + in the PPN language is the same as Milner’s choice operator.
The synchronization operator & is different from both the FSC operator || and the | in CCS,
since & neither synchronizes common events (CSP) nor complementary events (CCS).

As mentioned earlier, the parallel operator I in the PPN language is defined in a way
that is very similar to the full synchronous composition operator || used in CSP. A difference
between them, however, is that the operator Il is also able to handel synchronous events, e.g.
a&b.

StateCharts (Harel et al. 1987) is an extension of finite state automata, which introduces
concepts such as event-condition, hiding and hierarchy for finite state automata. The restric-
tion expressions defined for the PPN language are very similar to the condition concept in
StateCharts. In Fig.4.9(a) a simple PPN specification is shown.

P

@

Figure 4.9: A specification with two transitions in (a) given as a PPN model us-
ing the restriction constructs and in (b) given as a StateChart using the condition
construct.

It involves three places and two transitions. Each transition specifies a restricted event.
Thefirst transition specifies that event a cannot occur until processes P, and Ps havefinished
their respective executions, i.e. are in their respective fina states. Event b in the second
transition can execute when process Fs isin its initial state. A corresponding stateChart
describing the same specification as the PPN model in Fig. 4.9(a) is given in Fig. 4.9(b).
It uses the condition representation in order to specify that event « may not occur until
processes P, and F;; areintheir respectivefinal states, f,, and f,.. A condition also specifies
that event b may occur aslong as Fs isinitsinitial state .
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4.3 Example: Specification of a high level routing specifica-
tion using PPN

The three parts of a high level routing specification, i.e. the relations of operations, the
execution of operations, and theinterlocking specifications for afictive example are specified
using the PPN formalism. These three parts are, as described earlier, necessary in order to
achieve a compl ete resource alocation system (Richardsson 2005), and it isin this example
shown that the PPN formalism isflexible enough to be able to specify these three modelsin a
way that resultsin easily interpreted specifications that also play a central role in supervisor
synthesis.

4.3.1 Relations of operations specification

This example starts by presenting a relation of operations S; in Fig. 4.10 specified using
the PPN formalism. The specification constitutes six operations and have a arbitrary order
execution that is followed by two parallel paths, which is specified using the parallel PN
construct.

S

C?GB{Ol&Rl, OQ&RQ}

U{O4&R4, O5&R5}

Og& Rg

Figure 4.10: A ROP given asaPPN.

Operation O, requires resource R, and operation O, requires resource R,. Thisis spec-
ified using the synchronization operator &, which synchronizes the first and last event of
operation O; with resource R;. Operations O; and O, can not execute at the same time, but
the specific order in which they execute does not matter. This is specified using the arbi-
trary order operator . After O; and O2 have finished their respective execution two parallel
paths are created using the PN construct. The first parallel path specifies that operation O3
can execute. Operation Os requires either of resources R3, or Rs;,, which is specified using
the alternative operator +. The second parallel path specifies a sequence between the parallel
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execution of operations O, and O5 and operation Og. The parallel execution of operations
0,4 and O3 is modelled using the parallel operator U.

This ssimple ROP specification shows how the PPN language can be used in order to
specify a high level routing specification in a compact, but yet readable, way. It also shows
the flexibility of using either the PN constructs or the process algebra in order to realize the
intended specification.

4.3.2 Execution of operations and interlocking specification

In the method presented in (Richardsson 2005) a resource constitutes a number of sub-
resources, also called components. These components are used in order to create a detailed
description of each operation, or rather the specified states of a component are used to de-
scribe an operation. Resource Rg in this example constitutes two components; Rg, and Ry,
and both these components are used in order to create the EOP specification. Component
Rg, can either bein state up or down and component Rg;, can also be in either of two states
on or off.

In Fig. 4.11(a) an EOP specification of operation Og is presented. This operation de-
scribes a sequence of three events goDowng,,, turnOng,,, and finish. Operation Og is
described by changes in the components states. The first event goDown g, isexecuted when
Re, 1sin state up and Rg, isin state off. This event is followed by event turnOn, which
has to wait until Rg, has changed state to down before executing. The last event finish is
executed when component Rg;, has changed state to on. Aninterlock for event goDowng,,
isdescribed in Fig. 4.11(b). Thisinterlock specifies that another component R, hasto bein
state home before goDowng,, can execute.

O¢ goDowng,,
goDowng,, [UPRs,, Of frg,] initlhomeg,,]
turnOnp,, [downg,,, of frg,] goDownp,,

éfmish[dowmgsa, ONRg,]

&

(@) (b)

Figure4.11: An EOPin (&) describing operation O, and in (b) and interlocking for
event turn offg, .

These more detailed specifications show the generality of the PPN language. It is not
only possible to model larger systemson ahigh level, but it is aso possible to create specifi-
cationson alower level using the restriction expressions from the suggested process algebra.
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4.3.3 Routing specification

Theinformation givenin both the EOP and the IL specificationsisthen used in aspecification
synthesis. This synthesis creates a so-called safety specification that describes, on the same
level asin the ROP specifications, i.e. sequence of operations, in which order it ispossibleto
execute the involved operations in order to guarantee the IL specification. Thisis described
in detail in (Andersson et al. 2005). The resulting safety specifications together with the
ROP specification specifies the possible order in which the operations for a product can be
executed and thus results in a complete high level routing specification.

4.4 Summary

This chapter has shown how the suggested PPN language can be used to create routing
specifications on a high, as well as amore detailed, level. A further aim of the present thesis
has also been to use the international standard, STEP, in order to be able to communicate
the created information between different computer systems and users. In order to make this
possible a mapping between the PPN language and the STEP, AP-214 is necessary. This
mapping process will be presented in the next chapter.
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process specifications in step-ap214

As described in (Adlemo, Andreasson, Fabian, Gullander, Hellgren, Lennartson, Liljenvall
and Pernebo 1997) there is a great need for efficient exchange of information from the re-
sources to the routing specifications in order to create truly flexible systems. The main idea
in (Adlemo et a. 1997) is that a routing specification holds information about operations to
be executed and technical demands on the same operations, while the resources present what
they can do. Thisis to be executed in real time so that a product can be in a certain state,
wanting to execute its next operation and asks which resource that is free and able. There
is always the risk of aresource braking down in the middle of an operation and should this
happen, the product is forced to move on to another resource instead.

The approach in the present work is somewhat different. Itismore staticin the sense that
when aroute, or alternative routes, have been created they are fixed throughout the system
until changes are made and a new route or routes are calculated. The advantages of this
approach is that it uses an international standard for information exchange and is therefore
easily applied to many different systems, industries, and companies.

The present thesis aims at making use of the international standard, 1SO10303-214, or
application protocol 214 (AP214) of the STEP-standard (STandard for Exchange of Product
model data) (TC184/SC4 2001), for the communication and storing of process specifications.
To begin with the STEP AP-214 was developed to represent product information. In recent
years, however, it has been extended to include both process- and resource information as
well as product information. The aim of this thesisis therefore to show how process spec-
ifications created with the PPN tool can be mapped to the extended STEP AP-214 format.
The presented mapping should define the relationship between the information and the DES
specification.

Much research has already been conducted, both on information modelling, e.g. (Schenk
and Wilson 1994), (Scheller 1990), and (Eversheim, Marczinski and Cremer 1991) as well
as on discrete event modelling, e.g. (Cassandras and Lafortune 1999), (Hoare 1985). How-
ever, little has been investigated concerning the connection between information and discrete
event models, i.e. how an information structure could be mapped to a discrete event struc-
ture of aprocess plan. In thisresearch the aim has been to create a method for the automatic
generation of DES specifications according to the STEP standard. There are several reasons
for doing this. Companies do not become dependent on one system, but are able to change
supplier at any time. The standard also enables companies to have control of all their infor-
mation and offers the possibility of withdrawing information from the specific systems that
are used to develop information into a unified framework based on the STEP standard. The
different specifications can then be created using the specific tools that are most suited for a
certain task.
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5.1 1S0 10303

The purpose of the STEP standard isto create a unified framework for sending and receiving
data to and from different systems, companies and so on. It is aso an attempt at making
it possible to reuse already created information, and in this sense not having to constantly
"reinvent the wheel”.

STEP is an international standard that " provides a representation of product informa-
tion along with the necessary mechanisms and definitions to enable product data to be ex-
changed” (TC184/SC4 1994). The term exchange should be interpreted as the exchange of
data between computer systems in environments associated with the complete life-cycle of
a product, including manufacturing. Application protocols define the scope, context, and
information requirements for a particular application, e.g. the automotive industry (AP214),
or the electrical design and installation (AP212). An application protocol is divided into two
different representations of the information requirements: the application reference model
(ARM) and the application interpreted model (AIM). The ARM is used to capture the in-
formation requirements using application-based terminology i.e. terminology that is under-
stood by the domain experts of that particular application. For instance, in AP214 terms like
wheel space and overall axle distance would be used, because they are widely used in the
automotive industry. The AIM provides a mechanism for inter-operability between differ-
ent application protocols to, e.g. describe mechatronic products by using both AP214 and
AP212. In-depth information on application protocols and STEP in general are availablein
(Warthen 1990, Kemmerer 1999, Owen 1993).

511 EXPRESS

The EXPRESS languageisaformally specified and structured language (Schenk and Wilson
1994) used to define the ARM modelsin STEP. The EXPRESS language is an earlier alter-
native to the Unified Modelling Language (UML). Usually, the ARM is also defined in EX-
PRESS and often presented in EXPRESS-G, a graphical subset of the EXPRESS Language.

The basic constructs of EXPRESS (and EXPRESS-G) are the entity and the attribute.
An entity is similar to a class in object-oriented programming, i.e. it is a representation of
something of interest in the real world. The attribute is a kind of property, and as such it
represents a particular aspect of an entity.

In EXPRESS-G an entity is graphically represented as a box with anameinit, cf. Fig-
ure 5.1. The name is the identifier of the item it represents in the real world. Attributes
are represented by a line ending with a small circle, showing the direction of the relation-
ship. They are labelled with the name of the attribute, as well as any cardinality constraints.
A dashed line represents an optional attribute whereas a thick line represents a supertype-
subtype relationship, i.e. the same as inheritance in object-oriented programming, using e.g.
Unified Modelling Language (UML) (Booch, Rumbaugh and Jacobson 1999), cf. Figure5.2.
A supertype, i.e. the parent of an inheritance relationship, can be abstract (ABS) meaning
that the entity can not be populated with data.

The model in Figure 5.1 is conceptual and will be used to present the AP214 standard.
Another type of model will also be used to exemplify the use of AP214, the so-called in-
stantiated model, which is a model populated with data from the real world. cf. example
in Figure 5.3. The triangle in the lower right corner of the entities in Figure 5.3 indicates
that it is an instantiated model. In some instances afilled triangle will occur, indicating that
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,,,,,,, description ] . description process plan_relationship|_relatingy process_plan
{ STRING| P oo id:
| ~—relation_type o-plan_id name deseription: STRING ﬂlgp]é;dgTermgG
f | ‘ redation_type: STRING | relatedp description: STRING
process_plan_| relating
relationship, process_plan,
(ppr) related (pp) ﬁx
l process_plan_version
- version_id: STRING
STRING __description |5r0cess_plan_ description: STRING
version_id sl ()
Figure 5.1: Example of entities Figure 5.2: The same model as in
represented in the EXPRESS lan- 5.1 given asan UML model.

guage.

all mandatory attributes are instantiated, for example the process_plan _relationship entity
in Figure 5.3. A transparent triangle on the other hand indicates that some, or al, of the
mandatory attributes have been left out.

'alternative'  o—relation_type w

relatin process_plan|  rg|ated
‘plan 'o—id—Process_plan, 9 _relationship, process_plan,_ ;4 'plan_2'
- (Pp) (opr) (Pp) -

Figure 5.3: Instantiated models of the model in Fig. 5.1. Two process plans relating to each
other by an alternative relationship which means that " plan_2” is an alternative process plan
to”plan_1".

5.2 Application protocol 214

AP214 is an application protocol developed to meet the information exchange needs of the
automotive industry. However, (Johansson 2001b) has shown that the generic structure of
AP214 can be used to represent not only cars, but any type of mechanical product, including
a manufacturing resource.

Figure 5.4 shows the different parts of the design and production project that STEP
AP214 includes. As can be seen in this figure, three different main areas are described:
product, process, and resource (manufacturing system). Control code and Behavior models
are not included in the standard and are therefore not marked in gray.

In order to create the behavior model and the control code, which are not described in
STEPR, using the information given by the STEP standard, a mapping i necessary. The map-
ping maps information from a discrete event model into the product, process and resource
part of the STEP standard in Figure 5.4.
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Figure 5.4: Graph describing three different partsin STEP AP214. These parts are product,
process and resource. All the information marked in gray isincluded in the standard. Not
included is thus control code and behavior models in the process part.

5.2.1 Process Model

The process model in AP214, cf. Figure 5.5, is the holder of all necessary process infor-
mation, such as the process plan identifier, relationships between processes, sequences etc.
The process model consists of a structure to hold meta-data about a process plan. This
structure is identified by the process_plan (pp) in Figure 5.5. A process_plan consists of
one or more processes represented by the process_operation_occurrence (poo). The pro-
cess_operation_occurrence represents the occurrence of a process in a process plan. More
specifically, it represents the occurrence of a definition of a process, the process_operation_
definition (pod). This mechanism enables the reuse of a definition in several different places
in the same process plan, aswell asin several different process plans.

process_plan, plan process_operation relating process_operation_
(pp) occurrence, (poo) oceurrence_
r ’ related relationship, (poor)
description operation_definition
name
i i id process_type
O oNNe) id ) 4
ion| version-—--
process_operation id
SURING  definition, (pod) | name. SURING

Figure 5.5: Populated process model representing the sequence between two pro-
Cesses.

The relationship between two process_operation_occurences is represented by the pro-
cess_operation_occurrence_relationship (poor) where the attribute relation type holds the
type of relationship. The attribute relating pointsin the direction of the process_operation _
occurrence prior to the process_operation_occurrence pointed out by the attribute related.
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5.2.2 Resource Model

The manufacturing resources can be represented in several different waysin AP214, depend-
ing on the level of detail and the design life cycle stage. Two different representations have
been identified as important, the single_instance and the physical _instance, cf. Figure 5.5.

process_operation_

. | resource_. ¢ N
; . ; PUTVE physical_ | .
resource_assigment, —resource_definition-0 | definition ; : :
3 - instance, (pi) | serial_number
(pora) | select, (rds) —— S
v STRING
operation —
‘ I
. id
process_operation single_ o S (ABS) )
_occurrence, (poo) instance, (si) item_instance, (ii)

Figure 5.6: Representation of resource datain AP214.

The single_instance and the physical _instance are both instances of an abstract repre-
sentation of a manufacturing resource (item), but there is one significant difference between
them. The single_instance represents one occurrence of a certain type of manufacturing re-
source, whereas the physical _instance represents a physical resource on the shop floor. Thus
the single_instance is better used for planning purposes before a physical resource exists,
while the physical_instance is better used when a physical resource already exists.

5.2.3 Operation and interlocking Model

The main attribute is condition_assignment, which connects the process_operation _ occur-
rence with resource information, i.e. physical_instance, via state_assignment. The condi-
tion_ assignment defines a state condition that hasto be fulfilled before a process _operation _
occurrence can be executed. A condition_assignment can refer to a number of state_ as-
signments, which describes that there could be more than one resource state that has to be
fulfilled. The condition_assignment has an attribute name, which can be either "interlock”
or "required resource state”. The "required resource state” describes that the condition is
for an EOP specification, while ”interlock” naturally specifies that it belongs to an interlock
specification.

The entity state_assignment refers to state, which holds the actual state information.
State_assignment also refers to physical _instance so that the state can be associated with a
specific resource.

In this context it isimportant to note that because application protocol AP214 isused for
representing processes, process relations, and resources, but is unable to represent resource
states it is necessary to also use AP239. In particular the entities State, State assignment,
and Condition_assignment (von Euler-Chelpin, Holmstrm and Richardsson 2004, Falkman
et a. 2004). In thisway it isthus necessary to combine two application protocolsin order to
represent EOP and IL specifications.
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Figure 5.7: Representation of conditions for process_operation_ocurrence described as a
STEP/Express model.

5.3 Example: PPN specification to STEP/Express model

In this exampl e the connection between the PPN language and the STEP-AP214 standard is
shown. Thisis done by creating STEP/Express models of the same example that was given
in Chapter 4 where a high level routing specification was created using the PPN language.

5.3.1 Relations of operations specification

The ROP specification in Fig. 4.10 in Chapter 4 is modelled as a STEP/Express model in
Fig. 5.9. Each poo refers to a pod, which describes the actual operation with the attribute
name. The required resources for each operation are described by the pora relating to poo.
A pora in itsturn relates to the specific pi, which describes which resource that is required.
Please note that two poos relate to the same pod and that a pora refers to each of the two
poos. The relation between the two poosis ”substitution” (alternative in PPN) described by
the poor. This means that it models an operation O3, in Fig. 5.9, that can be executed by
either using resource R3, Or resource Rsy,.

The arbitrary order execution of operations O; and O, is modelled by the attribute rela-
tion_type for poor_01 equal to ”exclusiveness’. Both operations O, and O, refer to operation
O3 with the relation_type for both poor_02 and poor 03 equal to ”sequence’. This specifies
that operation O; is executed when both operation O, and O, have finished their respective
executions. Both operations O, and O, also refer to operation O, and O3 with relation_type
equal to "sequence’. These relations are however left out for clarity. Operations O, and O
refer to each other with the relation_type for poor_06 ” simultaneity” specifying that these can
be executed in parallel. The poor_06 between O3 and Og has the relation_type ”simultane-
ity” specifying that these can be executed in parallel. There are also poor with relation _type
"simultaneity” between O5; and O, as well as O3 and Os, these are however also left out
here for clarity. In the PPN specification in Fig. 4.10 this parallel behavior is split into two
descriptions, both the PN and the process algebra is used. The fact that operation O¢ has
to wait until operations O,, and O5 have finished their respective executions is specified in
Fig. 5.8 using the relation _type equal to " sequence” between, O, and Og, aswell as between
Os and Og.
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Figure 5.8: The ROP specification in Fig. 4.10 given as an instantiated STEP/Express model.

5.3.2 [Execution of operations specification

The same EOP specification as described in Fig. 4.11(a) in Chapter 4isin Fig. 5.9 described
as a STEP/Express model. The two components are described by the physical_instances
with the attribute id equal to the components identity. Every pi refers to a pora, which in
turn refersto apoo, as described in Section 5.2.2. A condition_assignment refers to the state
state_assignments, which refers both to the specific resource as well as its state.

The three events in the EOP specification in Fig. 4.11(a) are described by three pod
entities. Each of these is referred to by a poo, which in turn is referred to by a condi-
tion_assigment with the attribute " required resource state”. The condition_assignment refers
to a state_assignment that both points out the required state as well as the actual compo-
nent. The sequence between the events is described using the poor entity with the attribute
" sequence’.

5.3.3 Interlocking specification

The interlocking specification in Fig. 4.11(b) in Chapter 4 is specified using a STEP/Express
model in Fig. 5.10. In this figure a single restriction for event goDown for component
R, 1s described using a condition_assignment entity. The attribute name is in the condi-
tion_assignment equal to "interlock” and refers to the poo. The required state specified by
the condition_assignment is described by the state viathe state _assignment.
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Figure 5.9: EOP specification of operation Og in Fig. 4.11(a) given as an instantiated
STEP/Express model.
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Figure 5.10: Interlocking specification for goDown in Fig. 4.11(b) described as a
STEP/Express model.

5.4 Discussion

The ability to use the PPN language as a tool for specifying process-related information in
a formal way is, as described earlier, of great importance. It is, however, aso important
that information is only created once and then distributed to other users, e.g. departments
withinacompany. Thisisimportant in order to decrease therisk of specifying the samething
more than once and also in avoiding the risk of having more than one correct version of a
specification. For this reason a connection between the PPN tool and the STEP standard has
been created. Asdiscussed earlier thisis beneficial for the efficient exchange of information
between different computer systems and users. This enables different users to only extract
the information needed for their specific purposes, i.e. a high level routing specification
involves different kinds of information and a specific user might, for example, be interested
in only knowing which resources that a certain product requires. This chapter has shown
how the same high level routing specification given as a PPN model in Chapter 4 can be
mapped to a STEP description.
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summary of included papers

In this section the papers included in the thesis will be given abrief presentation. There are
fiveincluded papers appearing in chronological order, reflecting the devel opment of research
activities. The papers have been reformatted for uniformity, but are otherwise unchanged.

6.1 Paper |

Falkman, P. and Lennartson, B. and Akesson, K. and Fabian, M. (2005), A High Leve
Specification Language based on Process Algebra and Petri Nets, Submitted to: IEEE
Transactions on Automation Science and Engineering.

A formal high level specification language combining process algebra and Petri netsis
presented. The language, called process algebra Petri net (PPN), is a combination of the
compact expressions of process algebra and the visual strength of Petri nets. Compared to
earlier work in the same field, the PPN language is more focused on high level constructs,
readability, and visual strength. The language is created to be used for the specification
of flexible production systems, especially resource allocation systems. The specifications
created by the PPN language are then used as a base for supervisor synthesis using super-
visory control theory (SCT). More specifically, a process algebra is suggested where the
process operators express the same process relations as are possible in the international stan-
dard 1SO-10303-214 or STEP-AP214. STEP-AP214 standardizes the exchange of product,
process and resource information, thereby enabling a more efficient information exchange
between product and manufacturing system design, also making it beneficial to be able to
use the presented tool for creating specifications according to this standard. The operators
defined in order to automatically generate specifications according to the STEP-214 standard
are sequence, alternative, arbitrary order (in STEP exclusiveness), synchronization and par-
allel execution. A relation between the suggested PPN language and ordinary labelled Petri
netsis also presented.

6.2 Paperll

Falkman, P. and Lennartson, B. and Akesson, K. (2005), Formal Specification of Flexible
Robot Cell using Process Algebra Petri Nets, Submitted to: IEEE Transaction on Con-
trol System Technology.

In this paper area industry case is used to show how the PPN language, presented in
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paper |, can be used for the specification of discrete event systems, more specifically flexible
manufacturing systems. The industry case used involves products manufactured in a robot
cell. The studied robot cell is located at Volvo Car Corporation, Torslanda, Sweden and is
used for producing the V70 and S80 cars. The cars are specified in such a way that parts
of the necessary control of the robot cell can be generated automatically, i.e. the resulting
specifications is used as a base for supervisor synthesis. The synthesis is performed using
aprogram called Supremica implementing the supervisory control theory (SCT) (Ramadge
and Wonham 1987), which deals with the interaction between the (controlled) plant and
the (computer) supervisor. Finite state automata (FSA) is the modelling language used in
Supremica and we show in this paper how PPN models are formally converted into finite
state automata.

6.3 Paper Il

Falkman, P. and Lennartson, B. and Tittus, M. (2005), Specification of a Batch Plant using
Process Algebra and Petri Nets, Submitted to: Control Engineering Practice.

In paper 111 the objectiveisto show how the PPN language, defined in paper |, can be utilized
in order to simplify the specification of desired routes of a chemical batch process. By doing
this, we point to the generality of the PPN language. It is also made evident how parts of a
specification may be more ideally expressed with either Petri nets or process algebra. Based
on the created specifications a supervisor may also be synthesized, which synchronizes the
utilization of available resources. The language is illustrated for different combinations of
multiple and alternative resource allocation systems, especially for a batch-process problem
that follows throughout the paper, where process operators such as synchronization and al-
ternative choice are shown to be very powerful. Two additional building blocks are aso
introduced in the PPN language. These may be used to model material transfer in both flexi-
ble manufacturing systems and batch processes. These building blocks are the split and join
operations. The join operation combines two or more material flows and the split operation
separates two or more material flows. Thejoin and split operations are exemplified using the
batch plant example that is devel oped throughout the paper.

6.4 Paper |V

Falkman, P. and Nielsen, J. and Lennartson, B. (2003), Automatic Generation of Object
Models for Process Planning and Control Purposes using an International standard for
Information Exchange, In: Journal of Systemics, Cybernetics and Informatics, Vol 1,
Number 5.

In paper 1V aforma mapping between static information models and dynamic mod-
elsis presented. The information structure is given according to the 1SO10303-214 or the
STEP-standard (STandard for Exchange of Product model data). The mapping is achieved
by anayzing the information structure, (I1SO 10303-214), and the dynamic structure, (the
MPPN-model) which was introduced in (Falkman and Lennartson 2001) and represents an
earlier version of the PPN language introduced in paper I, in order to gain knowledge of
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the semantics of their respective objects and structures. The gained knowledge is then syn-
thesized to result in the semi-formally defined mapping model. Finally, the result is vali-
dated using a case study at Scania Oskarshamn, Sweden. This is done by populating the
SO 10303-214 model with data from the Scania case, and then implementing the mapping
method in order to automatically create an MPPN-model based on the Scania data.

6.5 PaperV

Falkman, P. and Nielsen, J. and Lennartson, B. and Euler-Chelpin, A. (2005), Automated
Generation of STEP AP214 modelsfrom Discrete Event Systems for Process Planning
and Control, Submitted to: IEEE Transactions on Automation Science and Engineer-

ing.

The present research is amore thorough and compl ete description of the ideas presented
in paper 1V, and aims at making use of an international standard, 1SO10303-214, or applica-
tion protocol 214 (AP214) of the STEP-standard (STandard for Exchange of Product model
data) (TC184/SC4 2001), for the communication and storing of process specifications. The
suggested tool for producing process information uses the PPN language presented in Paper
|. Paper V shows how process specifications created with the PPN tool can be mapped to the
STEP AP-214 format. The presented mapping defines the relationship between the informa-
tion and the DES specification. The created DES specifications are used for simulation and
also for verification and automatic supervisor synthesis. The detailed control, also specified
using the PPN language, involves specific control of each resource. The result is validated
through a case study at Volvo Car Corporation, Torslanda, Sweden. Thisis done by creating
PPN-specifications based on the Volvo data and then implementing the mapping method in
order to automatically generate an 1SO 10303-214 model.






chapter vii

concluding remarks

The market needs of today are rapidly changing, making it increasingly important for engi-
neering companies to meet with growing demands on flexibility and ability to decrease their
time to market while still maintaining product quality - all at alow cost. One piece of the
puzzle in achieving this is to make the information exchange between product design and
manufacturing systems design more efficient. A much shortened iteration cycle could be
obtained if information about product design solutions could be made instantly available for
engineersinvolved in manufacturing systems design.

The present thesis deals with the specification of discrete event systems, especialy re-
source allocation systems. To the best of our knowledge, despite the many formal specifica-
tion languages already presented in previous research, efficient tools for producing specifi-
cations which are concise as well as easy to read and interpret are still lacking. A common
limitation of formal languages presented in previous research isthat their strength liesin for-
mal evaluation techniques rather than in visual strength. To be employed as an engineering
tool, however, it isimportant that a formal specification language aso resultsin a clear and
easy-to-read description of what is specified. Thiswill increase the understanding of created
specifications and thereby also decrease the risk of mistakes happening due to misinterpre-
tations. In this thesis an attempt has therefore been made to present such a tool, based on
aformal high level specification language. This language, called process algebra Petri nets
(PPN), combines process algebra with ordinary labelled safe Petri nets. The PPN language
isan extension, generalization and formalization of the earlier MPPN language (still used in
Paper V). The suggested process algebra defines two new operators, i.e. the synchroniza-
tion and the arbitrary order operators. These operators have proven to be very useful for the
purpose of creating the desired high level routing specifications.

The fact that both Petri net constructs and algebra expressions can be used in order
to decrease specification complexity also makes PPN a flexible language. The high level
routing specifications include relation of operations (ROP), execution of operation (EOP) as
well asinterlocking (IL) specifications which are described on different levelsof detail. That
the PPN language is able to provide descriptions on all these different levelsis yet another
piece of evidencefor it being aflexible language. Thisisalso shown by the fact that the PPN
language is able to accommodate restriction expressions. These expressions have proven to
be very valuable when it comes to decreasing the complexity of the high level specifications.
They have also been a necessity when modelling the EOP and IL specifications where these
are specified by changes of resource states.

A method is also presented that formally converts the PPN models into finite state au-
tomata, and thus existing formal evaluation techniques for simulation, verification, and su-
pervisor synthesis can be easily applied.
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The presented language defines a limited process algebra where the process operators
express the process relations avaible in the international standard STEP-AP214. To the best
of our knowledge, the PPN language constitutes afirst attempt at using aformal language in
order to create a tool that can automatically generate specifications according to the STEP
standard. The STEP AP-214 was originally developed to represent product information. In
recent years, however, it has also been extended to include both process- and resource infor-
mation aswell as product information. Even though there are alot of softwaretoolsavailable
for the generation of both product- and resource information, there is still no tool for pro-
ducing process information. In the present thesis, however, such atool is presented. The
presented tool makes use of the PPN language for the generation of process-specifications,
i.e. the specifications of discrete event systems, especially resource allocation systems. Even
though much research has aready been conducted, both on information modelling and dis-
crete event systems, little has been investigated concerning the connection between the two.
The present work, however, researches this connection. The presented mapping defines the
rel ationship between the information and the DES specification.

Finally, it can be said that the method introduced guarantees that the expected informa-
tionisdelivered fast and without the potential errorsinduced by manual handling, something
which is crucial when short lead times are required. Due to the fast information exchange
it also enables simulation, automatic supervisor synthesis and verification to be conducted
early in the development chain.

7.1 Further Research

Further work is of course needed, for example a complete implementation of atool for the
PPN language. Thistool should have the capacity to create high level specifications accord-
ing to the PPN language, translations of PPN models into finite state automata representa-
tions, as well as the ability to convert a PPN model into a STEP representation. So far only
preliminary implementations have been achieved.

Another area where further work is needed is the ability to trandate a finite state au-
tomata representation back into a PPN representation. Thisisimportant since after supervi-
sor synthesis, the resulting supervisor will be described as finite state automata, which can
be very difficult to overview. Thus, in order to obtain a clear picture of how the resulting
supervisor is constructed it should be converted into a PPN representation. Preliminary re-
sults have recently been obtained by Andersson et al. (2005). Another interesting approach
would beto investigate how supervisor synthesis could be performed on PPN model s without
trand ating these into finite state automata

Finally, it would be challenging to apply the suggested ideas to their full extent to areal
industry case, where the PPN language would be used for the specification. A first attempt
of doing thisis planned in acoming project.
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Submitted to: IEEE Transactions on Automation Science and Engineering:

A High Level Specification Language
based on Process Algebra and Petri Nets

P. Falkman and B. Lennartson and
K. Akesson and M. Fabian
Signals and Systems
Chalmers University of Technology

This paper presents a formal high level specification language combining process algebra
and Petri nets, to be used for the specification of resource allocation systems, such as certain
classes of flexible production systems. Thislanguage, process algebra Petri net (PPN), com-
bines the visual strength of Petri nets with the compactness of process algebra expressions.
The aim is to use the specifications expressed in the PPN language as a base for supervisor
synthesis using supervisory control theory. A process algebrais suggested where the process
operators express the same process relations as are possible in the international standard for
information exchange STEP-AP214. The suggested PPN language is a powerful tool for
specification of discrete event systemsin general, and resource allocation systemsin particu-
lar, delivering concise and easy-to-read specifications of large complex systems. It isflexible
in the sense that both Petri net constructs as well as algebra expressions can be used in order
to decrease the complexity for the user. A relation between the suggested PPN language and
ordinary labelled safe Petri netsis also presented.

1 Introduction

A discrete event system (DES) is a system that, at any time, occupies one out of afinite set
of states, and changes state at the occurrence of an event. Specifications of such systemsare
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often expressed in text-based natural-language documents. A major drawback with thisis
ambiguity, it is possible to interpret the natural-language specification in many ways. This
may |lead to misunderstandings that are costly and/or time-consuming if discovered at alate
stage of a project. Consequently, it is very important for a costumer and a supplier to agree
on a specification, written in such away that misunderstandingsare avoided. A way of trying
to avoid thiskind of problem isto use aformal specification language.

When it comes to discrete event systems, a number of different formal specification
languages have been presented. Some of them are algebraically based, some are based on
graphical representations, and still others are expressed by temporal logic.

The term "process algebra” was coined in 1982 by Bergstra & Klop (Bergstra and
Klop 1982). A genera process agebra includes processes, events, and operators, which are
used to build algebraic expressions describing the discrete behavior of a system. The com-
municating sequential processes (CSP) language by Hoare (Hoare 1985) and the calculus of
communicating systems (CCS) language by Milner (Milner 1980) are the major languages
based on process algebra. These languages have been further developed in e.g. (Hopcroft
and Ullman 1979, Degano et al. 1987, Olderog 1991, Best et a. 1998, Brinksma 1995). An
example of alanguage based on temporal logicisgivenin (Rescher and Urquhart 1971).

The Petri net (Peterson 1981) introduced by Carl Adam Petri, finite state automata,
see e.g. (Hopcroft and Ullman 1979, Kozen 1997), and StateChart, introduced by Harel
(Harel et al. 1987) (an extension of finite state automata), have intuitive and precise graphical
representations. The main reason for this is the finiteness of the structures; Petri nets can
with a finite number of elements even represent an infinite state-space. This is typically
not the case with process algebra and temporal logic; only in very specia cases are the
graphical representations finite, and thus usefully represented graphically. Combinations of
the mentioned languages have aso been considered. These include for example process
algebraand Petri Netsgivenin e.g. (Best et al. 2001, Mayr 1997, Best et a. 2002, Pena and
Cortadella 1996, Bloom et al. 1997, Jmaiel 2000). A common limitation of the mentioned
languages and combinationsof them isthat their strength liesin formal evaluation techniques
rather than in visual strength. As an engineering tool it is however important that a formal
specification language al so resultsin a clear and easy-to-read description of what is specified.
This will increase the understanding of created specifications and thereby also decrease the
risk of making mistakes due to misinterpretations.

The present paper is focussed on specification of resource alocation systems, such as
certain classes of flexible production systems. To the best of our knowledge, despite the
many formal specification languages already presented in previous research, there still is a
lack of efficient tools producing the kind of specifications we desire for thiskind of systems,
i.e. specificationsthat are concise as well as easy to read and interpret. The aim of this paper
is therefore to present such a specification language. This language combines the graphical
features of Petri nets with the compact expressions of process algebra. Compared to earlier
work, the focus of thislanguage, called process algebra Petri net (PPN), isto a higher extent
on high level constructs, readability, and visual strength. A further aim is to use the created
specifications for supervisor synthesis applying supervisory control theory (SCT) (Ramadge
and Wonham 1987).

More specifically, aprocess algebrais suggested where the process operators expressthe
same kind of process relations as in the international standard STEP-AP214 (ISO 10303-1:
Industrial Automation Systems and Integration - Product Data Representation and Exchange
- Part 1: Overview and Fundamental Principles 1994), also more formally known as | SO-
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10303-214. STEP-AP214 standardizes the exchange of product, process and resource in-
formation. It enables an efficient information exchange between product and manufacturing
system design, which is crucial in order to decrease |ead times (Richardsson 2005). For this
reason it is also beneficial to be able to use the presented tool for creating specifications ac-
cording to this standard. The operators to be defined in order to automatically generate high
level specifications according to the STEP-214 standard (Falkman et al. 2004) are sequence,
aternative, arbitrary order (in STEP exclusiveness), synchronization and parallel execution.

The suggested PPN language is an extension, generalization and formalization of results
presented in (Falkman et al. 2001, Falkman and Lennartson 2001). Using PPN may deliver
compact and concise models of large complex systems. It is flexible in the sense that both
Petri net constructs as well as algebra expressions can be used in order to generate easy-
to-read specifications and in that way reducing the complexity for the user. In (Falkman
and Lennartson 2005b) a method is presented that formally converts the PPN models into
finite state automata, which means that existing formal evaluation techniques for simulation,
verification, and supervisor synthesis are easily applied.

The paper is organized as follows: first a thorough introduction to the suggested PPN
language is given in Section 2 through 4. Recursive processes are described in Section 5,
and process requirements are introduced in Section 6. Finally aresource allocation example
isgivenin Section 8.

2 Process algebra Petri Net (PPN)

Process algebraisin (Dictionary of Algorithms and Data Structures, process algebra 2004)
defined as " an algebraic theory to formalize the notion of concurrent computation, best ex-
emplifiedin CSPand CCS’. The Petri net formalismis used to describe concurrent transition
systems, but contrary to process algebrait uses a graphical representation. Petri nets consist
of places, transitions, and arcs connecting the places to the transitions and vice versa, see
e.g. (Peterson 1981). The PPN language, suggested in this paper uses a combination pro-
cess algebra and Petri nets, allowing a process expression at each Petri net transition. The
following sections will define the process algebra and Petri nets of the PPN language.

2.1 Processalgebra

A processis defined as

a

Pr— P (1)
which means that a process P can execute an event a and then behave as a process P'.

A process P, followed by a process P, is expressed using the sequence operator — as
P,— P, defined in Section 3.1. Thismeansthat P, startsimmediately when P; has success-
fully finished its execution. In PPN an atomic process is a process that can only execute one
event and then successfully finish. Without confusion we alow the same name for both an
event and the corresponding atomic process. A similarity concerning atomic processes can
be found in (Aceta, Larsen and Ing6lfsdottir 2004). Using the sequence operator the basic
process definition (1) is therefore alternatively expressed as
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P=a—P )

using the assignment = defining the identifier on the left to be the process on the right where
the atomic process a isfollowed by the process P’. If P’ = bthen P = a—b. Throughout the
present paper, lower-case letters will denote events and atomic processes as will also words
written in lower-case letters, while general processes are denoted with upper-case words or
letters.

Processes and states

There is no conceptual difference between processes and their states (Aceta et al. 2004).
Take a process P, = a—b— P53, which can be described as P, = a—P, and P, = b—F;.
Then P, P, and P; can aso be considered as states of the process P;. In general the name
of a process coincide with the name of itsinitial state.

Furthermore, we will use a process F' to specify that a process has successfully finished
arriving at the final state F'. This process is necessarily introduced in some definitions, but
is otherwise not explicitly expressed. The process P; = a endsin the state F' after executing
the event a. This process obvioudly has two states, see Fig. 1, denoted P; (initial state) and
F (find state).

Py

F

Figure 1: Process P, = a givenasaPN.

Process alphabet

The alphabet for a process P, Xp,, is afinite set of events. This can be divided into two
digunct subsets, X p, = X%, ([ JXE . X, isaset of events executed by process P; and ¥ isa
set of eventsthat are never executed.

Process operators

In this paper two sets of operators will be defined, binary and unary process operators. The
binary process operators involve two (or more) processes. These operators are sequence,
aternative, arbitrary order, synchronization and parallel, denoted as follows

H? +7 @7 &7 |'| (3)

We will use x to denote a generic binary operator.
The unary process operators are operators that only involve one process and these are
the start and stop operator, denoted as

P', P!, (4)



2. Process algebra Petri Net (PPN) 55

respectively.
Note that all operators are defined for processes, which include atomic process expres-
sonssuch asa+b, a&b, and a— P.

Operational semantics

In order to formally define the behavior of each algebraic operator so-called Structured Op-
erational Semantics (SOS) (Plotkin 1991) will be used. SOS is a method for the precise
description of the meaning of operatorsin labelled transition systems.

The definition of an operational semanticsfor alanguage will usually take the form of a
set of inference rules, which can be seen asimplications, defining the valid transitions of the
system. Theintentionistoinfer P, Py —— P!« P, from P, —— P!, given two processes
P, and P,. Process P, performs event ¢ and then behaves as process P;. In SOS thisis
expressed in the following way

P 5 P

Py % Py 5+ Pl % P

with P, ——~ P} asthe hypothesisand P, * P, —— P! x P, asthe conclusion. The transition
rule may aso have a side-condition which is placed to the right of the actual transition rule.

2.2 Petri Nets

The PPN language uses ordinary labelled safe Petri nets (PNs). This means that there is at
most one token in each PN place at any time. The PN part of the PPN language may be used
to model simple sequences, but can very well be used to model more complex constructs
such as parallelism and loops.

PNs used in the PPN language have one initial place and one connector place. This
correspond to a PN that start (and end) with a single place marked, i.e. a single place with
a token. This means that the PN models only allow one place with a token in the initial
marking vector. This is no restriction since a PN with more than one token in the initia
marking vector can always be reconfigured such that only one place has an initial token, see
Fig 2. Both the initial and the connector place can have loops, see Section 5. The initial
and the connector places are used when converting the PPN models into PN. The connector
place of aPN, in the PPN, describes that a single place then has a token, in much the same
manner as for theinitial place. The reason for these restrictionsisto simplify the trandlation
from PPNs to PNs. The extra transitions that are added in order to realize this are uniquely
labelled with a start event sta,; and a stop event sto;.

Alphabet and language

The aphabet for a PN;, Ypy,, is afinite set of events and X3 is the set of al finite
strings of symbols from X py, including the empty string e. Since only safe PNs are used
in the PPN language these can aways be represented by a finite reachability graph with
finite set of events o; € X,c.cnpy @d with afinite set of states Q,.cq.npn. Thisreachability
graph can always be described by a finite state automaton. The language for a reachability
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PN1

P99 1,
¥

Figure 2: Example of how a PN with severa initial tokensin several placesis reconfigured
such that only one place has an initial token.

graph L(reach P N;) istherefore the same as for the language of a corresponding finite state
automata (Hopcroft et a. 2001), i.e. aregular language.
The modified language L' (reach P N;) of areachability graph is defined as

L'(reachPN;) = projs/(L(reachPN;)) (5)

using a function proj, defined as

proje(s0) — { proj(s) if o€ ©)

proj(s)o else

projsy(€) = € ()

and describes that if the next event after astring s isin Y’ then this event is removed.

23 PPN

The PPN language allows a process expression at each PN transition, see e.qg. Fig. 4b. There
are no definite rules on how to combine PN and process algebrain the PPN language, which
means that the PN part can be used to model not only simple sequences but also more com-
plex parts of a specification, see Fig. 12b. The aim is to create specifications of DES using
the PPN language. Since a specification specify the allowed language L(reachPN) it is
no limitation to assume that only deterministic specifications are considered for the PPN
language. Thus, alanguage based notation of equivalenceis sufficient for our purposes.

Equivalence

Two PNs, ¥pn, = Xpn,, are assumed to be equal if they have the same alphabets and their
respective reachability graphs have the same language, L'(reachPN;) = L'(reachPNs).
That is,

YpN, = XpN;

L'(reachPN;) = L'(reachPN;)

PMWPM#{ (8
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Two PPN models, PPN, = PP N,, are assumed to be equal if their corresponding PNs
areequal PN, = PN,. That is,

PPN; = PPN, = PN, = PN, 9)

The trandation from PPN to PNs is defined later on. As previously mentioned two sets of
operators, binary and unary, will be introduced in the present paper, and in the following
sections these operators are defined and exemplified. Two simple processes P, = a and
P, = b—c will be used throughout the paper to exemplify different operators. Corresponding
PNsareshowninFig. 3.

Py P,
P1o P20
a b
Pu P21
c
D22 é}
@ (b)

Figure 3: Processes P, = a and P, = b — c given as PNs.

3 Binary process operators

The binary process operators to be defined in this section are sequence —, alternative +,
arbitrary order @, synchronization & and parallel II. The alphabet for a new process P; x P,
iSEPl*pQ = Epl U ZPQ.

3.1 Processesin sequence
Aswas noted in Section 2.1 the notation

Plﬁpg (Pl then PQ) (10)

expresses a process which behaves first like a process P, and then as a process P,. Process
P, will begin its execution as soon as process P; has finished its execution, in other words
when it has reached its connector state.

A PN representation of the process P,— P, is obtained by first creating a PN represen-
tation of each process involved, and then merge the connector place in P, and the initial
placein P, into one single place. The initial place for the new process P, — P, is given by
theinitial place of P; and the connector state is given by the connector place of P,. Thisis
similar to concatenation in (Peterson 1981).

This is illustrated in Fig. 4 where the two processes are used to model the sequence
P,— P, of Fig. 3. The transitionsin a PPN can involve more than one process asin Fig. 4a
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or only one process at each transition asin Fig. 4b. The same sequenceisin Fig. 4c modelled
as a PN with explicit events at each transition. Note that the PN place p; in Fig. 4a-4c isthe
same, which also isthe case for place ps.

p1 p1 p1

Pi—P, Py a
p2
P, b
e

c

p2

(@ (b) (©)

Figure 4: The process P = P, — P givenin (a) and (b) as PPN modelsand in (c) asaPN
WhereplzaandPQZbHc.

The laws governing the sequence operator are as follows

L1 F—P«P
L2: P—-F=P
Associative: P1—>(P2—>P3) ) (Plﬁpg)ﬁpg

3.2 Choice between alternative processes

The expression

P1+P2 (Pl or PQ) (11)

denotes a process, which behaves either like a process P; or as a process P, but not both.
The transition rules for the alternative (choice) operator are

P 4 P 2
P+p A P

P, 2. P 3
P+P, 2 Py

Thefirst of these two rules defines that if process P, can perform event a; and subsequently
behavelike P;, then process P, + P, is capable of the same transition. The second alternative
rule (13) is symmetric to the first one (12). In the continuation of this paper, when rules are
symmetric, only the first of the rules will be described due to limited space.
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The expression P, + P, can berepresented as a PN by first creating a PN representation
of each involved process, and then merging the initial place of P; and the initial place of P,.
The connector places of each PN are also merged. Thisis no restriction since (11) behaves
like either of the processes. Asisdescribed in Section 5, there are restrictions on how P; and
P, can be specified when composing them with the alternative operator.

The aternative choice between the two processes in Fig. 3 ismodelled in Fig. 5 both as
PPNs and PN. Observe that the PN places p; and p,, respectively, in Fig. 5a-5c are the same.

1 p1 o P1
P +P a Py a b
D2 P2 .

C

p2

@ (b) (©)

Figure 5: The process P = P, + P, givenin (a) and (b) as PPN modelsand in (c) asa PN
where P, =agand P, = b — c.

The algebraic laws governing the alternative operator are as follows

L1 P+F <P

| dempotence: P+P =P

Symmetry: P+P-P+ P

Associative; P+ (Pt P3) = (P +P)+ P

Note that — has higher precedence than +. The alternative operator is not distributive with
respect to the alternative operator, i.e. P,—(P,+ P3) ¥ Pi—P,+ P,—P;. Thisisdueto
the fact the choice in the expression P,— (P, + P3) is made after process P, has finished its
execution, while in the expression P, — P, + P, — P there is a non-deterministic choice.

3.3 Processesin arbitrary order

Anarbitrary order operator between eventswas introduced in (Lennartson, Fabian, Tittusand
Hellgren 1998) and is here extended to include processes. This operator can be described by
aset of processes that are all to be executed, but not at the same time. This means that they
must be executed in asequence, and if the order does not matter thiswill imply that there are
n! correct sequences where n isthe number of processes.

There are two main reasons for introducing this operator. Thefirst, and maybe most ob-
vious, isthat it providesacompact way of expressing alternative sequencese.g. Pi— P, + P,
— P;. The second and equally important reason is that this operator is defined in the interna-
tional standard STEP (TC184/SC4 1994). In order to automatically generate specifications
according to STEP it is advantageous to define the same operator in the PPN language.
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The arbitrary order operator can generally be expressed as

P=a{P,...,P.,} = Pprm(A) (14)

where A isthe set of involved processes and the recursive function P,.,.,, is defined as

Poerm(Q) = {3 p,ca(Pi— Poerm (2 = {Pi}))}
Pyerm(0) =F

where () is a set of involved processes. This recursive function returns all permutations as
a deterministic process agebra expression if none of the involved processes have the same
first event.

The arbitrary order between the two processesin Fig. 3 is demonstrated in Fig. 6.

P1 p1 b1

@{PMPZ} P P a b

D2

b P b C

D2 E
C a

b2

(@ (b) (©

Figure 6: The process P = @{ P, P»} isin (a) and (b) given as PPN modelsand in (c) asa
PNwhere P, =qcand P, = b — c.

3.4 Explicit process synchronization

There are many synchronization operators defined in the literature, e.g. compositionin CCS
| (Milner 1980), full synchronous composition (FSC) in CSP || (Hoare 1985), genera par-
alelism in LOTOS P |[ay, ..., a,]| P> (Bolognesi and Brinksma 1987), and parallelism ||
(Arnold 1994). However, for flexibility and reuseability we do not consider those opera-
tions appropriate. Instead we propose the explicit synchronization operator &, which is a
modification of the synchronization operator between eventsin (Lennartson et al. 1998). A
synchronized process P, & P, specifies that both the first event of each involved process need
to execute simulatively as well as last event of each process. If a synchronized process only
involves an atomic process, then this will be synchronized with the first event of the other
synchronized processes, and then taking no part in the synchronization of the last events.
The explicit synchronization operator & is useful when flexibility and reuseability is
desired. Consider the following example: the task is to synchronize the processes P; and
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P, a one moment in time and later on P; with another process P;. To specify these syn-
chronizations by FSC it is necessary to introduce specific event labels for these two different
situationsin the corresponding models. By the suggested synchronization operator & a spec-
ification process S including P, & P, later followed by P; & P3, does not require the processes
to be modified. Thisisvery useful when modelling resource allocation systems, as shownin
Section 8. A similar concept for event synchronization was suggested by Fabian (Fabian and
Lennartson 1994), but then denoted coupled events. Similar ideas for event synchronization
can also be found in (Arnold 1994, David and Alla1992, Stirling 1996). Note that the event
synchronization (avoiding relabelling) is generalized in this paper to process synchroniza-
tion.
The explicit synchronization between two processes P, and P, is denoted

P &P, (P, synchronized with Py) (15)

Process P, hasaset 3,, of start events. There can be asingle event in 3, or, if process P,
begins with an alternative, more than one event. Process P, also hasaset X, of final events.
Two similar sets, >, and Xy,, are in the same way defined for process P,. The transition
rulesfor this synchronization operator use these setsin order to define the intended behavior.
A PN representation of the expression P; & P, include two parallel paths and therefore two
extra transitions modelling the parallelism, see Fig. 7(b), in order to achieve an initial and a
connector place. Thesetwo transitionsare uniquely labelled with a start event sta,; and astop
event sto;, respectively. Processes involved in an synchronization can cannot be recursive
processes, see Section 5.

The first and most obvious rule (16) describes that both processes are able to execute
either their start events or fina events. The process P; & P, then executes the synchronized
event a; & ay and after that behaves as P« Pj.

a1 / a2 /
Pr— P PP ay € Yg,, a9 € Mg, OF

a1&a
PP, T prop WS Ena2E Xy

(16)

Note that if a; € Xy and ay € Xy, then Pl& Py = F. Rule (17) defines that if «; isthe
next event in P; and a; is neither the start or final event, i.e. a; ¢ X, U Xy, then P, can
execute a; independently of P,. This parallel behavior is described by executing event a,
and subsequently behaving as process P& P, in

a
Py —~ P

aq \ ai @é Z81 U Efl (17)
Pl&PQ = PII&PQ

A symmetric rule for a, is not presented.
The last transition rule, (18), defines that if one process P, is successfully finished F,
then the other process P; will execute its remaining eventsindependently, resulting in P& F'.

p 4. plF
(18)

PeF v pleR
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p1
Pl&PQ

O+4®

D2

St012
P2 é}

@ (b)

Figure 7: The process P = P& P, givenin () and (b) as PPN models using the processes
Plzaandszb—>c.

The explicit synchronization of the two processes described in Fig. 3 is demonstrated in
Fig. 7, where we note that the transition rule in (18) is applied.

Example 7 — Synchronization

The synchronized process Ps«& Py is given as a PPN specification in Fig. 8a. The two
processes P; = a—b and P, = c¢—d—e are synchronized by their first and last events
respectively, resulting in the specification seen in Fig. 8b. This means that two synchronized
eventsare created, a& c and b« e. Events executed in aprocess after thefirst event, and before
the final event, are executed independently of the other processes. In our example this means
that event d in P, can execute without any concern for process Ps.

P1 p
Pg&P4 sta34
D2

a&c
d
o S
St034
Pzé
@ (b)

Figure 8: The process P = P3& P, givenin () and (b) as PPN models using the processes
Ps=a—bandPy=c—d—e.

)
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The algebraic laws governing the explicit synchronization operator are
L1 Pi&F = Py
Symmetry: Pi&Py - PP
Associativity: P& (P& P3) = (P& Py)& Ps
Distributive: Pi&(Po+ P3) = (P& Py) + (P& Ps)

The synchronization operator & has higher precedence than + and —. Notethat the sequence
operator is not distributive with respect to the synchronization operator, i.e. Py&(Py—Ps3) £
P& P,— P& Ps.

3.5 Parallel processes

A parallel execution offers the possibility for processes to execute independently of each
other. The expression

P=U{P,...,P,} (P; in parallel) (19)

denotes a process P which executes all processes P; in parallel. If the alphabets of al
processes involved are disjunct they will execute independently, see Fig. 9, resulting in inter-
leaving, cf. (Hoare 1985). If, on the other hand, processes have common events these events
are synchronized, see Example 9 (event ¢). The operator Il is an extension of Hoares full
synchronous composition (FSC) (Hoare 1985), involving the explicit process synchroniza-
tion operator &. This parallel operator is not associative and it is therefore required that all
involved processes are synchronized at the same time and in a given order. When convert-
ing the expression{ P, ..., P,} to aPN, parallel paths, one for each process involved, are
created and two extra uniquely labelled transitions are created, as in the synchronous case,
with a start and stop event. The start transition connect to the initial place of each involved
process and the connector places of each process connects to the stop transition.

In the transition rule (20) for the parallel operator given, consider the index set A =
{1,...,n} coversall involved processes, cf. (19), and theindex set B = {4, ..., {,,} which
includes the processes taking part in the synchronized transition in (20); hence B C A. Each
process P, represented in B defines aset E; of all eventsinvolved in the synchronized event
for the specific process. For each process transition there exists at least one event common
to more than one other process when m > 1. This means that for all elements /; in the set
B thereis at least one element ¢; € B for which E; N E; # (. Itisaso possible for the
number of involved processesin B to be one, i.e. m = 1, which specifies a single process
performing an event independently of the other processes (interleaving).

The rule in (20) defines that m processes are executed in parallel. Each of these pro-
cesses specifies a transition involving a single event, or a synchronized event if |E;| > 1.
A new synchronized event is created for the parallel processi{ P, ..., P, }, whichisasyn-
chronization of al involved single and synchronized events.

& &
P ieEy g; P/ P ieEpy a; P/
41 019, b

S % (20)

“{P17...,Pn}ii€E1 O-i&"'&ieEmO-i U{P{”P/L}
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with Pi, = PZ if ¢ ¢ B. Note that 0;&0; = 0; and 0;&0; = 0;&0;.

Example 8 — Processes with disjunct alphabets The parallel execution of the two processes
inFig. 3isillustratedin Fig. 9. The aphabets of thesetwo processesaredisunct X p NXp, =
(), which means that P, and P, can execute in parallel independently of each other. Observe
that the PPN model in Fig. 9b is only valid if the alphabets of the involved processes are
digunct. Example 9 illustrates both independency and synchronization.

p1 p1 p1

| {Pl, PQ} Stalg sta12
p2
Py Py a b
St012 ?C
p2

St012

p2

@ (b) (©)

Figure 9: The process P = I{P;, P} given as PPN modelsin (a) and (b). In (c) it isgiven
asaPNwheeP, =acand P, = b — c.

Example 9 — Processes with common events Two processesaregivenas P; = d—e& f—g
and P, = h—e—m with the common event e. These are to be executed in parallel (as shown
in Fig. 10). The synchronized event e& f in process P isrequired to occur at the same time

astheevent e in Py.
O

Example 10 — Processes with common events Three processes Ps = a; &aq, P = as&as,
and P; = az&ay areto be executed in parallel. Process P5 has event a, in common with pro-
cess P and processes P and P, have event a3 in common. Executing thesethree processesin
parallel resultsin the synchronized event a; & as&az&ay, 1€ 1{Ps, Ps, Pr} = ay&as&ag&ay.
O

Relabelling

Since the focus of the suggested language is on the specification of complex systems, one
major aim has been to keep the final specifications as compact, concise and readable as
possible. It istherefore also desirable that a relabelling operator can be left out. The intro-
duced parallel operator Il is however unfortunately not associative. As a consequence only
monolithic verification and synthesis can then be performed. Recently, modular verification
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p3

U{Ps, P}

2

(@

Figure 10: The process P = U{Ps, P,}, with B = {3,4}, given in (a) as a PPN model
and in (b) asaPN (including synchronized events). The processes P; and P, are defined in
Example 9.

and synthesis has become a powerful way of dealing with state explosion for large complex
systems (Akesson, Flordal and Fabian 2002a). For this reason it is advantageous to use an
existing parallel operator that is associative e.g. Hoares full synchronous composition (FSC).
In order to use FSC arelabelling is required though. This relabelling, see Appendix, is per-
formed when the final specifications are to be used for supervisor synthesis and does not
influence the PPN language.

4 Unary process operators

In this section we will introduce a few additional operators, which operate on a single pro-
cess. The alphabet for a new process P!, ¥p1, is the union of 7 and the first executed
event of process P; and in the sameway ¥ 51, isthe union of ¥’° and the |ast executed event
of process P,.

4.1 Start and stop operators

Start and stop operators denote the starting and ending of the execution of process P. The
start operator declares that aprocess will start by executing itsfirst event. It istherefore used
to control when a process is allowed to start. In the same way the stop operator tells that a
process will finish by performing itslast event. Consequently it can be used to control when
aprocessis permitted to finish.

In Fig. 11 the sequence P,— P, is illustrated. This expression says that P; executes
before P, can start. In this case the continuation of process P, is not specified, only the fact
that it hasto wait until P; hasfinished before it is allowed to start.

Note that the start and stop operators can also be used on process expressions. For
instance (P, + P,)! « P! + P} specifies that the first event of P, or P, isto be executed.
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p1 p1 p1

P—P) P a

p2
P} b
p2 p2

@ (b) (©

Figure11: Theprocess P = P, — PzT givenin (@) and (b) as PPN modelsand in (c) asa PN
where P, =gand P, = b — c.

Example 11 — Start and stop of processes In thisextended example four processes 0+, 0s,
Qs and Q4 are defined as Q; = a;—b;—¢; fori € {1,2,3,4}. A specification involving a
sequence of three processesis modelled in Fig. 12. Thefirst processisi{Q!, @}, @} where
A={1,2,4} which impliesthat ¢);, Q)2 and Q4 can be started in arbitrary order (executed in
parallel). The second process Q;&Q{ implies that the start of ()5 isto be synchronized with
the ending of ;. Thethird and last process Q4 « Q% « Q! definesthat the finishing of Q., Qs
and (), hasto be synchronized. The extratransitions and labels created in the conversation
to the PPN in Fig. 12(c) and the PN in Fig. 12(c) have been left out for clarity.

P1 P1 P1
1{Q1, QL. Ql}

p2

;
QleQt @ Q! Ql ar ~az Y-ay
Qi&Qi&Q]
p2 P2
QLeQq askcy
Le el ek
Q3&Q3&Qy ca&eczdecy

@ (b) (©

Figure 12: The specification in Example 11 given in (a) and (b) as PPN modelsand in (c) as
aPN.
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5 Recursive processes

Recursive behavior can be specified as P = P,— P, where P isrepeated after the execution
of process P;. We distinguish between two types of recursive processes, explicit and implicit
recursive processes. An explicit recursive process is a process that is present on both sides
of the assignment operator =, i.e. P = a— P. Animplicit recursive processis a process that
involverecursion, i.e. P = a— P, where P, = b— P,. Theinitia and the connector states
in an explicit recursive process are the same. For a implicit recursive process, P = a—P;
where P, = b— P; P, istheinitial state and P; isthe connector state.

The stop operator can not be used on explicit nor implicit recursive processes due to
the fact that there is no final event. However, when the recursive process is a subprocess as
in Fig. 13 the stop operator may still be relevant. There is no limitation for the use of the
start operator on recursive processes. The expression P! simply states that the first event of
process P isto be executed.

When specifying an alternative between two processes, P, + P,, it isrequired that none
of these processes are explicit recursive processes. This is because the expression P; + P,
specifies that only one of the two processes can execute. If there is an aternative between
P, = a— P, and P, = b—c theinitial states of both processes are merged when converting
the expression to a PN. This|eads to a choice event « and event b and if event a is executed
then the loop takes the process back to the same choice again. This behavior is not what we
want to specify when using the + operator.

In Fig. 13 thereisamodel describing a sequenceincluding three processes P, = a— P,
P, =0 — P, and P; = ¢c—PF;. Each process P, P, and P; is described as a PN in
Fig. 13(a)-(c). Theinitial place for process P; is gy and the connector place is ¢;. Process
P; has initia place po and connector place p;. The initial and connector place for process
P, isthe same . The three Petri netsin a sequence, see Fig 13(d), are put together into an
ordinary PN by joining the connector place place ¢, of P, and theinitial place r, of P, and
the connector place r, of P, with theinitial place p, of P; in Fig. 13(€). Notethat P! = a
and P! = c.

P P, Py P P
4o To Po qo 4o
a c P a
q1 b D1 b
PQ C
b1
Ps
P1
(@ (b) (© (d) (e

Figure 13: Processes P, P, and P5 given asPNsin (a)-(c). Process P given asaPPN in (d)
andasaPN in(e).

A recursive process can also involve some alternative processes, which can be written
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P=()_ P)—P (21)

€A

where there is a choice between a number of sub-processes P; before the process P is re-
peated. Observe that the explicit introduction of the sub-processes P; makes it possible to
apply the generic start and stop operators on these individual processes P;.

Process P, in (21), can be interpreted as a general booking model for a resource which
can be booked by anumber of tasks (products). Assumethat P; = a;—b;, where a; represents
the booking of resource P by product ; and event b; represents the corresponding unbooking
event.

Instead of initially elaborating with a general model and then moving on to a specific
model when the actual tasks are given, we suggest that the general form (21) isintroduced but
with the option to avoid specifying the set A. This kind of model is called a parameterized
model, sincetheindex ¢ isafree, noneval uated parameter. Using object-oriented terminol ogy
the parameterized model can be considered as a class, while the evaluated model for agiven
set A isan instance of the model.

Thistechniqueis suitable when general and reusable modelsare required. Parameterized
models and events were preliminary introduced in (Lennartson et al. 1998). The concept is
related to CCSs value passing calculus, (Milner 1989).

6 Restrictions

Theintroduction of additional requirements on the execution of processesis highly important
when attempting to model discrete event systems in a compact, but yet readable manner.
The requirements are described by logical expressionstypically specifying when a particular
process can begin and/or end its execution.

The logical expressions are introduced inside square brackets, [], following the process
to be restricted. The logical expressions specify a specific state (e.g. an initial state) or a
set of states. Common logic operators, A (and), \ (or), and P (negation) are allowed inside
these expressions.

The expression
P = P[P} A P} (22)

specifies that a process P; is not allowed to start before process P, and process P; have
finished their executions. In other words, PP, and P; must bein their final state before P, can
begin. Table .1 summarizes the basic atomic restrictions and rel ated state(s).

Thelast restriction istypical when aprocess must wait until a specific event has occurred
in another process. Also, observe that [P] refers to all states except the initial one, and [P¢]
refersto al statesin P before the event a occurs for the first time.

Finally, note that in a recursive process such as the resource model in (21), the initial
state [P] rather represents a free state. This means that [P] corresponds to all states except
the free state, which means that the resource is occupied.
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Tablel.1: Atomic restrictions and related state(s).

Restriction State(s)
[P] Initial statein process P.
[P] Final state of process P.
[P All states in process P after the event a has occurred (for the first timeif it
is repeated).

7 Processfunctions

In this section we will introduce process functions that can be used to further ssmplify ex-
pressions.

In the following example a choice between two processes is made depending on com-
plementary restrictions.

AjX,Y,Z) = X[Z] +Y[Z] (23)
Thethreevariables X, Y and Z are processes, and the choice between process X or process
Y isdetermined by the state of process 7, more specifically whether itisinitsinitial state or
not. Thisfunction isvery helpful when specifying asynchronous join and split that are more
thoroughly presented in (Falkman, Lennartson and Tittus 2005).

8 Example: Resource Allocation System

An example cell isillustrated in Fig. 14, where product PT is produced. This cell consists
of five robots R:-R5, a magazine M;, two output buffers B; and B,, a fixture Fi, and a
conveyor (.

Each resource in the robot cell is modelled as a recursive process as described in Sec-
tion 5, with R, representing any of the resources, see Fig. 15. Each resource can be booked
by a number of routing specifications 1, ..., n.

A single product type PT is manipulated by the cell. The product is a partly assembled
car-door. The task of the present cell can be divided into two parts. Oneisto weld a number
of remaining weld spots on the door and also to apply a waterproof paste. The other task
isto weld a new part to the existing door. During a work cycle a new door is transported
into the cell by the conveyor. The new part is placed in the fixture, and when both door and
fixture are in place a number of weld spotsis done. Then the manipulated door is moved to
one of the two buffers.

Nine different processes P, — P, can be identified for product PT

P, : Performs additional welding on parts of the door that has already been assembled. Uses
robot R;. Thisprocess may not execute at the same time as process Ps.

P, : Applieswaterproof paste. Requiresrobot R,. Thisprocess may not execute at the same
time as process P;.
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Robot R, Robot Ro
Magazine M

Conveyor C1

Fixture F;

Robot R3 Robot R4 Robot R5

Figure 14. The example cell with five robots R; — Rs5, a magazine M, two output buffers
B, and B,, afixture F7, and a conveyor (.

Ry
Ry
it
(@
Figure 15: Resource model R, given as (a) a PPN model and (b) a PN. The resource can be
booked by a number of routing specifications 1, ..., n.

P; : Places a new part from magazine M, into the fixture F;. Requires resources R3, Fi,
and M.

P, : Geometrical welding is performed on the new part. Requires resources R; and F;. Has
to wait until process P, and P; have finished their execution.

Ps - Welds a number of welding spots on the new part using robot R3;. Can not start its
execution before process P, is done.

FPs : Welds a number of welding spots on the new part using robot R,. Can not start its
execution before process P, is done.

P : Moves the door into one of two buffers, either B, or B,, using robot R5. All other
processes have to have finished their respective execution.

Ps : A new door is moved into the cell using conveyor .
Py : Locks door and fixture to the right position. This process can not execute before Ps.

A specification for product PT isgivenin Fig. 16 using the PPN language. It isdivided
into three parallel paths using PN constructs. The path to the left in Fig. 16 describes that



9. Conclusion and future work 71

processes P, and P, can executein arbitrary order by booking and unbooking their respective
resource. The right parallel path begins by executing process Fs, i.e. transport a new door
to the cell using the conveyor. This is followed by process P, that fixates the door and
the fixture. This, however, cannot be done until process Ps is executed, which resultsin a
restriction on Py. The middle path starts with placing a new part into the fixture in process
P;. Thisisfollowed by a geometrical welding specified by P;. In order for this, process P,
has to have finished. Then, processes P5; and Py executing in parallel weld the new part to
the door. When all parallel paths are finished process P; is executed, moving the door using
either buffer B, or Bs.

T

%mw,mgn $P3&R§T&MFT&FETT%P8&C{’TT

iawsmgwfﬂ

~©'— U{Ps&REYT P& RETY

:

‘Ol_ Pre(BYT + BYT) =0

Figure 16: Specification PT', given as a PPN model specifies the manufacturing of the first
product type in the robot cell in Fig. 14.

9 Conclusion and future work

The PPN language presented in this paper defines an algebra where the process opera-
tors express the same process relations as are possible in the international standard STEP-
AP214 (ISO 10303-1: Industrial Automation Systems and Integration - Product Data Rep-
resentation and Exchange - Part 1: Overview and Fundamental Principles 1994). These
include sequence, alternative (choice), parallel, synchronization, and arbitrary order as well
as unary process operators for start and stop. PPN also includes the concept of process re-
striction. The PPN language, to the best of our knowledge, constitutesafirst attempt to create
atool, based on aformal language, that can automatically generate specifications according
to the STEP standard.

The defined process algebra is combined with ordinary labelled safe Petri netsin order
to realize a specification language for discrete event systems, and especially resource allo-
cation systems. It has also been shown how this language can be used for concise and easy-
to-read specifications of complex systems, something which is crucia in avoiding costly
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mistakes. The possibility to translate the PPN specifications into ordinary safe PNs has also
been shown. The PPN language has been applied to both batch plants (Falkman et al. 2005)
and robot cells (Falkman and Lennartson 2005b), which also shows the generality of the
suggested specification language.

An algorithm that performs a trandation from a PPN description to a finite state au-
tomata representation is presented in (Falkman and L ennartson 2005b). This enables the use
of existing formal methods for supervisor synthesis applying supervisory control theory. A
method, as well as an algorithm, for the automatic generation of specifications according to
the STEP-AP214 from PPN is aso being developed (Falkman et a. 2004). Furthermore,
a case study of a more complex robot cell at Volvo Car Corporation, Torslanda, Sweden is
currently in progress.

Finally it can be said that the suggested process algebra Petri net (PPN) is a powerful
language for specifying resource allocation systems, delivering both concise and easy-to-
read specifications of large complex systems. The fact that both Petri net constructs and
algebra expressions can be used in order to decrease specification complexity also makes
PPN aflexible language.

10 Appendix

The relabelling of three PPNs with two transitions each is described in Fig.17.

A transition set (24) for each PN involved in the parallel synchronization is created. An
additional transition is added to each transition set. Thisis called avirtual transition vt and
this does not have any events associated to it. The virtual transitions are used in order to
represent a transition set which enables transitions not involving al PNs.

Tppn, = {t11,t12,vt1}
Tppn, = {to1, too, vta} (24)
Tppn, = {ts1, 132, vt3}

The cartesian product of all transition setsis

T =Tppn, X Trpn, X Trpng = {{t11,to1, ta1}, {t11, tor, tan}, . .., {vt1, vta, vts}}

All transitionsin 7" are labelled

{ti1, to1, vt} = fi

{t12,t21.,vt3} = f (25)

{vty, vt vt3} = for

The set T" involves a large number of transitions that are neither relevant nor enabled. It
istherefore necessary to exclude these from the set 7'. Finding out which transitionsin 7" to
exclude, it is necessary to know how the involved transitions are connected to each other.

A transition f in T isenabled if itsinvolved transitions are strongly connected compo-
nents (Cormen, Leiserson, Rivest and Stein 2001) and if no eventsin f are disabled. In Fig.
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PPN, PPN, PPN;
Uil P1 T
t11 X a&b to b&c&d 131 e
42 D2 T2
ti2 ¥ b tos X h 32 X h&g
4as & T3

(a)

PPN, PPN, PPN;
Q1 P @1 ™
tir ¥+ f1 1214 %tmf/ 2 l31 fa
G2 D2 T2
lig ¥ fo loo f3 t32 I3
as p3 T3

(b)

PPN;||PPNs||PPN3

Figure17: Three PPNsaregivenin (a) and these are relabelled in (¢) and synchronized using
Hoares FSC in (c).

17(a) for instance transition t1; in PP N; enables events a and b and transition ¢5; in PPN,
enables events b, ¢ and d. Then transition {¢1, t10, vt3} is strongly connected component
since they connect through event b. If transition ¢35, in PP N3 would involve event ¢, transi-
tiontyq, t12, t13 Wwould be strongly connected component since t;; connectsto ¢, viaevent b
and ¢,3 connectsto ¢, viaevent c.

A predicate enab(f) can either be true which means that transition f is enabled, or it
can befalse. If it isfalse we know that f isnot enabled and can be discarded.

i f is a strongly connected component
true

enab(f) = ii no event in f is disabled

false otherwise

Algorithm 1 describes how thisrelabelling is performed. A functiontrans(f) returnsall
original PPN transitions ¢ and is used in order to identify which transitions to be relabelled.
New PNs are created using C'reate AndAdd N ewTransition where *t and ¢* is the pre and
post place respectively.
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Algorithm 1: Relabels all transitions involved in a parallel

execution.
Input : PPN

Output: Relabelled PPN

foreach f such that enab(f) == true do
L foreach t € trans(f) do

| CreateAndAddNewTransition(*t, t*, f)

InFig.17b four new labelsare created, f1, fo, f3, and f;. A synchronizationisin Fig.17c
performed using Houre's FSC that synchronizes the three PNs with respect to the common
there common events.
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Formal Specification of Flexible Robot Cell
using Process Algebra Petri Nets

P Falkman and B. Lennartson and K. Akesson
Signals and Systems
Chalmers University of Technology

In this paper a high level specification language, which is a combination of Petri nets and
process algebra, is used for specification of discrete event systems, more specifically flexible
manufacturing systems. This high level language, called process algebra Petri net (PPN),
has been specifically developed in accordance with the international standard STEP-AP214.
The PPN language takes advantage of the Petri nets graphical qualities together with the
compactness of process algebra, making it possible to create specificationsthat are both con-
cise and unambiguous. This paper has two aims. Thefirst isto show how the PPN language
can be used for specification of areal industry case. The second is to use the resulting spec-
ification as a base for supervisor synthesis. This synthesis, based on supervisory control
theory (SCT), is performed using a program called Supremica, a powerful tool which isable
to perform vast calculations on large systems. The modelling language used in Supremica is
finite state automata (FSA), and this paper therefore shows how PPN models can be formally
converted into such FSA.

1 Introduction
Thefocus of the present paper ison specification of discrete event systems (DESs) (Cassandras

and Lafortune 1999). This can be done in anumber of different ways, including straight for-
ward textual documents. It is, however, extremely difficult to produce a text-based document
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that is completely unambiguous. In fact, it is often possible to interpret the textual specifica-
tion in many different ways, depending on the reader. The result is often misunderstandings,
which might be very costly, and/or time consuming, if they are detected at later stages of a
project. With thisin mind it is natural to recommend formal languages to obtain unambigu-
ous specifications, such that misinterpretations are avoided.

Previous research within the area of DESs has resulted in a number of suggested for-
mal specification languages. These languages are not finished products, rather they are
continuously under development to suit new applications. Some are based on process al-
gebra, the communicating sequential processes (CSP) language by Hoare(Hoare 1985) and
the calculus of communicating systems (CCS) language by Milner (Milner 1980) being the
major examples. These languages have also been further developed in e.g. (Hopcroft and
Ullman 1979, Degano et al. 1987, Olderog 1991, Best et al. 1998, Brinksma 1995). An-
other commonly used, algebraically based, specification language worth mentioning here is
Temporal logic (Rescher and Urquhart 1971).

Among graphical languages one of the major examplesis the Petri net (Peterson 1981),
introduced by Carl Adam Petri in the early 1960s. Another common graphical language is
finite state automata, see e.g. (Hopcroft and Ullman 1979, Kozen 1997), where StateChart
introduced by Harel (Harel et al. 1987) is an interesting extension including hierarchical
structure.

Combinations of the mentioned algebraic and graphical languages have also been con-
sidered. These include for example the mixture of process agebra and Petri Nets given
ineg. (Best et a. 2001, Mayr 1997, Best et al. 2002, Pena and Cortadella 1996, Bloom
et a. 1997, Jmaiel 2000).

Most of the suggested specification languages, as well as the different combinations of
them, have one limitation in common. Their main focus is on formal evaluation techniques
rather than on visual strength. In order to really make the best use of aformal specification
language, from a user perspective, it is however important that it also results in a clear and
easy-to-read description of what is specified. Thiswill not only increase the understanding
of the modelled system, but also decrease the risk of unnecessary mistakes being made due
to different readers making personal interpretations of certain specifications.

An attempt to create such a language has been made using a combination of Petri nets
and process algebra previously presented in (Falkman and Lennartson 2005a). Taking advan-
tage of the Petri nets graphical qualities, together with the compactness of process algebra,
this resultsin alanguage that can deliver both concise and unambiguous specifications. The
suggested language, called process agebra Petri net (PPN), is created in agrement with the
international standard for information exchange STEP-AP214 (ISO 10303-1: Industrial Au-
tomation Systems and Integration - Product Data Representation and Exchange - Part 1:
Overview and Fundamental Principles 1994). More details are given in (Falkman, Nielsen
and Lennartson 2003a), where a mapping between the STEP standard and the suggested
PPN language is presented. One aim of the present paper isto show how thislanguage can
be used for specification of a nontrivial DES. Thisis achieved by specifying areal industry
application, arobot cell in a body-in-white production line.

A further aimisto use the resulting specification as a base for supervisor synthesis. This
synthesis is based on the supervisory control theory (SCT) (Ramadge and Wonham 1987),
which deals with the interaction between a (controlled) plant and its supervisor (computer).
The synthesis is performed using a program called Supremica (Akesson et al. 2003). Finite
state automata (FSA) is the modelling language used in Supremica, and we will therefore in



2. Process algebra Petri net (PPN) 79

this paper show how PPN models are formally converted into finite state automata.

The industry case used as an example involves products manufactured in a robot cell.
The studied robot cell is located at Volvo Car Corporation, Torslanda, Sweden and is used
for producing the V70 and S80 cars. The aimisto specify desired operations such that parts
of the necessary control of the robot cell can be generated automatically. This supervisor
synthesis puts great demands on how both product operations and resources are modelled. In
order to maintain arelevant overview of the involved operations, the specification is divided
into an hierarchical structure.

The paper is outlined as follows; it starts with an introduction to the suggested high
level PPN language in Section 2, including a description on how the specifications are stored
and communicated in Section 2.5. Section 3 introduces briefly supervisory control theory
and related finite state automata. A description of the trandation to finite state automata
from process algebra Petri netsis givenin Section 4. Finally alarger exampleis provided in
Section 5.

2 Process algebra Petri net (PPN)

A powerful specification language, called process algebra Petri net (PPN), is presented in
this section. It makes use of the graphical representations of ordinary labelled safe Petri nets
(PNs) as well asthe compact representations of process algebra, in order to generate concise
specifications of complex systems. A more formal definition of the PPN formalism is given
in (Falkman and Lennartson 2005a), where operational semantics are used to describe the
behavior of each operator. Operator laws together with the relationship between the PPN
models and PNs are also given. Earlier versions of the suggested language can a so be found
in (Falkman et al. 2001, Falkman and Lennartson 2001). Table I1.1 briefly describes the
different operators defined for the PPN language.

Table11.1: Operatorsin the PPN language.

Operator Description
P — P Process P; followed by process P,
P+ P Alternative choice between P, and P,

®{P,...,P,} | Arbitrary order executionof P, P, ..., P,

P &P, The start and end of P, and P, is synchronized
W{P,...,P,} | Pardle executionof P, P, ..., P,

P1 First eventin P is executed

P! Last eventin P isexecuted (arriving at the final state)

P/ &P} The start of P, and P, is synchronized
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2.1 Arbitrary order

The arbitrary order operator can be described as a set of processes that are al to be executed,
but not at the same time. This means that they must be executed in a sequence, and if the
order does not matter thiswill imply n! possible alternative sequences, where n isthe number
of processes.

The arbitrary order between two processes, P, = a and P, = b — ¢, isdemonstrated in

Fig. 1.
P1 P1 pP1
@{P17 PZ} P P a b
P2
b P b Cc
P2 i
Cc a

p2

(@ (b) (©

Figure 1: The process P = @{ Py, P»} isin (&) and (b) given as PPN modelsand in (c) asa
PNwhere P, =qcand P, = b — c.

2.2 Synchronization

The synchronization operator & implies that one or more processes are to synchronize their
first and last events respectively. Similar ideas for event synchronization can be found in
(Arnold 1994). Note that the processes are not synchronized by common events. This is
the opposite to Hoare's full synchronous composition (Hoare 1985) denoted ||, where events
common to two processes P and Q must occur in both of them in order to occur in P || Q.

The synchronized process Ps«& Py is given as a PPN specification in Fig. 2a. The two
processes P; = a—b and P, = c¢—d—e are synchronized by their first and last events
respectively, resulting in the specification seen in Fig. 2b. This means that two synchronized
eventsare created, a& c and b« e. Events executed in aprocess after thefirst event, and before
the final event, are executed independently of the other processes. In our example in Fig. 2
this means that event d in P, can execute without any concern for process Ps.

2.3 Pardl€
The expression P = 1{ Py, ..., P,} denotes a process P, which executes all processes P,

in paralel. If processes have common events these events have to be synchronized. The
operator Il is an extension of Hoares full synchronous composition (FSC) (Hoare 1985),
involving the explicit process synchronization operator & .
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p1 p1
P& Py stasy
P2 O
a&cC
d
b&e

s
(b)

@

Figure 2: The process P = P3& P, givenin (a) as a PPN model and in (b) as a PN model
(including synchronized events) using the processes P; = a — band Py = ¢ — d — e.

Two processes, P; = d—e& f—¢g and P, = h—e—m, have a common event e. These
are to be executed in parallel (as shown in Fig. 3). The synchronized event e& f in process
P53 isrequired to occur at the sametimeastheevent e in Py.

2.4 Restrictions

The introduction of additional requirements on the execution of processesis of great impor-
tance when modelling discrete event systems in a compact, but yet readable, manner. The
requirements are described by logical expressions specifying when a particular process can
begin and/or end its execution.

Table I1.2 summarizes the basic atomic restrictions and related state(s).

Table 11.2: Restriction expressions in the PPN language.

Restriction | State(s)

[P] Initial state in process P

[P] Fina statein process P

[P] All states except theinitia state

P, [P,] P, executed when P, isinitsinitial state

P,[P}] P, executed when P, isinitsfinal state

P[P, A\ Ps] | P, executed when P, isinitsinitia state while P; isnot
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p3

U{Ps, Py}

pa

stosy

@ (b)

Figure 3: The process P = I{Ps, P,} given in (a) as a PPN model and in (b) as a PN
(including synchronized events).

2.5 Textual representation

A textual representation of the specifications created with the PPN language has also been
developed using the extensible markup language (XML). The main reason for using XML
as atextua representation of PPN modelsisthat we want to use awell founded standard for
the communication of information to other software systems.

The intended use of the PPN specification language is described in Fig. 4. This figure
shows how a PPN specification, created by a user, can be represented as an XML file, which
can in itsturn be converted into both an automata and a STEP-AP214 representation.

STEP-AP214
Textural representation (XML)

®

User —>» PPN <=—= XML —> Automata

Figure 4: Relations between PPN, STEP-AP214, and finite state automata.

3 Supervisory control theory and finite state automata

In this section a brief description of both the supervisory control theory and finite state au-
tomatais provided.
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3.1 Supervisory control theory

Supervisory control theory is a theory for supervisor synthesis given two types of models,
the plant model and the specification model. The task of the plant model is to model all
the possible events that, for example, a resource may go through, while the specification
model describes the desired and allowed behavior of the plant. Supervisory control theory
also defines how to treat different kinds of events, for instance controllable, uncontrollable,
observable and unobservable events. By synchronizing the plant and the specification models
adescription of the whole closed loop system, also called total specification Sy, is generated.
Thistotal specification isthen manipulated in order to remove uncontrollabl e states and other
forbidden states, including blocking states (Ramadge and Wonham 1987). The result isthe
final supervisor S.

Formal high level specifications, based on the PPN language introduced in the previ-
0ous section, are meant to be used as a communication link between, for instance, different
departments within a company, or between supplier and costumer. It is however also possi-
ble to use these specifications for supervisor synthesis applying supervisory control theory
(SCT) (Ramadge and Wonham 1987).

We have chosen to use Supremica (Akn et a. 2003) as a tool for SCT. Thisis a
program that uses finite state automata (FSA) as its input and output language. In order to
use Supremica for supervisor synthesis, all PPN specifications are therefore formally and
automatically converted into FSA models.

3.2 Finite state automata

A finite state automaton is a structure A = (Q, 3, 9, o) wWhere @ is the set of finite states
in the automaton. The alphabet > declares al events that an automaton can participate in.
Some of the eventsin the al phabet may never be executed, an important fact when supervisor
synthesisis performed. The partial transition function ¢ declares all defined transitions from
a state via an event to another state. The initial state is given by ¢o. Note that paralel
behavior is not explicitly modelled using finite state automata. This is instead described
indirectly using a parallel composition between two or more automata. In this paper Hoares
full synchronous composition (Hoare 1985) is applied.

4 Trandation of PPN to automata

In the following section the translation between a PPN model and automata models is pre-
sented. In order to describe this procedure an example is introduced. As the previousy
mentioned Volvo case does not involve all the operators offered by the PPN language, a
fictive example including the whole range of operators will be used instead.

4.1 PPN model

Consider the PPN model in Fig. 5, where the order between a number of operation pro-
cesses O1—0q is specified. The purpose of the specification is to describe when each of the
processesis actually allowed to execute.

In moredetall Fig. 5 describesfour parallel pathsfollowed by afinal process expression.
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Figure 5: Example given as a PPN specification.

Two of the parallel paths involve one operation each with restrictions on the start of their
executions. Operation O, cannot execute before operation O5 has finished its execution and
operation O, has not started (initial state). Operation O+, is not alowed to start its execution
until operation O3 has finished its execution or operation Oy has started its execution. The
two other pathsin Fig 5involve asequence and an alternative respectively. The sequence path
specifies that operation O, starts its execution followed by O3 and O, executed in arbitrary
order. The aternative path specifies the execution of either Oy, or O5 followed by Og and O~
executed in parallel. When al four parallel paths have finished their respective transitions,
the operation Og and process Ry are started as well as ended at the same time. This is
followed by the ending of O;. Operation Rg in this example represents a resource, which
can be booked as well as unbooked, see Fig. 13.

4.2 Treestructure

The PPN model in Fig.5 has the tree structure in Fig. 6. Thistree structureis afirst step in
the trandlation from PPN to automata.

Starting from the leaf nodes, composition operators are encountered when going up
the syntax tree. The encountered operators describe how the nodes on a lower level are
composed. Doing this al the way up in the syntax tree, node by node, means that the root
node, symbolizing the main process, isfinaly reached.

There are two types of nodes in the tree structure in Fig. 6, process nodes and operator
nodes. Process nodes involve the basic processes including optiona restrictions. All other
nodesinvolve the different operators and are also called operator nodes, e.g. sequence node,
alternative node etc. Each node in the tree has an identity (a number), which will be used in
the naming of automata models.
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Figure 6: Tree structure for the PPN examplein Fig. 5.

4.3 Informal trandation from the tree structure to automata

Using the tree structure in Fig. 6 as an example, it is now informally shown how a PPN
specification is converted into afinite state automata representation. In the translation from
the tree structure to finite state automata we note that modular automata are preferable. The
reason isthat our software for synthesis and verification Supremica uses modular approaches
to avoid the state space explosion problem for large complex systems. Two automata are
created for every process node, while a single automaton is created for every operator node,
except for the parallel node where one automaton is created for each child. Restriction
expressions are not translated into ordinary automata, but modified to include actual states.
The reason for this flexibility is that Supremica accepts extended automata, including such
logical restrictions at the state transitions (similar to StateChart). Furthermore, note that
all modular automata are finally connected applying Hoares full synchronous composition
(FSC) (Hoare 1985).

In Fig. 7 asimple tree structure is given involving three nodes, two process nodes, m
and n, and a general operator node ¢. Node m specifies the start of process O; using the start
operator T. Node n specifies the execution of process O; when process Oy, isin itsinitial
state and process O, isin its final state. The operator node ¢ specifies any operator using
the generic operator notation . This tree structure will be used to describe how finite state
automata are created for every type of node.

(
sk

- /\n

O]  0,[0x N O}

Figure 7: A tree structure with two process nodes and one operator node.
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Process node

Two automata are created for every process node. The first automaton, called process au-
tomaton, see O; and O, inFig. 8, includesthree states and two events. The states are uniquely
named using the process name together with number 1, 2, or 3, e.g. O, ;. Thisis done be-
cause the state names in process automata are used when translating a restriction expression
into the automata model, see automaton O; in Fig. 8. The two eventsin an process automa-
ton are a start event including possibl e restriction expression followed by a stop event for the
specific process to be executed, e.g. sta-O;[0; 1 A O, 4] and sto_O, in the automaton O .

The second automaton created for a process node, called process node automaton, i.e.
A,, and A,, inFig. 8, includes a sequence of three or four events. A start event for the specific
node, i.e. sta_m in automaton A,,, is followed by the process to be executed. This can be
only one event, if the beginning or end of the processis specified using start or stop operator
asfor process O, in Fig. 7. Otherwise, both the start event and the stop event for the specific
process is included in the process node automaton followed by a stop event for the actual
node.

O; 0j
—0;1 —0j1
l sta_O; { sta_0;[0p1 A Op3)
O;» Oj2
l sto_O; { sto_O;
O;3 0;3
@
A, An
—= q0 — q0
sta-m l stan
ql ql
sta_O; l sta-0;[Ok.1 A Op)
q2 q2
sto_m l sto_O;
q3 q3
l sto_n
q4

(b)

Figure 8: (a) Process automata and (b) process node automata for each process node of the
tree structurein Fig. 7.
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Figure 9: Automata models for the operator node in Fig. 7 where node / is (a) a sequence
node, (b) an alternative node, (c) an arbitrary order node, and (d) a parallel node.

Operator node

The automaton for the operator nodes consist of three parts, a start event followed by an
automata model for the actual operator and then a stop event.

Sequence node A sequence node automaton is given in Fig. 9(a) for node ¢ in Fig.7 with
x equal to —. An automaton for a sequence node awaysincludes six events, beginning with
the start event of the sequence node. Thisevent isfollowed by the start and stop events of its
first child, sta_m and sto_n in Fig. 9(a), followed by the start and stop events of the second
child node, sta_n and sto_n. The sequence is ended by executing its stop event.

Alternative node A corresponding alternative node automaton is givenin Fig. 9(b). This
automaton, A,, begins with a start event sta_¢ and ends with a stop event sto_¢. The start
event of the alternative node isfollowed by the start and stop events of either child m or child
n.

Arbitrary order node The arbitrary order node can have more than two child nodes,
which means that the corresponding node automaton does not have a fixed number of states.
After the start event followsall possible permutations of the child nodes start and stop events.
Fig. 9(c) shows an automaton for the arbitrary order node in Fig. 7 with x equal to &.

Parallel node A set of automata is created for a parallel node, one for each of its child
nodes. All these automata include a sequence of four events with the same first and last
events, which are the start and stop events for the parallel node. Two automata for the
parallel node in Fig. 7, with x equal to U, is given in Fig. 9(d). The common start event
in each of these automata models is followed by the start and stop events of its child node.
The parallel behavior isfinally obtained by connecting all involved automata by Hoares full
synchronous composition (FSC). Thismeansexplicitly that the common start and stop events
in the parallel node automata are synchronized.
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Synchronization node The synchronization operator & is mainly used between individual
basic processes, e.g. between a number of resources and an operation (R;& R;&Oy,). To
avoid complicationsin the automatatrans ation we therefore restrict the children nodes of the
synchronization operator to involve only process nodes. Multiple process synchronization
means that there is one child node for each involved process. Fig. 10 shows an operator
automaton for the synchronization operator in Fig. 7 with x equal to &. The start event sta ¢
is followed by a synchronized event between the start events of the actual processes to be
executed, i.e. sta_O;&sta_0;[Oy 1 A O,1]. Thisisthen followed by the synchronized event
of the stop events, in this case only the event stop, since the first synchronized process OZ.T
only includes one event.

It is not possible to have any synchronized eventsin the automata when supervisor syn-
thesisis performed using Supremica. Since the synchronized events are preserved when the
PPN modelsare converted into FSA, it isalso necessary to finally perform arelabelling of the
created automata to avoid such synchronized events, e.g. a&b. Thisrelabelling is described
in further detail in (Falkman and Lennartson 2005a).

stay

ql

sta_Oi&sta_Oj [Ok1 A Op_g]

Figure 10: Automaton for the operator nodein Fig. 7 where node ¢ isasynchronization node.

Example: In Fig. 11 a small part of the tree structure in Fig. 6 is given, representing
the expression (O;—1{Og, O7}) + Oy. The corresponding eight automata models are also
shown in Fig. 11. Note that the process automaton for each process node have been left out.
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Figure11: A small part of thetreein Fig. 6, representing the expression (O5 — 1{Og, O;})+
Oy together with corresponding automata models. One automaton is created for each node.
Each individual automaton begins with a start event and ends with a stop event for that
specific node.

4.4 Formal trandation

A trangdlation between two different languages can be defined more formally by the use of
an agorithm. In this section part of the algorithm necessary for the trandation from the
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PPN language to a finite state automata representation is presented. The algorithm includes
arecursive function, which goes through the entire tree structure. It creates an automaton for
each node, starting at the root node and proceeding down in the tree, node by node.

The function visit given in Algorithm. 1 describes how the conversion from a PPN rep-
resentation to an automata representation is performed.

A process node has three attributes, node identity id, process identity pid, and operator
op. The attribute pid defines the actual process to be executed and the attribute op describes
if the start or stop operator isused. An operator node also has three attributes, node identity
id, type, and children ch. What kind of operator is given by the attribute type and the attribute
children refers to the current nodes children.

Three functions, CreateSynchronizationAutomaton, CreateAlternativeAutomaton, and
CreateArbitraryAutomaton are used in Algorithm 1. Function CreateSynchronizationAu-
tomaton creates a set of automata which defines the synchronization asin Fig. 10, and Cre-
ateAlternativeAutomaton creates an automaton describing the alternative execution of two
children and returns an automaton as in Fig. 9(b). Function CreateArbitraryAutomaton is
a function which returns an automaton describing the arbitrary order execution of involved
children asin Fig.9(c).

An automaton is created for the synchronization node, in Algorithm 1. A sequence
of four events with the same first and last events, which are the start and stop events for
the synchronization node is created. The start event is followed by a synchronized event
between the start events of the actual processes to be executed. This is then followed by
the synchronized event of the stop events. The case when the start or stop operator is used,
e.g. OJ , only the first transition will include a synchronized event since OJ only includes
one event, cf. Fig. 10. If al processes are specified using the start or stop operator only one
transition, with a synchronized event, is created.

A set of automatais created for aparallel node, one for each of itschild nodes. All these
automatainclude a sequence of four events with the same first and last events, which are the
start and stop events for the parallel node. The common start event in each of the automata
modelsis followed by the start and stop events of its child node.

5 Industry example

The proposed language may be used for modelling of flexible manufacturing systems(FMS),
especially resource allocation systems. InaFMS arange of different products make use of a
number of different resources in order to perform a specified sequence of operations. These
operations have to be executed in a certain order using specific resources. All products
may want to use the same resources, and it is therefore necessary to control that only one
product will use a specific resource at atime. Thiskind of control system iscalled aresource
allocation system.

The following example describes how a resource allocation system may easily be mod-
elled using the suggested PPN language. The plant to be controlled is arobot cell at Volvo
Car Corporation, Torslanda, Sweden, see Fig. 12. A detailed description of this cell is pre-
sented in (Richardsson 2005).

Therobot cell in Figure 12 consistsof four robots R ;- R, two Fixtures F - F,, two turnta-
bles T -T5, and a conveyor ;. Due to symmetry only the resources below the conveyor, in
Figure 12, is considered in the example.
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/I Create automata for current node;
case n.type is process

/I Create a process automaton, cf. Fig. 8(a);
createState(n.pid + ”_1", initid);
createState(n.pid +"_2");
createState(n.pid +"_3");
createTransition(n.pid +"_1", n.pid + "_2", "sta” + n.pid);
createTransition(n.pid + "_2", n.pid + "_3", "sta.” + n.pid);
/I Create a process node automaton, cf. Fig. 8(b);
if n.op = null then
createState(” g0”, initial);
fori=1..4do

| cresteState("q” + str(i));
createTransition(”q0”, "ql”, "sta” + n.id);
createTransition("ql”, "g2", "sta.” + n.pid);
createTransition(”"g2”, "g3”, "sta.” + n.pid);
| createTransition("g3”, "g4”, "sta.” + n.id);
n.op # null then
createState(” g0, initial);
fori=1..3do

| cresteState("q” + str(i));
createTransition(”g0”, "ql”, "sta.” + n.id);
if n.op =1 then

| cresteTransition("ql”, "g2", "sta.” + n.pid);

=

if n.op = | then
| createTransition("ql”, g2, "sta.” + n.pid);

createTransition("g2”, "g3”, "sta.” + n.id);

case n.type is sequence

/I Create an automaton specifying sequence, cf. Fig.9(a);
createState("q0”, initid);
fori=1..6do

| createState("q” + str(i));
createTransition(”"q0", "ql”, "sta.” + n.id);
createTransition(”"ql”, "q2”, "sta.” + n.ch[1].id);
createTransition(”g2”, "q3”, "sta.” + n.ch[1].id);
createTransition("g3”, "g4”, "sta.” + n.ch[2].id);
createTransition(”g4”, "g5”, "sta.” + n.ch[2].id);
createTransition(”g5”, "q6”, "sta.” + n.id);

case n.type is alternative

CreateAlternativeAutomaton;
/I Create an automaton specifying aternative, cf. Fig.9(b);

case type is arbitrary order

CreateArbitraryAutomaton;
/I Create an automaton specifying arbitrary order, cf. Fig.9(c);

case n.type is synchronization

CreateSynchronizationAutomaton;
/I Create an automaton specifying synchronization, cf. Fig.10;

case n.type is parallel

for i =1 ... number of children to current node do
createState(” 0", initia);
forj=1..4do
| cresteState("q” + str(j));

createTransition(”"g0”, "ql”, "sta.” + n.id);
createTransition(”"gl”, "q2”, "sta.” + n.ch[i].id);
createTransition("g2", "g3”, "sta.” + n.ch[i].id);
createTransition("g3”, "g4”, "sta.” + n.id);

42 //Add current automaton to a set of created automata;
43 for i =1 ... number of children to current node do
44 | visit(n.ch[i]);
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Figure 12: The example cell with four robots, two fixtures, and two turntables, and a con-
veyor.

5.1 Plant model

Each resource in the robot cell is modelled as a recursive process, see Fig. 13(a), and R,
represents any of the resources. Assume that R, = b,—uj, where b/, represents the booking
of resource R, by product i and event u}, represents the corresponding unbooking event. A
corresponding PN for R, where R} = a; — b} and R} = a} — b} isgivenin Fig. 13(b).

Figure 13: Resource model R, given as (a) a PPN model and (b) a PN. The resource can be
booked by a number of routing specifications1,...,n

5.2 Specifications

The task of the example cell in Fig. 12 isto weld a plate to the side of the floor of the car,
underneath the doors. This operation is to be executed on both car models produced in the
cell, i.e. Volvo V70, and S80. During a work cycle Robot 4 picks a part from the rack on
Turntable 2 and then placesit in Fixture 2. Simultaneously Robot 2 startsto weld previously
loaded, but not completely welded, parts of the body. Robot 4 changes tool from gripper to
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Figure 14: A relation of operation ROP specification, given as a PPN model, for production
of aVolvo V70 in arobot cell at Volvo Car Corporation, Torslanda, Sweden.

weld gun, the fixture positions the plate on the body, and both robot 2 and 4 weld the new
part to the body.

A relation of operation (ROP) (Richardsson 2005) specification is presented in Ta-
ble 11.3. A ROP specification is an progress specification specifies what al the operations
do and which resources they require. It is also specified if an operation have predecessors,
which are operations that have to have finished their execution before the actual operation
starts. The ROP in Table I1.3 is given as a PPN model in Fig. 14. This PPN model uses the
PN constructsin order to create five parallel sequences, onefor each resource. A sequence of
operationsis also identified, for each resource, by looking at the predecessorsin Table I1.3.

A single product, V70, is using the resources in this example, which means that a sin-
gle process R}, cf. Fig. 13, is created for each resource. Every operation requires a single
resource, which is specified using the synchronization operator & in Fig. 14. The Conveyor,
Turntable 2, Fixture 2, and Robot 4, are booked by the first operation that requires them
and are unbooked after the last operation that requires them. Robot 2 is both booked and
unbooked by every operation using it. Thisis advantageous if more than one routing speci-
fication at a time wants to use the specific resource.

The PPN model in Fig. 14 uses the arbitrary order operator as well as restriction ex-
pression in order to achieve a compact model without sacrificing readability. The restriction
expressions reduce the number of PN arcs crossing the parallel paths and thereby reducing
the complexity and increasing the readability of the PN. In the next subsection it is shown
how the achieved ROP specification can be used for supervisor synthesis.
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operation resource comment predecessor| product
1 conveoyr move in floor - all
18,29,30,31,
26 conveoyr move out floor 32,33,34 V70
6 fixture 2 ready to receive part? - all
10 fixture 2 clamp part 9 all
13 fixture 2 go to work position 1,11 all
18 fixture 2 go to home position 30,33 V70
32 robot 2 weld job 1 1 V70
33 robot 2 weld job 2, weld part hold by fixture 1,13, 32 V70
34 robot 2 weld job 3, weld new part without fixture 1,18, 33 V70
3 robot 4 get gripper 1 - all
4 robot 4 go to rack 2,3 all
5 robot 4 pick part 4 all
7 robot 4 go to fixture 5 all
9 robot 4 put part in fixture 6,7 all
11 robot 4 go out of fixture 10 all
12 robot 4 go to tool change pos 11 all
15 robot 4 get weld gun 12 all
22 robot 4 go to tool change pos 29,30,31 all
23 robot 4 get gripper 2 26 all
29 robot 4 weld job 4 1,15 V70
30 robot 4 weld job 5, weld part hold by fixture 1,13,15 V70
31 robot 4 weld job 6, weld new part without fixture 1,15,18 V70
2 turntable 2 part ready? - all
8 turntable 2 rotate turntable 7 all

Table11.3: A description of operations, required resources, and predecessors for Volvo v70.

5.3 Supervisor synthesis

A supervisor synthesis include the plant models and the specifications, see Fig. 15. The re-
sources, cf. Fig. 13, specify what is possible to do in the system and thus constitute the plant
models. The specification models describe both what we want to do (progress specification)
and what we must or must not do (high level safety specification). The high level safety spec-
ificationsrestrict the possible operation sequencesin the ROP. These safety specificationsare
the result of a specification synthesis (Andersson et al. 2005), see Fig. 15, performed on de-
tailed operation descriptions called execution of operations (EOP) and interlocks (IL). An
EOP specifies a sequence of events, which correspond to state changes in one or more of the
used resources. Interlocks are safety requirements that prevent damage of the resources and
these are specified as boolean expressions of resource and/or operation states. One or more
IL expressions are associated with an event in an EOP. More detailed description of EOP and
IL can be found in (Richardsson 2005).

Both the EOP and the IL are described on alower level than the ROP and it is therefore
necessary to produce high level specifications (Andersson et al. 2005), which is done by
performing the specification synthesis. In this synthesis, ILs are processed together with the
EOPs, and the ILs are transformed into restrictions on the operation sequencesin the ROP. A
supervisor synthesis can now be performed between the ROP, high level safety specifications,
and the plant, resultingin a sequence of operations SOP. This SOP can be used as a supervisor
for the system.

In order to perform supervisor synthesis, using Supremica, both the resource models
in Fig. 13 as well as the PPN specification in Fig. 14 are converted into finite state au-
tomata. The conversion isfollowed by arelabelling, since synchronized events are preserved
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Figure 15: Different modelsincluded in the specification and supervisor synthesis.

when the PPN models are converted into FSA. Thisrelabelling is described in further detail
in (Falkman and Lennartson 2005a).

The supervisor synthesis use a modular approach (Akesson, Flordal and Fabian 2002b)
in order to handle the state explosion that arise when working with large complex systems.
This modular approach can, however, be insufficient and then the supervisor synthesis can
be performed using BDDs (Vahidi, Lennartson and Fabian 2005).

6 Conclusion

The PPN language defines an algebra that is combined with ordinary labelled PNs in order
to realize a powerful specification language for discrete event systems, and especially flex-
ible manufacturing systems. The present paper has shown how the PPN language can be
successfully used for the specification of such systems. This was achieved by providing a
real industry case involving the specification of a product to be manipulated within a robot
cell. The included example has shown that the PPN language realizes concise descriptions
of large complex systems, whichis crucial for readability and understanding.

A trandation method has also been presented, which automatically translates the PPN
models into finite state automata in order to use an existing tool, Supremica, for supervisor
synthesis.
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The focus of the present paper is on the specification of routing and resource allocation sys-
tems. Such systems can be described as a set of shared resources and a set of products. The
products utilize the resources in order to be manipulated according to a certain specification.
This product specification consists of a set of operations that are to be executed in a cer-
tain order by specific resources. Thisresultsin adesired product route through the resource
system, and hence the product specification is also called a routing specification. The pro-
cess algebra Petri net (PPN) formalism, i.e. a combination of Petri nets and process algebra,
implies efficient and less complex models for routing specifications compared to PNs and
automata descriptions. The aim of this paper isto show how the PPN language, can be used
in order to ssimplify the specification of desired routes of the chemical batch process.

1 Introduction

Due to the high costs of modifying and changing system implementations, the ability to
model and simulate systems before they are implemented is becoming more and more im-
portant. The focus in this paper is on concurrent systems that may be modelled as discrete
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event systems (DES) (Cassandras and Lafortune 1999), especially routing and resource allo-
cation systems (A kesson 2002). Such systems may be described as a set of shared resources
and a set of products. The products utilize the resourcesin order to be manipulated according
to a certain specification. This product specification consists of a set of operationsthat areto
be executed in a certain order by specific resources. The first operation has to be performed
in one resource and the second one in another resource etc. Thisresultsin a desired prod-
uct route through the resource system, and hence the product specification is also called a
routing specification.

In order to synchronize the product utilization of the shared resources available, a su-
pervisor isrequired. This supervisor isautomatically constructed and adapted to the current
resource/routing information. From a user point of view the basic ideais that the products
are to route themselves through the resource system. In this perspective the supervisor only
prevents the products from visiting undesirable states.

The present paper uses a high level language called process algebra Petri nets (PPN),
presented in (Falkman and Lennartson 2005a), in order to simplify the specification of de-
sired routes. Thisisnot afirst attempt at combining Petri nets and process algebra. Previous
examples are, for instance; PAN (process algebraand Petri nets) (Mayr 1997) and Petri nets,
process algebras and concurrent programming languages, (Best et al. 1998, Best et a. 2002).
These languages focus on the introduction of Petri net concepts in process algebra. Methods
have also been developed in order to represent process algebra programs by Petri nets e.g.,
(Rondogiannis and Cheng 1994, Olderog 1987). A combination of process algebra and Petri
nets that focuses on parallel composition has al so been defined for the specification and syn-
thesis of asynchronouscircuits, (Penaand Cortadella1996). Another language that combines
Petri nets and process algebrais given in (Basten 1998) where the focusis on a method sup-
porting compositional design. The present paper shows how Petri nets and process algebra
can be combined in order to achieve amodelling language that uses the graphical advantages
from Petri nets and the powerful modelling features from process algebra. Hence, the focus
ison the introduction of process algebra constructsin Petri nets instead of the opposite.

Previous work has defined the PPN language in detail (Falkman and Lennartson 2005a)
and itsrelation to the international standard for information exchange STEP has been shown
in (Falkman et al. 2004). It has aso been shown how PPN specifications can be formally
converted into finite state automata in (Falkman and Lennartson 2005b). The aim of the
present work isto show how the PPN language can be utilized in order to simplify the spec-
ification of desired routes of a chemical batch process. The following batch plant example
will be used and developed throughout the paper to illustrate the presented ideas.

Example 12 — The batch plant
We start with the batch plant shown in Fig. 1. It consists of twelve processors, three
supply tanks (77 to T3) containing raw materials M, M, and M3, respectively, three reactors
(P19 to Psy), two separation filters (P», and P»3), and the four storage tanks (Psy to Pyg). It is
assumed that all outlets of the supply tanks can be used simultaneously. A pipeline system
equipped with eighteen valves V; to Vg connects these processors.
O

The process algebra Petri net (PPN) language is described in Section 2, after that gen-
eral models for resources and routing specifications are given in Section 3. Split and join
operations are introduced in Section 4 and alarger exampleis givenin Section 5.
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Figure 1. A batch Plant.

2 Process algebra Petri net (PPN)

In order to achieve a high level formalism for creating the routing specification, a language
which combines ordinary labelled safe Petri nets (PNs) and process algebra will be used.
The suggested formalism called process algebra Petri net (PPN), introduced in (Falkman
and Lennartson 2005a), uses the graphical representations of Petri nets and the compact
representations of process algebra in order to realize a language that may deliver concise
descriptions of complex systems. In this section a brief description of some of the operators
defined for the PPN languageisgiven. A method is also presented which allows usto restrict
when a process may execute. Thisis very useful when modelling split and join processesin
Section 4.

A more formal definition of the PPN language is given in (Falkman and Lennartson
2005a). Operator laws together with the relation between the PPN models and PNs are
also given. A mapping method and an algorithm to automatically convert PPN models into
finite state automata (FSA) (Hopcroft et a. 2001) are given in (Falkman and Lennartson
2005b). Earlier versions of the suggested language can also be found in (Falkman et a.
2001, Falkman and Lennartson 2001). A selection of the operators, defined in the PPN
language, are used in this paper and these are presented in Table I11.1.

2.1 Alternative

The alternative between three processes P, = a, P, = b — ¢, and P; = d — e ismodelled
in Fig. 2 both as PPNs and PN.

2.2 Synchronization

The synchronization operator & implies that one or more processes are to synchronize their
first and last events respectively. Similar ideas for event synchronization can be found in
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Table111.1: Operators and restriction expressions in the PPN language.

Operator Description

P — P Process P, followed by process P,

P+ P Alternative choice between P, and P,

P &P, The start and end of P, and P, is synchronized

U{Py,...,P,} | Parallel executionof P, P, ..., P,

Restriction State(s)

[P] Initial state in process P

[P] All states except the initial state

P [P] P, executed when P; isin itsinitial state
[

PP A E] P, executed when P isinitsinitial state while Ps isnot

n Pt P
P+ Py+ Py P Xp, XP; Ya Xb d
. S’
e
p
(b)

c
(@ (©)

Figure 2: The process P = P, + P, + P; givenin (a) and (b) as PPN modelsand in (c) asa
PNwhere P, =a, Po=b— c,and P, = d — e.

(Arnold 1994). The processes are not synchronized by common events, which is the oppo-
site to Hoare's full synchronous composition (Hoare 1985). If a synchronized process only
involves an atomic process, then this will be synchronized with the first event of the other
synchronized processes, and then taking no part in the synchronization of the last events.
The explicit synchronization of two processes P = P& P, where P, =aand P, = b — cis
demonstrated in Fig. 3.

2.3 Pardld
The expression P = 1{Py, ..., P,} denotes a process P, which executes all processes P,

in paralel. If processes have common events these events have to be synchronized. The
operator I is an extension of Hoares full synchronous composition (FSC) (Hoare 1985),
involving the explicit process synchronization operator &.

Two processes, P; = a&c—b and P; = c&e—d, have one common event ¢. These
processes are to be executed in parallel (as shown in Fig. 4). The synchronized event a&c in
process Py isrequired to occur at the sametime as the synchronized event c&e in Ps.
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Figure 3: The process P = P& P, givenin () and (b) as PPN models using the processes
Plzaandszb—>c.
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Figure 4: The process P = I{Ps, P;} given in (&) as a PPN model and in (b) as a PN
(including synchronized events).

3 Resources and routing specifications

In this section a formal description of the different building blocks in a resource alocation
system is presented. These building blocks are a set of resource models (representing the
plant), a set of routing specifications, and a supervisor which synchronizes the individual
products utilization of the shared resources.

We assume in this paper the plant to consist of two generic classes of resources (equip-
ment devices), namely processors (units) and transporting devices. Processors are typically
tanks, reactors, and other container-like units. Transporting devices, on the other hand, have
astheir main task to open and close connections between processors causing and preventing
material flow. Typical examplesare valvesand pumps. In this paper we exemplify processors
with tanks and transporting devices with on/off valves.
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3.1 Routing specification

Every product to be manipulated have its own route through a system. Thisis specified by a
routing specification S; that describes which operations an product are to undergo, in which
order these operations are to be executed, and which resource(s) that may be used for each
individual operation.

3.2 Resources

There are two different resources in our batch plant example, producers and transporters.
Producers are either booked b; or unbooked u!, Fig. 5a, where the index ¢ and i refers to
which resource it is and which routing specification using it. In the rest of this paper it will
be assumed that only a single routing specification is using a specific resource which means
that the index specifying this can be skipped.

Transporters, Fig. 5b, can either be booked b, or closed (blocked) ¢, aswell as unbooked
u} and unblocked 7. It can be blocked in order to guarantee that no other routing specifica-
tion can use the particular resource at the same time. A transporter can be blocked by more
than one routing specification (recipe) cg;. Note that a blocked transporter can be booked by
the same routing specification and vice versa.

@ (b)

Figure 5: (a) Resource model of producers, and (b) resource model of transporters.

3.3 Supervisor

The purpose of the supervisor is to synchronize the products utilization of the common,
availableresources. It isimportant for this utilization to be as efficient as possible. Unneces-
sary restrictions must be avoided, and as much flexibility as possible be given to the system,
without danger of running into blocking states or other forbidden configurations.

Asalfirst step to obtain a supervisor, the parameterized resource models are transformed
based on the current routing specifications. The transformed resource models are synchro-
nized with the routing specifications. Assume that m specifications Sp1, ..., Sp,, are given
which altogether use n resources Ry, . . ., R,,. Then acomplete model of the system isgiven
by applying the parallel operator lon all resource and specification models.
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Then the model

Sp=U{Sp1,...,Spm} (1)

isafirst specification of the desired behavior of the plant

R=1{Ry,...,R,} )

Also note that the specifications .S; run independently of each other, since our modelling
approach implies that the specification alphabets are disunct.
The resulting model give what is called the global specification

S():U{Spl,...,Spm,Rl,...,Rn} (3)

Thisisafirst candidate for a possible supervisor S, and in fact it isamodel of the con-
trolled closed loop system. Thismodel may however be blocking or noncomplete, (Ramadge
and Wonham 1987). The first aspect has to do with liveness and the second one is related to
uncontrollable events, which we do not consider in this paper.

The global specification S, therefore has to be manipulated to result in an appropriate
supervisor. Thisis formally expressed by the operator /3, which removes blocking states
from S, to make it trim. The synthesized supervisor is now expressed as

S:NB(S()):NB(U{Spl,...,Spm,Rl,...,Rn}) (4)

4 Thejoin and split operation

In this section we will introduce two additional building blocks that may be used to model
material transfer in both manufacturing systems and batch processes. These building blocks
are the split and join operation.

A process function

AJ(X,Y,Z) = X[Z] + Y[Z] (5)

with threevariables, X, Y, and Z isintroduced in order to simplify the specification of asyn-
chronous material flows. The three variables are processes and the choice between process
X or process Y isdetermined by the state of process Z, whether itisinitsinitia state or not.

4.1 Joinoperation

The join operation combines two or more material flows. One special case of the join oper-
ation isthe synchronous join. This operation requires that all the joining parts are ready and
al the required resources can be booked.



106 I11. Specification of a Batch Plant

The other extreme is an asynchronous join. Taking the same interpretation as above,
in the asynchronous case neither of the joining parts has to wait for the other in order to
execute. The joining material flows act independently of each other and are synchronized
after the joined material flows has finished. The asynchronous join is more complex to
model, because all the material flows that are to be joined together can not book the same
resources. Therefore it is necessary that the model restricts the booking of the required
resources so that each resource is only booked once.

Py E i P
v * Vs $V7
—bd t——<t /.
V) % 1V
i Py
Ol&AJ(B],BQ,OQ) ? OQ&AJ(BS,B4,01)

Figure 6: Asynchronous join given as a PPN model with booking processes given in Ta-
ble 111.2. Note that, a join operation involves only one recipe S and S can therefore first
block a valve and then book it, see Fig. 5.

In Fig. 6 a PPN model with two operations O, and O is given. The required resources
for each operation is listed in Table I11.2. A resource can only be booked once and it is
therefore necessary to specify so that this is guarantied. It is done by using two booking
processes for each operation cf. Table 111.2. The operation that start its execution first book
all the required resources for that operation. When the second operation starts its execution
it only books the additional resources that are not already booked. Thisis controlled using
the process function in (5).

Note that apart from the valves and tanks that are booked, it is necessary for the recipe
to close (block) somevalvesin order to secure the path through the plant. Parenthesis around
the required resource in Table I11.2 specifies that it need to be blocked. The blocking events
isdenoted ¢;.
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Table 111.2: Required resources for operation O; and O, for asynchronous join.

Operations Required resources
Ol P87P107<‘/2)7‘/37‘/47<‘/5>7V7
02 P97P107<‘/3)7‘/47‘/57<‘/6>7‘/8

Booking processes

B = bg&blo&Cl&bQ&bg&C4&b6
By = b8&01&04&b6
B3 = bg&blo&CQ&bg&b4&C5&b7

By = by&co&cs&by

4.2 Split operation

The split operation separates two or more materia flows. In the same way as for the join
operation there are two special casesfor the split operation. Thefirst isthe synchronous split
operation, which requires that al the involved parts are ready and all the required resources
can be booked or blocked.

The other extreme is an asynchronous split. Taking the same interpretation as above,
in the synchronous case neither of the involved parts has to wait for the other in order to
execute. The separated material flows act independently of each other and are synchronized
after the separated material flows has finished. In the same way as for the asynchronous
join it is necessary to control so that only the first of the materia flows books the common
resources.

In Fig. 7 tank Py and Py, are to be filled with the material from a third tank Ps. If it
is not required that both tank Py and P, are filled at the same time it can be modelled as
an asynchronous split. If for instance tank Ps and P, are ready together with the necessary
valvesbut tank P, isoccupied then tank Py and P, can be booked together with the involved
valvesin order to start filling tank Py. When tank P, becomes ready it is booked together
with the valves that are needed except for those valves that are already booked.

In Fig. 7 the PPN model for the asynchronous split operation is presented together with
the two operations O, and O,. The required resources for each operation are listed in Ta-
blelll.3.

5 Tank example

Two products with recipes S; and .S, will be produced in the plant givenin Fig. 12. Recipe
S, describes two alternative paths throw the plant. The raw materials M; and M, in T, and
Tog respectively, are first combined into either reactor P or P»;. This combination needs
to be synchronized in order to keep the concentration level of the mixture kept between
certain boundaries. After this the content of P9 or P, is emptied into the adjacent filter
P, and P,3 respectively. The content is then separated into Tss and P,y or P,;. Recipe Sy
combinesraw materials M5 and M5 into reactor Py,. M, and M5 can befilled into the reactor



108 I11. Specification of a Batch Plant

*D
E PS
v %VS v
—pd <t > D
Va Vi

—
|

Ol&AJ(Bl, Bz, 02

) —él— 5 Oz&AJ(Bl,Bz,Oz)

Figure 7: Asynchronous split given asa PPN model with booking modelsgivenin Tablelll.3.

independently. The content in Py isthen dumped into either storage tank Pos OF Pag.

Table 111.4 and Table 111.5 show al the required resources for each operation in .S; and
Sy respectively. Observe that supply tanks do not need to be booked or unbooked. The
reactors have the ssmple resource model with only two states for each routing specification
asin Fig. 5a. The valves are modelled as in Fig. 5b and can be both booked and blocked
fromtheinitial state. It isrequired to create booking and unbooking processes that explicitly
declare if avalveisto be booked or blocked for a specific operation. Note that the booking
and unbooking processes are automatically generated from the list of required resources, B;
and U; cf. Tablelll.2.

Recipe S; isin Fig. 8 modelled with six operations O; ... Og one for each material

Table 111.3: Required resources for operation O, and O, for asynchronous split.
Operations Required resources

Ol P87P97(‘/2)7‘/37‘/217(‘/}))7V7
02 P87P107<‘/3)7‘/47‘/57<‘/6>7‘/8

Booking processes

Bl = bg&bg&Cl&bz&bg&C4&b6
BQ = bg&Cl&bQ&bﬁ&C4
Bg = bg&blo&CQ&bg&b4&C5&b7

B4 = blo&Cz&b4&C5&b7
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transfer. The merging of material from the supply tanksin thisrecipeis synchronous since it
requires that both material flows are available before any transfer can occur. Thefirst choice
creates two separate paths in the batch plant and it is natural to model this as an alternative
between two sequences of operations, O;—03—0; and O,—0,— 0. Every transition
in the PPN is modelled with the specific operation together with booking processes for all
required resources. Each transition expression involve the booking of the resources required
for the particular operation as well as the unbooking of the resources when the operation has
completed its execution. In that a few resources are required for the following operations
and are not included in the unbooking process.

Table 111.4: Required resources for each operation, O; - Oy given for routing specification
S7. Resources within bars are only required to be blocked cf. Fig. 5b.

Operation  Required resources

Oy P, Vi, Vo, Vi, Va, (Vs), (Vio)

Oy Py, Vi, Va, Vi, V5, Ve, Vg, (Va), (Va), (Va), (Va2)
Os Py, Py, Vig, (Viz, (Vis))

O, Py, P5, V12, (Via), (Vig)

Os Py, Ps, Vi3, Vis, (Vi)

Os P, Py, Via, Vig, (Vi3)

Booking process

Bi = b1g&bi&by&by&br&cs&cyg

By = by &b &by & bi& bs & bg & bg& C3& Cr8& & C1o
B3 = by &big&ciz&css

By = bag&ebia, C14, C18

Bs = byy&biz&bis&ciy

Bg = bog&brg&big&cys

Unbooking process

Ul = U1 & U & Ut & U7 & T5& T

Us = U1 & U & Ug & U5 & Ug& Ug& T3 & T7 & T8 & T2
Us = u1g&u10&T13& 715

Uy = ug1 &2, 714,718

Us = U & Ups & U 3& U 5&T 14

Us = U3 & Ugp& U4 & U18& T3

Recipe S, in Fig. 9 is modelled with three operations O, O,, and O3. Operations O,
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Sy
01&B1—U; O5& By—Us
03& Bs—Us; O41&Bs—Uy
O5&Bs—Us Og&Bg—Ug

i

Figure 8: Recipe S; given asa PPN model with booking/unbooking processescf. Tablelll.2.

and O, can be executed in parallel since M, and M3 can be transferred independently. This
results in an asynchronous join and places high demands on how the resources are booked,
which is described in Section 4. The last operation O3 dumps the material in either of two
storage tanks. Due to the asynchronous join in this specification it is necessary to use two
booking and two unbooking processes for each operation, cf. Section 4.1. Observe that the
unboking of the resources is also restricted in Fig. 9. This is important because it would
otherwise be possible to unbook resources that are still required by another operation. In
Fig. 9 every transition in the PPN is modelled with the specific operation, O, O,, and O3
together with booking processes for all required resources.

01&AJ(B1, B2,03) O2&AJ(B3, B4, 01)

AJ (U1, Uz, 02) AJ(Us, Uy, O1)

O3&Bs—P}&Us

A o

Figure 9: Recipe S, given as a PPN model using process functions for asynchronous join
and with booking/unbooking processes cf. Tablel11.3.
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Table I11.5: Required resources for each operation given for routing specification S;. Re-
sources within bars are only required to be blocked cf. Fig. 5b.

Operation  Required resources

Ol PQ;%;‘/E)u‘/éu(‘/;l)?(%)?(‘/ll)
02 PQ:‘/Ba‘/fia‘/Sa(‘/f))a(‘/Q)v(‘/ll)
02 P27P77‘/117‘/167(‘/17) or P27P87‘/117‘/177 (‘/16)

Booking processes

B = byg&by&bs&bg&ca&cgécyy
By = by&ebs&cy
B3 = byg&bs&bg&bg&cs&cgéecyy
By = bs&bg&cy

By = bas &by &big&cyz + bag& by &biz&ecip

Unbooking processes

Ul = Ugp& U & Us & U& T4 & T6& T 1
Us; = ug&us&ry
Us = Uop&U3&Ug& Ug& T5& To& 11
U, = us&ug&ryg

Us = Ugs& U1 & U 6&T17 + Uge& Ut  &UI7&T 16
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6 Conclusion

Specifications of resource alocation systems tend to become very complex for large sys-
tems. The present work suggested away of dealing with specification of complex systemsin
amore efficient manner, by the use of a specification formalism called PPN. By combining
the graphical advantages of PNs with the compactness of process algebra we achieve afor-
malism, which is able to deliver specifications of resource allocation systems that are both
concise and easily interpreted.

More specifically, the present paper has specified high level routing specifications for
products to be produced in a chemical batch plant. It is also made evident how parts of a
specification may be more ideally suited for either PN or process algebra expressions. Based
on the created specifications a supervisor may also be synthesized, which synchronizes the
utilization of available resources.

The language is illustrated for different combinations of multiple and alternative re-
source allocation systems, especialy for a batch process problem that follows throughout
the paper, where process operators such as synchronization and alternative and restriction
expressions are shown to be very useful.

References

Akesson, K. (2002). Methods and tools in supervisory control theory, Phd thesis, Control
and Automation Laboratory, Chalmers University of Technology, Goteborg, Sweden.
Technical report 431.

Arnold, A. (1994). Finite Transition Systems: Semantics of Communicating Systems, In-
ternational Seriesin Computer Science, Prentice—Hall International, Englewood Cliffs,
NJ.

Basten, T. (1998). In Terms of Nets:System Design with Petri Nets and Process Algebra, PhD
thesis, Eindhoven University of Technology, Eindhoven, The Netherlands.

Best, E., Devillers, R. and Koutny, M. (1998). Petri nets, process algebras and concurent
programming languages, Proc of ICM’98, Berlin, Germany.

Best, E., Devillers, R. and Koutny, M. (2002). The box algebra = petri nets + process ex-
pressions, Information and Computation (178): 44-100.

Cassandras, C. and Lafortune, S. (1999). Introduction to Discrete Event Systems, Kluwer
Academic Publishers.

Falkman, P. and Lennartson, B. (2001). Combined process algebra and petri nets for speci-
fication of resource booking problems, 2001 IEEE American Control Conference, Ar-
lington, VA, USA.

Falkman, P. and Lennartson, B. (2005a). A high level specification language based on pro-
cess algebraand petri nets, To be submitted to Transactions on Automation Science and
Engineering .



References 113

Falkman, P. and Lennartson, B. (2005b). Using a high level language for verification and
control synthesisof discrete event systems, Submitted to Transaction on Control System
Technology .

Falkman, P, Lennartson, B. and Tittus, M. (2001). Modeling and specification of discrete
event systems using combined process algebra, Proc. of 2001 IEEE/ASME Advanced
Intelligent Mecatronics, COMO, Italy.

Falkman, P, Nielsen, J. and Lennartson, B. (2004). A method for automated generation of
discrete event systems from step ap214 for process planning and control, Submitted to
Journal of Manufacturing Systems .

Hoare, C. (1985). Communicating Sequential Processes, International Series in Computer
Science, Prentice-Hall International, Englewood Cliffs, NJ.

Hopcroft, J., Motwani, R. and Ullman, J. (2001). Introduction to Automata Theory, Lan-
guages and Computation, 2nd ed. edn, Addison-Wesley Series in Computer Science,
Addison-Wesley.

Mayr, R. (1997). Combining petri nets and pa-processes, Theoretical Aspects of Com-
puter Software (TACS’97), volume 1281 of Lecture Notes in Computer Science, Sendali,

Japan.

Olderog, E.-R. (1987). Petri nets and algebraic calculi of processes, Advances in Petri Nets,
266 of Lecture Notes in Computer Science, Springer-Verlag, Berlin, Germany pp. 196—
223.

Pena, M. and Cortadella, J. (1996). Combining process algebras and petri nets for the spec-
ification and systethis of asynchronious circuits, Proc of International Symposium on
Advanced Research in Asynchronous Circuits and Systems, Fucushima, Japan.

Ramadge, P. and Wonham, W. (1987). Supervisory control of a class of discrete event pro-
cesses, SIAM J. Control Optim. 25(1): 206-230.

Rondogiannis, P. and Cheng, M. (1994). Petri-net-based analysis of process algebra pro-
grams, Elsevier Science Publisher B.P., Science of Computer Programming pp. 55-89.






paper iv

generation of ppns for control purposes

In: Journal of Systemics, Cybernetics and Informatics, Vol 1, Number 5. :

Automatic Generation of Object Models
for Process Planning and Control Purposes
using an International standard for
Information Exchange

P. Falkman' and J. Nielsen* and B. Lennartson'
Control and Automation Laboratory
Chalmers University of Technology

*Department of Precision Machinery Engineering
The University of Tokyo Hongo 7-3-1

In this paper a formal mapping between static information models and dynamic models is
presented. The static information models are given according to an international standard for
product, process and resource information exchange, (SO 10303-214). The dynamic models
are described as Discrete Event Systems. The product, process and resource information is
automatically converted into product routes and used for simulation, controller synthesisand
verification. A high level language, combining Petri nets and process algebra, is presented
and used for specification of desired routes. A main implication of the presented method is
that it enables the reuse of process information when creating dynamic models for process
control. This method also enables simulation and verification to be conducted early in the
development chain.
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1 Introduction

In order to be competitive, engineering companies of today have to be flexible and responsive
to rapidly changing market needs. For this reason, it isimportant for companies to decrease
the time to market while still maintaining or increasing product quality, al at alow cost. A
step towards decreasing the time to market is a more efficient information exchange between
product and manufacturing systems design.

Making the information exchange more efficient means that information about prod-
uct design solutions becomes instantly available to engineers involved in the manufacturing
system design. More concretely a process planner will start the documentation of how to
manufacture a product based on preliminary design solutions already during the product de-
sign. If information can be made instantly available to engineers, the iteration cycle between
product and manufacturing systems design can aso be made shorter.

This process documentation will be used as a base for simulating how the introduction
of anew product will affect an existing, or new, manufacturing system. The outcome of the
simulation will influence the final design solution of the product aswell asthe manufacturing
system. The created dynamic models will, in addition to this, also be used for verification
and automatic controller synthesis.

This paper focuses on verification and automatic controller synthesis. The controller
synthesis includes two levels of control descriptions. First, the resource allocation system
and second, a more detailed control of specific applications, e.g. control of arobot cell. In
the resource allocation system a number of products utilize a number of shared resources
which are to be booked and unbooked. A high level language intended to simplify the speci-
fication of desired routesis presented here. This modelling language combines Petri nets and
process algebrain order to achieve compact representations of the product routes. The more
detailed control descriptions involves specific control for each resource and can be seen as
a decomposition from the higher level resource allocation system which is not dealt with in
this paper. The focusin this paper is, however, on the resource allocation system.

The process plan defines process information as a set of product, process and resource
characteristics, defining what to produce, and how it should be done. This information can
be created using several different systems, such as CAD-systems, Robot simulation and Off-
Line Programming (OLP) systems.

In order to automatically generate dynamic process modelsfor process control purposes,
a mapping is necessary. This mapping should define the relationship between the static
information and the dynamic process models.

Much research has already been conducted on information and discrete event modelling,
e.g. (Schenk and Wilson 1994), (Scheller 1990), and (Eversheim et al. 1991) discussing in-
formation modelling and (Cassandras and Lafortune 1999), (Hoare 1985), and (Ramadge
and Wonham 1987) discussing discrete event modeling. However, little has been investi-
gated concerning the connection between information and dynamic models, i.e. how an
information structure could be mapped to the dynamic structure of a process plan. The pur-
pose of this paper therefore is threefold: first to capture the requirements of the information
structure, second to capture the requirements of the dynamic structure, and third to show
how the mapping between the information and dynamic structure could be realized.

The information structure is given according to the | SO10303-214 or the STEP-standard
(STandard for Exchange of Product model data). The mapping has been achieved by ana-
lyzing the information structure, (1ISO 10303-214), and the dynamic structure, (the MPPN-
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model) which was introduced in (Falkman and Lennartson 2001), to gain knowledge of the
semantics of their respective objects and structures. The gained knowledge has then been
synthesized to result in the semi-formally defined mapping model. Finally, the result has
been validated using a case study at Scania Oskarshamn, Sweden. This has been done by
populating the | SO 10303-214 model with datafrom the Scania case, and then implementing
the mapping method in order to automatically create an MPPN-model based on the Scania
data. The caseis presented below and devel oped throughout the paper.

Example 13 — A robot cell in a Scania factory The robot cell shown in Figure 1 consists
of six resources, arobot R, agripper GG, awelding machine 1, two output buffers B; and
By, aninput buffer 7, an operator O, and two fixtures left F'L and right F'R.

G = Gripper.

| = Input buffer.

O1 = Output buffer 1.

02 = Output buffer 2.

R = Robot.

SWG = Stationary weld gun.
WG = Weld gun.

S = Stand for G and WG.

FL = Fixture Left.

FR = Fixture Right.

Figure 1: A manufacturing cell.

The Scaniarobot cell involvestwo main processes, StationaryWelding and Robot\Welding.

StationaryWelding As input to the robot cell there are geometrically welded plates placed
on the turn table. StationaryWelding involves three sub-processes: Get, robot and gripper is
used to get workpiece from instation. Weld, robot, gripper, and stationary weld gun is used
to weld approximately 30 weld spots. Put, robot and gripper is used to put the workpiece in
outstation O1 or O2.

RobotWelding Asinput to the robot cell an operator places the geometrically welded plates
in one of two fixtures. RobotWelding also involves three sub-processes: The first is Place
and involves an operator placing a workpiece on either the right or the left fixture. The
second is Weld where the robot, the weld gun, and one of the fixtures LF or RF' is used to
weld about 30 weld spots and finally the third and final process Put where the robot together
with the gripper is used for putting the workpiece in outstation O1 or O2.

O

In the following two sections an introduction to both the MPPN modelling language and the
SO 10303-214 standard is presented. In addition to thisacomparison between the static and
dynamic models is made with respect to the product, process, and manufacturing resource
(PPR) representation in both MPPN and I SO 10303-214 (AP214).
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2 Mixed Process algebra Petri Net

The MPPN language combines Petri nets and process algebra in order to create product
specifications. The MPPN language uses process operators for alternative, synchronization
in order to realize compact specifications.

Process operators

The transition between two Petri net places in an MPPN is a process P. A process P =
a; — P; describes that, first the event a; occurs, then it behaves like a process P;.

Alternative The alternative operator + specifies that there is a choice between two pro-
cesses. Let two processes be defined as P = a; — P, and Q = b, — ;. Then an alternative
between these two processes is described as

P+Q=a— P |b— (D

using Hoare's (Hoare 1985) choice symbol |. Thisimplies that either event a; occurs fol-
lowed by process P; or event b, occurs followed by process ;.

Synchronization The nonstandard synchronization operator & implies that one or more
processes are to be synchronized, with no respect to common events, and executed in parallel.
Similar ideas for event synchronization can be found in (Arnold 1994). Again, consider two
processes P =a; — P, and Q = b; — Q1. The synchronization operator & can be described
as

P&Q = al&bl - Pl&Ql (2)

This means that a; in P occurs at the same time as b; in Q. This synchronized event is
denoted a,&0b;. The synchronization operator & is useful when flexibility and reusability is
desired.

1

Parallel processes Parallel processes are defined using the Petri net constructs instead of
introducing a parallel process operator. Thisis done in order to preserve a good graphical
presentation of the modelled system. In Figure 2 there are two processes P and () which are
to be executed in parallel.

Product M odel

The dynamic model of a product is the process model that will be described in the next
section. However, the static information for a product, e.g. product id, may, in the MPPN
model, be assigned to a token. The number of tokens control the number of products manu-
factured and the number of productsor product partsthat are allowed in to the manufacturing
system at the same time. Note that this may involve colored Petri nets but this extension is
not emphasized in this paper.

1The synchronization operator is redefined in the PPN language (Falkman and Lennartson 2005a).
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Figure 2: Two processes P and () are executed in paralel.

Process M odel

The resource allocation system involves a set of products that share a set of resources within
amanufacturing system. To ensure that only one product at atimeisusing a specific resource
it is necessary for each resource to be booked by a specific product. It is also important to
control that there are no blocking or deadlock states. A routing specification specifies a
products route through a resource system and may be described on two levels.

¢ ahigh level routing specification (HRS) that describes which processes an object are
to undergo, in which order these processes are to be executed, and which resource(s)
that may be used for each individual process.

e abooking and unbooking specification, which describes on a more detailed level how
the shared resources are to be booked and unbooked, based on the HRS, to obtain the
desired route through the resource system.

Process Operation (PO) In the resource alocation system the transition between two
places in the HRS is a process operation (PO). A PO involves two processes, a booking
process B and an unbooking process U. A booking and unbooking model is automatically
created given an HRS.

Example 14 — Robot cell An HRS to the left in Figure 3 specifies the three processes
involved for the StationaryWelding, in the robot cell example. The first PO requires three
resources. the robot R, the gripper G and the In-station /. The second resource requires the
robot R, the gripper G and the weld gun W G. To the right in Figure 3 is described on a
more detailed level how the resources involved are to be booked and unbooked. Note that

resources that are required in several operations are not unbooked.
O

Manufacturing System Model

A model of the manufacturing system, for the resource booking system, is created by syn-
chronizing all of the involved resource models.
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S1
PO1 (R&G&I) %b}%&bc&b;

FOAo 2

PO2 (R&G&WG) = bwadeug

PO3 (R&G& (01 + 02))  ==(bo1 + bo2)&uwc

OO

up&ucduwa&(uor + vo2)

4O O

O

Figure 3: A routing specification is given as an HRS to the left and a booking and unbooking
specification to the right. Note that resources that are required in more than one operation in
arow are not unbooked.

3 The STEP AP214 Model

In this section the product, process, and manufacturing resource (PPR) representation in
SO 10303-214 (AP214) will be described. The objective is to describe where to find the
information needed to generate the MPPN-model. Before the PPR-model is described a
brief introduction to SO 10303 (STEP) and the EXPRESS language will be given.

ISO 10303 STEP is an international standard that “provides a representation of product
information along with the necessary mechanisms and definitions to enable product data to
be exchanged” (TC184/SC4 1994). The term exchange should here be interpreted as the
exchange of data between computer systems in environments associated with the complete
life-cycle of a product, including manufacturing.

The standard consists of different parts, called application protocols, that define the
scope, context, and information requirementsfor a particular application, e.g. the automotive
industry (AP214), or electrical design and installation (AP212).

EXPRESS language The EXPRESS language is a formally specified and structured lan-
guage (Schenck and Wilson 1994) used to define the application interpreted modelsin STEP.
The EXPRESS is an earlier and more general alternative to UML. The basic constructs of
EXPRESS or EXPRESS-G (a graphical subset of EXPRESS) is the entity and the attribute.
An entity issimilar to an object in object-oriented programming.

Graphicaly, in EXPRESS-G, an entity is represented as a box with a name written in
it. Attributes are represented by a line ending with a small circle, showing the direction of
the relationship. They are labelled with the name of the attribute as well as any cardinality
constraints. A dashed line represents an optional attribute, whereas a thick line represents a
supertype-subtype relationship, i.e. the same as inheritance in object-oriented programming.

Product Model

The most important product entities in AP214 is the item (i) and item_version (iv). These
are the holders of product meta-data, such as identifiers, version data, classification data and
much more.
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Process M odel

The process model in AP214, cf. Figure 4, has a central role in the generation of the MPPN-
model. It is the holder of all the necessary process information, such as plan identifier,
rel ationshi ps between processes etc.

T O STRING
proce$_ o name .............. : B U(’%_
plan O vergon
pln | "; ¥
' relating FOCESs_operation
é%(r:gﬁ%n_ O 8 curren g_
otcurrence O relaied ation
o e%tlon relatlon_type
deflnltlon
| process._type
ruc,e:h version_id O
§ nmon ............................ '® STRING
id \
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............. P TRRITEPRTR
.................. d@cnpnon

Figure 4. Representation of process datain AP214.

The process model consists of a structure to hold meta-data about a process plan. This
structure is identified by the process_plan (pp) and process_plan_version (ppv) in Figure 4.
A process_plan, consists of one or more processes represented by the process_operation _
occurrence (poo). The process_operation_occurrence represents the occurrence of a pro-
cess in a process plan. More specifically, it represents the occurrence of a definition of a
process, the process_operation_definition (pod). This mechanism enables the reuse of a def-
inition in several different places in a process plan as well as in severa different process
plans and thus, different versions of a plan can reuse definitions that have not been changed
from a former version. For instance, alternative resource for the same operation would be
represented by the same definition but with different resources assigned to different pro-
cess_operation_occurrences al representing the same definition.

The structure of the process plan is represented on the process_operation_occurrence
level, i.e. the level where sequence, alternative, ssmultaneity, and substitution relationships
between processes are represented. Thisrelationshipisrepresented by the process_operation
occurrence_relationship (poor) where the attribute relation_type holds the type of relation-
ship. The attribute relating pointsin the direction of the process_operation_occurrence prior
to the process_operation_occurrence pointed out by the attribute related.

Manufacturing System Model

Manufacturing resources can be represented in several different ways in AP214, depending
on the level of detail and the design life cycle stage.
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Thessingle_instance and physical_instance are both instances of an abstract representation of
a manufacturing resource (item), but there is one significant difference. The single_instance
represents an occurrence of atype of manufacturing resource whereas the physical _instance
represents a physical resource on the shop floor. Thus the single_instance is better used for
planning purposes before a physical resource exists and the physical_instance is better used
when there already exists a physical resource.

4 Mapping of AP214 into MPPN

In this section a description of the relationship between AP214 and the MPPN product,
process and manufacturing system modelsis given. Examples are givenin order to illustrate
the mapping of the static description of the product to be manufactured into a dynamic model
using the graphical notation of both descriptions. The actual algorithm is not shown mainly
due to lack of space. A ssimplified algorithm is given in (Falkman, Nielsen and Lennartson
2002).

Product

For the purpose of creating a product in the MPPN-model only a product identifier is needed.
The product identifier is represented by the item_version.id in AP214. Thisidentifier will be
assigned to the token in MPPN which implies a colored extension of the MPPN. The product
identifier isrelated to process information viathe process_plan.produced output.

Manufacturing system

The attributes of the manufacturing resources that are needed in order to generate a MPPN-
model are the single_instance.id and physical _ instance.serial number.

Process

Process information needed in order to create an MPPN-model is process_plan.id, process
_operation_occurrence.id, process_operation_definition.id, and information about relation-
ships between processes. Table 1V.1 describes the use of AP214 process model information
when creating an MPPN-model.

AP214 Information MPPN-model

Plan (pp) identifier Routing specification identifier

Occurrence (poo) identifier | Petri net place (pnp) identifier

Definition (pod) identifier | Process operator (PO) identifier

Relationship (poor) type Net structure

Table 1V.1: The use of AP214 information when creating a MPPN-model.
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The differences between product_operation_definition and product_operation_occurrence are
severa but the most important onein this paper isthat the product operation definition gives
ageneral description of what an operation involves, whereas the product_operation_occurence
describes on amore detailed level which resource to use in a specific operation. For instance,
aproduct_operation_definition may be executed by two different product_operation occurences
in that that they use different resources. In the MPPN model a process that only differsin
which resource they require is regarded as the same process operation. This meansthat it is
natural to use the product_operation_ definition identification when translating into MPPNSs.

Alternative resources

In an earlier phase of this project alternative resources has already been implemented. In
the STEP standard alternative resource is represented by process_operation_occurences that
refers to the same process_operation _definition and also refers to each other with the pro-
cess_operation_occurence_relationship attribute relation type equal to’ aternative’, cf Figure
4. In the MPPN the alternative resource is represented by a number of alternative resources
in the transition equation, cf 5.

id id
o— S
'poo_a poo "poo_by
odef rtype odef T p0d1 ( R, + Rj)
od
P —ia—o ’pOdl’ O
(@ (b)

Figure 5: Alternative process given as a High Level Routing specification (b) and an in-
stantiated STEP AP214-model (a). Thisis aternative processes in the STEP standard with
process_operation_occurences refereing to the same process_operation _definition. Each pro-
cess_operation_occurence relates to one resource each R; and R,

In figure 5(a) a small part of a populated STEP mode is represented. There are two pro-
cess_operation_occurences, with respective id 'poo_a and 'poo_b’, which refers to each
other with the relation_type attribute’ alternative’. Both of the process_operation_occurences
also refer to the same process_operation_definition pod;. This implies that the same op-
eration is being executed by both process_operation_occurences, however these two pro-
cess_operation_occurences are referring to different resources which is not shown in Figure
5(a). In Figure 5(b) an HRS is described showing the use of the + operator for representation
of the resource choice.

Alternative processes

Alternative, or split, differsfrom the earlier mentioned alternative resourcein that itin STEP
are process_operation_occurences that refer to each other with the process_operation_ oc-
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curence_relationship with the attribute relation _type equal to’ alternative’, cf Figure 4, but the
different process_operation_occurences do not refer to the same process_operation definition.
Thisresultsin a split of the sequence in the MPPN in to two or more separate branches, cf
Figure 6.

pod; pods

@ ()

Figure 6: Alternative process given as a High Level Routing specification (b) and an instan-
tiated STEP AP214-model (a). Note that thisis different from alternative resources which in
STEP isdescribed by the fact that the involved processes are refereing to the same definition.

Parallel

Parallel processes are described in the MPPN in the same manner asin ordinary Petri Nets,
c.f. Figure 2. In step this is modelled as two or more process_operation_occurences that
refer to each other with the process_operation_occurence_relationship with the attribute re-
lation_type equal to’parallel’, cf Figure 4.

S

poo

ing

odef

rtype
pody pods

pod

@ (b)

Figure 7: Parallel process given asaHigh Level Routing specification (b) and an instantiated
STEP AP214-model (a).

Example 15 — Robot cell In Figure 8 shows how the StationaryWleding process in the
Scania robot cell may be modelled with STEP. The same process is in Figure 9 described
using the High level part of the MPPN language. As can be seen in Figure 8 there are
four process_operation_occurences and only three process_operation _definitions. Two pro-
cess_operation_occurences are referring to each other with the relation type ’aternative’.
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odef

id id , ,
0 'pod

g pod pod ' pody’ pod Pods

*pod;’ o )

Figure 8. Instantiated example of the StationaryWelding process of the Scania robot
cell given as a simplified instantiated STEP AP214 model. Note that the each pro-
cess_operation_occurence relates to one or more resources but for clarity thisisnot shownin
this picture.

Transferring the STEP model in Figure 8 into the MPPN model in Figure 9results in an
MPPN with three operations executed in sequence. The three operations required a set of
resources each and as a consequence of the two process_operation_occurences referring to
the same process_operation definitions exists aternative resources for pod3.

podl (R&G&I)

pod2 (R&G&W Q)

pod3 (R&G& (01 + 02))

O OA-COo 2

Figure 9: A routing specification given as an HRS and describing the StationaryWelding
process of the Scania Robot cell.

O

The presented ideas so far involve only part of all the information needed in order to
control a single cell or awhole plant. There is security information and much more but at
this point we have concentrated on translating flow control information.

5 Conclusions and Future work

The suggested method implies a reliable framework for the exchange of control related in-
formation, which involves resource, product and process information. In addition to this it
delivers the expected information fast, which is crucial when short lead times are required.

One of the main advantages of this method is that it involves, and uses, a well accepted
international standard, STEP AP214, for the exchange of product, process, and resource
related information.
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In future work the entire method will be implemented and applied on a large industry
case.
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The aim of this paper isto show how the international standard STEP-AP214 can be used for
communication and storing of process specifications. Even though there are several software
tools available for the generation of both product- and resource information systems, there
is still alack of tools related to the STEP standard for producing process information, e.g.
sequence of operations and system capabilities for resource allocation. Therefore such atool
is suggested, which makes use of a high level language for discrete event systems (DESS)
based on process algebra and Petri nets. This language, called process algebra Petri net
(PPN), has been devel oped in accordance with the process relations defined in STEP-AP214.
It is specifically shown how process specifications created with the PPN tool can be mapped
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to the STEP AP-214 format. The created DES specifications can be used for information
exchange, simulation, verification as well as automatic controller synthesis.

1 Introduction

In the light of rapidly changing market needs, demands on flexibility and ability to decrease
timeto market, while still maintaining, or preferably increasing, product quality at alow cost,
isbecoming increasingly important. One step towards decreasing time to market isthe use of
a more efficient information exchange between product design and manufacturing systems
design. Making information about product design solutions instantly available to engineers
involved in manufacturing systems design would lead to a much shortened iteration cycle.
More specifically, this would entail a process planner starting the documentation of how
to manufacture a product already during the product design phase, based on preliminary
design solutions. The produced process plan can then be used as a base for simulating how
the introduction of a new product will affect an existing, or new, manufacturing system. The
outcome of that simulation will also influence thefinal design solution of the product, aswell
as the manufacturing system. In more detail the process plan defines process information as
a set of product-, process- and resource characteristics, defining what to produce, and how
to produce it.

The present research, which is a more thorough and complete description of the ideas
presented in (Falkman, Nielsen and Lennartson 2003b), aims at making use of an interna-
tional standard, 1SO10303-214, the application protocol 214 (AP214) of the STEP-standard
(STandard for Exchange of Product model data) (TC184/SC4 2001), for communication and
storing of process specifications. In the beginning STEP AP-214 was devel oped to represent
product information. In recent years, however, it has been extended to include both process-
and resource information as well. Even though there are alot of software tools available for
the generation of both product- and resource information, e.g. PDM systems, CAD systems,
and robot simulation systems, there is still lack of tools for producing process information.
Therefore, such atool is presented in this paper. Thistool makes use of alanguage based on
process algebra and Petri nets, introduced in (Falkman and Lennartson 2001, Falkman and
Lennartson 2005a), for the generation of process-specifications with specia emphasis on
sequence of operations and resource allocation. This high level language for discrete event
systems (DESs), called process algebra Petri net (PPN), has been developed in accordance
with the process relations defined in STEP-AP214. The aim of the present paper is to show
how process specifications created with the PPN tool can be mapped to the extended STEP
AP-214 format. The presented mapping defines the relationship between the information
structure and the DES specification.

Much research has already been conducted both on information modelling, e.g. (Schenk
and Wilson 1994), (Scheller 1990), and (Eversheim et al. 1991), and discrete event mod-
elling, e.g. (Cassandras and Lafortune 1999), (Hoare 1985). However, little has been in-
vestigated concerning the connection between information and DES models, i.e. how an
information structure could be mapped to a discrete event structure of a process plan. The
created DES modelswill be used for automatic controller synthesis.

Controller synthesis includes two levels of control descriptions; the resource allocation
system which takes care of the synchronization of common resources, and a detailed control
of the individual resources. In the resource allocation system a number of products utilize a
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number of shared resources which are to be booked and unbooked. In this paper, the PPN
language is utilized with the intention of simplifying the specification of desired routes. The
detailed control, also specified using the PPN language, involves the specific control of each
resource.

The approach is validated through a case study at Volvo Car Corporation, Torslanda,
Sweden. This is done by creating PPN-specifications based on the Volvo data and then
implementing the mapping method in order to automatically generate an 1SO 10303-214
model. In the following two sections an introduction is given to both the PPN specification
language and the | SO10303-214 standard. In addition to this, a comparison is made between
the information and the discrete event models, with respect to the product, process, and
manufacturing resource representations in both PPN and 1SO10303-214 (AP214).

2 Discrete Event Modelling Language

DESs are systems that, at any given moment in time, isin one state out of a set of states and
changes state according to the occurrence of one event out of afinite set of events. DESs can
be modelled using a number of different modelling languages e.g. Petri nets (Peterson 1981),
process algebra (Hoare 1985, Milner 1989), automata theory (Hopcroft and Ullman 1979,
Kozen 1997) etc. This paper uses a specification language called process algebra Petri net
(PPN), presented in detail in (Falkman and Lennartson 2005a), which combines Peri netsand
process algebra. It is afurther development of the MPPN language introduced in (Falkman
and Lennartson 2001).

2.1 Process Algebra Petri Net

In the present paper only a short introduction to the PPN language is given. This language
combinesthe graphical features of Petri nets with the compact expressions of processalgebra
in order to realize a powerful specification tool for DESs. The transition between two Petri
net placesin a PPN is aprocess P. A process P = a; — P, describes that, first the event
ay occurs, then it behaves like aprocess P;. A number of process operators are now defined.
These operators are used together with Petri netsin order to realize compact DES models.

Alternative The alternative operator + specifies that there is a choice between two pro-
cesses. Let two processes be defined as P = a; — P, and Q = b, — ;. Then an alternative
between these two processes is described as

P+Q=a,— P |b—Q (1

using Hoare's (Hoare 1985) choice symbol |. This implies that either event a; occurs fol-
lowed by process P; or event b, occurs followed by process ;.

Arbitrary order Arbitrary order describes that all processes involved are to be executed,
but the order does not matter. We define an arbitrary order operator & for n processes as

with perm denoting the sum of all different deterministic permutations of the sequence P; —
Py — ... — P,. Forn = 3 thismeansthat perm(P;....) = P—(Py,—~P;+ Ps—FP5) + P,—
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<P1—>P3+P3—>P1) +P3—>(P1—>P2+P2—>P1). For al‘bltral‘y n a recursive function which
generates a deterministic process expression is given in (Falkman and Lennartson 2005a).

Synchronization The nonstandard synchronization operator & implies that the first and
last event of involved processes are to be synchronized, with no respect to common events.
Again, consider two processes P = a; — P; and Q = b; — (1. The synchronization between
P, and P, is denoted

Pl&PQ (3)

Thismeansthat a; in P occurs at thesametimeasb; in Q. Thissynchronized event is denoted
a1 &by. If aprocess only involves a single event then this event will only be synchronized
with the first events from the other processes. The synchronization operator & is especialy
useful when specifying resource allocation systems. For such systemsit is desired to specify
that an operation requires a certain resource, i.e. book the resource so that noone el se can use
it at the same time. Using the synchronization operator between an operation and a resource
specifies that the booking of aresource is synchronized with the first event of the operation
and the unbooking of the resourceis synchronized with the last event of the operation. Thisis
in Fig. 1 exemplified with an operation O = ¢ — d — e and aresourcemodel R = R1—R
where R, = b—wu. The synchronized execution of O and R; is specified using the PPN
langauge in Fig. 1aand with synchronized eventsin Fig. 1b.

O &Ry sta
c &b
d
e &U
gsto
(@ (b)

Figure1: Theprocess P = O & R; givenin (a) asaPPN model and in (b) with synchronized
events.

Parallel processes A parallel execution offers the possibility for processes to execute in-
dependently of each other. The expression

P=U{P,...,P,} (P, in parallel) 4
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denotes a process P which executes all processes P; in parallel. If the alphabets of al
involved processes are digunct their events will be executed independently, resulting in in-
terleaving, cf. (Hoare 1985). If, on the other hand, processes have common events these
events have to be synchronized. The operator I is an extension of Hoares full synchronous
composition (FSC) (Hoare 1985), involving the explicit process synchronization operator &.

Start and stop operators Start and stop operators denote the starting and ending of the
execution of processes. The start operator declares that a process will start by performing its
first event. It istherefore used to specify when aprocessis allowed to start. In the same way
the stop operator tells that a process will finish by performing its last event. Consequently it
can be used to control when a processis permitted to finish.

InFig. 2 thesequence P @ P} isillustrated. Thisexpression saysthat either P, = a — b
starts its execution before P, = ¢ — d finishes by executing its last event or vice versa. In
this case the continuation of process P; is not specified.

p1

p2

@

Figure 2: The process P = Pf &) le givenin (a) and (b) as PPN modelsand in (c) asa PN
where P, =a — band P, = ¢ — d.

Restrictions Restrictions when an operation can begin and/or end its execution are de-
scribed by logical expressionsintroduced inside square brackets, [], following the processto
be restricted. The logical expressions specify a specific state (e.g. aninitia state) or a set of
states. Common logic operators, A (and), V (or), and P (inverse) are allowed inside these
expressions.

In the present paper two basic atomic restrictions are used. The first is [P], which de-
scribes that process P hasto be in itsinitial state. The second is [P], which specifies that
P isinitsfina state. Also note that [P] refers to all states except the initial one, and [P!]
implies all states except the final one.

The expression
P[Py V P] ©)

specifiesthat aprocess P; isnot alowed to start before process P, or process P; have finished
their executions. In other words, P, or P; must beinitsfinal state before P, can begin.

2.2 Process Operation Model

The focus of this paper is on specification of resource allocation systems. Such systems,
within a manufacturing system, typically involve a set of products that share a set of re-
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sources. To ensure that only one product at atime is using a specific resource it is necessary
for each resource to be booked by a specific product. It is also important to control that there
are no blocking or deadlock states (Coffman, Elphick and Shoshani 1971). In this paper
a so-called high level routing specification (HRS) will be used to specify a products route
through aresource system. This HRS describes which operations a product isto undergo, in
which order these operation are to be executed, and which resource(s) that may be used for
each individual operation.

The PPN language is a general language for modelling DES, but will in the present
paper be used for modelling high level routing specifications of resource allocation systems.
A high level routing specification, modelled as a PPN, can also formally be converted into
an automatarepresentation, which is described in detail in (Falkman and Lennartson 2005b).
The booking and unbooking specification, given as a number of automata, may then be used
for verification and simulation as well as formal controller synthesis, e.g. (Ramadge and
Wonham 1989), (Akesson et al. 2003).

The high level routing specification involves two parts; relations of operations (ROP),
see Example 16, and safety specifications. The ROP describes the possible operation se-
guences, taking into account necessary resources and predecessor demands. The predecessor
demands define which operations that have to be executed before others can follow. Safety
specifications are described on the same high level as the ROP, i.e. as sequences of opera-
tions. However, these safety specifications are created through a specification synthesis. The
specification synthesis is performed on two different types of models; execution of operation
(EOP) and interlocking specifications (IL), see Example 16. The execution of operation is
a detailed description of each operation and the interlocking specifications involve restric-
tions on specific events in an EOP-specification. The specification synthesis converts the
interlocking specifications and the EOP specifications into safety specifications describing
operation sequences, necessary in order to guarantee the interlocking specifications. A more
detailed description of the different partsincluded in the high level routing specification can
be found in (Richardsson 2005), and detailed information about the specification synthesis
isgivenin (Andersson et al. 2005).

Example 16 — High level routing specification using PPN. An ROP specification is in
Fig. 3(a) given asaPPN. The ROP involves six operations and describes two parallel paths.
The first operation, O, requires resource R;. Operations O, and O3 are to be executed in
arbitrary order. These two operations require R, and R3 respectively. Operations O, and
Os are to be executed in parallel and require R4 and R respectively. Operation Oy can use
either R or R;, but cannot start its execution until operation O hasfinished its execution. A
resource consists of a number of sub-resources, also called components (Richardsson 2005).
Resource R; in this example includes two components 1, and Ry,. Both these components
canbein statesof f and on. In Fig. 3(b) an EOP specification of operation O, is presented.
This operation describes a sequence of three events turnof fg,,, turnof fg,,, and finish.
The event turnof fr,, executes when both R;, and Ry, areintheir on state. The next event
turnof fr,, executes when R;, has changed state to of f, while the operation is finished
as soon as Ry, has changed state to of f. Fig. 3(c) describes an interlocking for the event
turnof fr,,, which specifiesthat another resource R, hasto bein state on beforeturnof fr,,
can execute.
O
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S

O turn offg, ,

turn offg,  [ong,,, 0ng,,] -initfong,,]
O1& Ry U{O4&R4, O5&R5}
X turn offg,, [0ffr,,, ONR,,] gturn offr,,

D{02& R2, O3& R3} é06 [0}]%(Rg + Ry7) (i)
gfinish[oﬁRm , offg,, ]

(a) (b) ()

Figure 3: (&) An ROP given as a PPN, (b) an EOP describing operation Oy, and (c)
an interlocking for event turn offg, , .

2.3 Resource and Product Model

A model of amanufacturing system, considered as aresource allocation system, iscreated by
synchronizing all of the involved resource models. The different resources may be modelled
as two state models with two events, the booking and the unbooking events. In order to
achieve adeterministic resource allocation model, however, a specific booked place for each
product isincluded asin Example 17.

Example 17 — Resource and routing specifications A resource is modelled as a recursive
process, see Fig. 4(c). Assumethat R; = b,—u’, where b/, represents the booking of resource
R, by product i and event , represents the corresponding unbooking event. A corresponding
PN for R, where R} = a; — b; and R7 = a — b7 isgivenin Fig. 4(d).

by
Sl SQ Rf Rl} RE 1 ql
¥ ’
01&R} Oq& R?
v v @§ q by
Rj
g2
(€) (c) (b)

Figure 4: (a) Two routing specifications given as HRSs, (b) a resource model given
as a PPN model and (c) the same resource with explicit booked places, ¢0 and ¢1,
for each routing specification.

Specification S; in Fig. 4(a) is a HRS description that includes one operation O, and
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specifies that resource R, isrequired. The utilization of resource R, is therefore controlled
by the resource model which models the mutual exclusion between S, and Ss. For instance,
if the booking event b} is synchronized with the first event of Sy, then the token in the
resource model moves from place ¢0 to ¢1. S, is now unable to perform the synchronized
process O,& R? and book R, since b; can not be executed because the token in the resource
model needsto bein ¢0. Hence, S, has to wait to book R, until S; has unbooked R,.

O

The static information for a product, e.g. product id, may be assigned to the token in the
PPN model. Note that this may involve colored Petri nets (Murata 1989), but this extension
will not be emphasized in the present paper.

3 Standard for Information Exchange

The objective of 1SO 10303 standard also called STEP is to provide the framework for the
unambiguous representation and exchange of computer interpretable product datathroughout
the lifecycle of a product (Herzog and Torne 2001). The STEP standard is divided into
a number of application protocols. Application protocols standardize the use of STEP to
support a particular manufacturing function reliably and consistently (Trapp 1993).

3.1 TheSTEP AP214 Mode

In this section the product, process, and manufacturing resource (PPR) representation in 1SO
10303-214 (AP214) will be described. However, this will not be a complete description,
rather the objective is to provide a description of where information needed to generate the
PPN-specification will/can be found.

ISO 10303 STEP is an internationa standard that “provides a representation of product
information along with the necessary mechanisms and definitions to enable product data to
be exchanged” (TC184/SC4 1994). Theterm exchange should be interpreted asthe exchange
of databetween computer systemsin environments associated with the completelife-cycle of
a product, including manufacturing. As an introduction to the STEP standard the following
concepts will be explained:

application protocol (AP),

application reference model (ARM),

application interpreted model (AIM),

integrated resource (IR), and

the exchange/sharing mechanisms.

AP: Application protocols, define the scope, context, and information requirements for
a particular application, e.g. the automotive industry (AP214), or the electrical design and
installation (AP212). An application protocol isdivided into two different representations of
the information requirements:. the application reference model (ARM) and the application
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interpreted model (AIM). In depth information on application protocols and STEP in generdl
are available in (Warthen 1990, Kemmerer 1999, Owen 1993).

ARM & AIM: The ARM isused to capture theinformation requirements using application-
based terminology i.e. terminology that isunderstood by the domain experts of that particular
application. For instance, in AP214 terms like wheel space and overall axle distance would
be used, because they are widely used in the automotive industry.

AIM uses neutral resource constructs specified by the IRs to define the same require-
ments, i.e. the neutral resource constructs are interpreted to meet the requirements defined
in the ARM. In addition, the AIM provides a mechanism for inter-operability between dif-
ferent application protocolsto, e.g. describe mechatronic products by using both AP214 and
AP212. In this paper the ARM model of AP214 is used.

AP214 is an application protocol developed to consider the automotive industry require-
ments on information exchange. However, (Johansson 2001b) has shown that the generic
structure of AP214 can be used to represent any type of mechanical product, including a
manufacturing resource.

EXPRESS The EXPRESS language (Schenk and Wilson 1994) isaformally specified and
structured language used to define the ARM modelsin STEP. The EXPRESS languageis an
earlier and more general alternative to the Unified Modelling Language (UML). Usually, the
ARM is aso defined in EXPRESS and often presented in EXPRESS-G, a graphical subset
of the EXPRESS Language.

The basic constructs of EXPRESS (and EXPRESS-G) is the entity and the attribute.
An entity is similar to a class in object-oriented programming, i.e. it is a representation of
something of interest in the real world. The attribute is a kind of property, and as such it
represents a particular aspect of an entity.

Graphically, in EXPRESS-G, an entity is represented as a box with a name in it, cf.
Fig. 5. Thenameistheidentifier of theitem it representsin thereal world. Attributesare rep-

—description—] . description process plan_relationship| "elaingy process_plan
(relatontype plan_id name redlation.type: STRING | rdatedp | Hemipton STRING
process_plan_| relating
relationship, process_plan,
(ppr) related (pp) Zﬁ
l process_plan_version
o version_id: STRING
STRING __description  |5r60cess plan_ description: STRING
version_id sl ()
Figure 5: Example of entitiesrepre- Figure 6. The same model asin 5
sented in the EXPRESS language. given asaUML model.

resented by aline ending with a small circle, showing the direction of the relationship. They
are labelled with the name of the attribute as well as any cardinality constraints. A dashed
line represents an optional attribute whereas a thick line represents a supertype-subtype rela
tionship, i.e. the same asinheritance in object-oriented programming e.g. Unified Modelling
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Language (UML) (Booch et a. 1999), cf. Fig. 6. A supertype, i.e. the parent of an inheri-
tance relationship, can be abstract (ABS) meaning that the entity can not be populated with
data.

The model in Fig. 5 is a conceptual model and will be used to present the AP214 stan-
dard. Another type of model will also be used to exemplify the use of AP214, the instantiated
model, which isamodel populated with data from the real world, cf. exampleinFig. 7. The
triangle in the lower right corner of the entities in Fig. 7 indicates that it is an instantiated
model. In some instances afilled triangle will occur, indicating that all mandatory attributes
are instantiated, for example the process_plan_relationship entity in Fig. 7. A transparent
triangle on the other hand indicates that some, or al, of the mandatory attributes have been
left out.

‘alternative' %relation_typej

process_plan related
_relationship,

(ppr)

process_plan,
(pP)

process_plan,  relating

—id—o" '
(op) plan_2

'plan_1'0—id—

Figure 7: Instantiated models of the model in Fig. 5. Two process_plans relating to
each other by an alternative relationship which meansthat " plan_2” isan aternative
process_plan to ”plan_1".

Parts included in AP214 Fig. 8 shows the different parts of the design and production
project that STEP AP214 includes (Johansson 2001a). As can be seen in this figure three
different main areas are described: product, process, and resource (manufacturing system).
Control code and Behavior models are not included in the standard and are therefore not
marked in gray.

Product Process Resource
* geometry * structure * geometry
* kinematics » configuration  kinematics
* structure » administration * structure
« configuration * properties « configuration
» administration » documents » administration
* properties « control code * properties
» documents « behavior model » documents

Figure 8: Graph describing three different parts in STEP AP214. These parts are
product, process and resource. All the information marked in gray are included in
the standard. Not included is therefore control code and behavior models in the
process part.
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In order to create the behavior model and the control code which is not described in
STEPR, using the information given by STEP standard, a mapping i necessary. The mapping
maps information from a discrete event model into the product, process and resource part
of the STEP standard in Fig. 8. The PPN-specification, which models the DES, can then be
used in order to create control code and behavior models.

3.2 Process Operation Model

The process model in AP214, cf. Fig. 9, plays a central role when representing a PPN-
specification. It is the holder of all the necessary process information, such as the process
plan identifier, relationships between processes, sequences etc. The process model consists
of a structure to hold meta-data about a process plan. This structure is identified by the
process_plan (pp) in Fig. 9.

process_plan, plan process_operation relating prot;isci_r?::g:tlon_
(pp) |_occurrence, (poo) . S =
related relationship, (poor)
1 s \
description ! operation_definition
i name L
§ § id process_type
O ole! id . S
ionl version-—-- g
process_operation id
STRING _definition, (pod) | oo
rrrrrr description -

Figure 9: Representation of processdatain AP214. A process_operation_occurence
(poo) has a process_operation_definition (pod), a process_plan (pp), and a pro-
cess_operation_occurrence_relationship (poor).

A process_plan consists of one or more processes represented by the process_operation _
occurrence (poo). The process_operation_occurrence represents the occurrence of a process
in aprocess plan. More specifically, it represents the occurrence of a definition of a process,
the process_operation _definition (pod). This mechanism enables the reuse of a definition
in severa different places in a process plan, as well as in severa different process plans.
This makes it possible for different versions of the same plan to reuse definitions that have
not been changed from the former version. For instance, aternative resource for the same
operation would be represented by the same definition, but with different resources assigned
to different process_operation_occurrences, all representing the same definition.

The relationship between two process_operation_occurences is represented by the pro-
cess_operation_occurrence_relationship (poor) where the attribute relation type holds the
type of relationship. The attribute relating pointsin the direction of the process_operation _
occurrence prior to the process_operation_occurrence pointed out by the attribute related.
Thus Fig. 10 shows two processes with the relation type equal to "sequence”. Thisimplies
that process with id="01" executesfirst followed by a second process with id="02".

The process information needed in order to represent a PPN-specification is process_
plan.id cf. Fig. 9, process_ operation_occurrence.id, process_operation _definition.name, and
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Figure 10: Populated process model representing the sequence between two pro-
Cesses.

the information about the relationships between processes.

3.3 Resource and Product Model

Resource Model The manufacturing resources can be represented in severa different ways
in AP214, depending on the level of detail and the design life cycle stage. Two different
representations have been identified as important with respect to a PPN-specification, cf.
Fig. 11, the single_instance (si) and the physical _instance (pi).

process_operation_ ~resource. ———  phugical
i resource_definition-C initi . -, i
resource_assigment, _ definition_ instance, (pi) serlal_number

(pora) ~ select, (rds) 5
o A
operation I STRING
\
O—

process_operation single_ (ABS) "

_occurrence, (poo) instance, (si) item_instance, (i)

Figure 11: Representation of resource datain AP214.

The single_instance and the physical _instance are both instances of an abstract represen-
tation of a manufacturing resource (item), but there is a significant difference between them.
The single_instance represents one occurrence of a certain type of manufacturing resource,
whereas the physical_instance represents a physical resource on the shop floor. Thus the
single_instance is better suited for planning purposes before a physical resource exists, while
the physical_instance is better used when there already exists a physical resource. A select
type is used to model that there is a selection between the two different types of instances.
The resource_definition relation refer to the resource definition_select which in turn refers
to the two different instances. The term (ABYS) is used to indicate that item_instance is an
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abstract supertype to single_instance. This meansthat it cannot exist in itself, only by virtue
of its subtypes. However, the abstract supertype is useful since it enables attributes to be
collected at a higher level within the data model and then inherited.

The attributes of the manufacturing resourcesthat are needed in order to generate a PPN-
specification are the single_instance.id and the physical _ instance.serial number, cf. Fig. 11.

Product Model The most important product entities in AP214 are the item (i) and item_
version (iv). These are the holders of product meta-data, such as identifiers, version data,
classification data and much more, cf Fig. 12.

associated_item (INV)associated_version S[1:?]
name 23

item_version, STRING | @ description item, (i)

() description id
O

produced_o‘utput S[1:7]

process_plan,
(pp)

Figure 12: Entities where meta-data about a product and a resource (item) is repre-
sented in AP214. In thisfigure two new relation types are used. Enumeration rela-
tion §1:7] describes that a process_plan may refer to one or many item_versions.
Inverserelation (INV) describesthat an item may refer to one or many item_versions
which isthe inverse direction of the relation asit is written.

For the purpose of creating a product in the PPN-specification, however, only the prod-
uct identifier is needed. The product identifier is represented by the item.id. The product
identifier is related to process information via the process_plan.produced output as shown
in Fig. 12. As can be seen an enumeration relation §1:7] is used in the relation pro-
duced_output, which describes that a process_plan may have one or many item_versions.
An item_version may only have one item. However, an item may refer to one or many
item_versions which is modelled by the inverse relation (INV) together with the enumer-
ation relation §1:7]. The inverse relation is used in order to obtain a complete relation
between two entities, meaning that the relation consists of both the normal direction and also
the inverse direction.

3.4 Operation and Interlocking Model

The detailed information required when creating EOP and interlocking specifications, cf.
Fig. 3, can be found in Fig. 13. The main attribute is condition_assignment, which con-
nects the process_operation_occurrence with resource information, ie. physical_instance,
viastate_assignment. The condition_assignment defines a state condition that has to be ful-
filled before a process_operation_occurrence can be executed. A condition_assignment can
refer to anumber of state_assignments, describing that there could be more than one resource
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state that has to be fulfilled. The condition_assignment has an attribute "name”, which can
be either "interlocking” or ”required resource state”. The ”required resource state” describes
that the condition is for an EOP specification while naturally "interlock” specifies that it
belongs to an interlocking specification.

State
Process name
- ~ relation_type 4 o— .
operation_ STRING described_state
occurrence_ 4 1 -
relationship, (poor) na‘me asmgr\md_to
assigned_to Condition described_condition [1,?] S
] } —
related relating assignment -
\
i i assigned_to
Process s
Process — -
— i resource_definition i i
operation._ > operation—| operation_ — Physmal_!nstance,
occurrence, (poo) RRTelinEs (si)
assignment, (pora)

Figure 13: Representation of conditionsfor process_operation_ocurrence described in STEP.

The entity state_assignment refers to state, which holds the actual state information.
State_assignment also refers to physical _instance so that the state can be associated with a
specific resource. Note that because application protocol AP214 is used for representing
processes, process relations, and resources, but is unable to represent resource states, it is
necessary to also use AP239. In particular thisincludes the entities State, State _assignment,
and Condition_assignment (von Euler-Chelpin et al. 2004). It is thus necessary to combine
two application protocolsin order to represent EOP and interlocking (IL) specifications.

4 Generation of Discrete Event Models for Control Synthesis
and Verification

One of the main advantages of the suggested method of mapping information to and from an
information exchange standard is that creation of product specifications for controller syn-
thesis, verification and simulation can be performed with every manufacturer and industry,
no matter what devel opment systems they use as long as the information can be transferred
according to the STEP standard. However, one should keep in mind that this mapping only
involves part of all necessary information needed to control a cell or a plant. A large part
of the necessary control code for the robot cell in the example presented in Section 5 aso
involves security information, fault handling etc. At this point however the focusis on flow
control information, such as resource data, and involved operations together with the opera-
tion sequence. A natural extension of this method is therefore to also include security issues
as well as fault handling etc. Table V.1 shows abbreviations for important entity names in
STEP AP214 used in the mapping.
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Entity names abbreviation
process plan pp
process._plan_version ppv
process._operation.occurence poo
process operation_definition pod
process_operation_occurence. relationship poor
process operation_resource assigment pora
condition_assignment ca
state_assignment sa

Table V.1: Abbreviation table for important entity namesin STEP AP214.

Mapping of AP214 into PPN In this section a definition of the relationship between
AP214 and the PPN product, process and manufacturing system models is given. Exam-
ples are given in order to illustrate the mapping of the static description of the product to
be manufactured into a DES model using the graphical notation of both descriptions. The
different constructs are described separately. Table V.2 describes the relationship between
the relation_types defined in STEP and the operators defined in the PPN language.

Relation_type in STEP | Operators in PPN
Sequence Sequence —
Substitution Alternative +
Exclusiveness Arbitrary order ®
Simultaneity Parallel |

Table V.2: Relationship between the relation_types defined in STEP and the opera-
tors defined in the PPN language.

A larger examplein Section 5 isalso given, describing the mapping of awelding process
at Volvo Car Corporation, Torslanda, Sweden.

4.1 Process Operations

The necessary process information required in order to create a PPN-specification is the
pp.id, poo.id, pod.id, and the information about relationships between processes. Table V.3
describesthe use of AP214 process model information in order to create a PPN-specification.
The differences between pod and poo are several, but the most important one in this paper is
that pod givesagenera description of what an operation involves, whereas the poo describes
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AP214 Information | — PPN-specification
pp identifier — PPN identifier
pod identifier — operation identifier
poor type — | Net structure and process a gebra operators

Table V.3: The use of AP214 information in creating a PPN-specification.

on amore detailed level which resources to use in a specific operation. For instance, a pod
may be used to define two different poos in that they utilize different resources. Another
difference is that several poos may be decomposed into more detailed poos and all those
poos relate to the same pod. In the PPN a process that only differs in which resource it
requires is regarded as the same operation. This means that it is natura to use the prod-
uct_operation_definition identification in the trandlation into an HRS transition in PPN.

Multiple resource processes A multipleresource process describesthat a processinvolves
more than one resource which is naturaly very common. In the STEP standard multiple
resources is modelled as more than one pora referring to one poo. Each pora refers either
to pi or an si which was described in Section 3.3. In Fig. 14(a) an example of multiple
resources is shown. There are two pora that refers to a single poo. Thisimplies that this

operation operation
resource_definition

resource_definition odef id
(L <£ llpooll
01 &R1& Ry

pi pod pi

I

serial_number id serial_number

© I|R1Il O |lo1ll © l|R2ll

(@ (b)

Figure 14: HRS describing multiple resources, in (a) as a STEP/Express model and
in (b) asan a PPN.

poo requires two resources in order to be able to execute the specific process. Each pora
refer to a single resource entity, pi.serial_number R, and pi.serial_number R, respectively.
In the PPN-specification this is represented by a single operation O, with the two multiple
resources R, and R, separated by the & operator, cf. Fig. 14(b).

Alternative resource processes Alternative resources, in order to perform the same pro-
cess operation, are described by two or more poos that refer to the same pod and also refer to
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each other with the poor.relation_type 'substitution’, cf Fig. 15(a). This means that the pod
describes the main process to be performed and there are more than one poo that are able to
perform this process. In PPN alternative resources are represented by a plus sign between
the possible alternative resources in the transition equation, cf 15(b).

operation

pora | operation [ oo oSN [ g
\ (ﬂ j resource_definitio
ing—— poor —ed

resource_definitio
n

1o p— 3

& odef “ypei C odef O1&(Ry+ Ry)
pi "substitution” i
I L
serial_number pod ] serial_number
é "R1" 7|d40 "01" (5 "RO"
@ (b)

Figure 15: HRS describing alternative resources, in (a) as a STEP/Express model
and in (b) asan a PPN.

Alternative processes (Substitution) Alternative processes are in STEP modelled as two
poos that refers to each other with the poor.relation_type equal to ' Substitution’. The two
poos do not refer to the same pod. Thisisdescribed in more detail in (Falkman et al. 2003b).

Arbitrary order (Exclusiveness) Exclusiveness, or arbitrary order asit isdenoted in PPN,
isin STEP described by two or more poos that refers to each other with the attribute rela-
tion_type of poor equal to 'exclusiveness'. In Fig. 16 the same arbitrary ordered processes
arerepresented in PPN using the & operator. The exclusivenessin STEP describesthat there
are more than one process that are to be performed and these processes may be conducted
in arbitrary order. Thisin turn means practically that the order in which the processes are
executed does not influence the product in the sense of quality, appearance etc.

Parallel (Simultaneity) Parallel processes can inthe PPN language be described by either
using Petri net semantics or by using the algebra operator U, cf. Fig. 3. In STEP thisis mod-
elled as two or more poos referring to each other with the poor.relation type 'simultaneity’.
Parallel processes are conducted at the same time and can be exemplified by two parts that
arerefined separately in parallel with no concern to each other. After both have finished there
individual refinement they are joined in some way to finish the product with identity ppv.

Decomposition Decomposition of an operation specify adetailed sequence of events. Each
of these events specify a change in state for a resource. Detailed operation descriptions are
in the PPN language given as (EOP specifications), cf. Fig. 3. A decomposed operation in
STEP involvesinformation about what the specific resources are meant to do during the pro-
cess, e.g. open, move to position, weld a spot. The decomposition relation is specified by a
poo referring to another poo by the poor with relation type equal to ’decomposition’, cf Fig.
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. operation
pora | operation poo poo pora S;

‘ L[ T ‘ resource_definition

resouice_definition et ing| poo |ed ot L
pi g)pod rthe pod ; pi BLO1&R, 0ot}
ig id "exclusi%/eness" 'g ig
"R1" "O1" "02" "R2"

€Y (b)

Figure 16: HRS describing arbitrary ordered processes, in (@) as a STEP/Express
model and in (b) asan a PPN.

17(a). The example givenin Section 16isin Fig. 17 using the STEP standard. Thisisavery
simplified decomposed control sequence just to demonstrate the principle. In Section 4.3 a
complete EOP specification with resource statesis presented.

o "turn off "turn off
"01" "lnlt" (R1a)" (R1b)"
? i ¢ Q 0O,
id id id id
turn off
pod pod pod pod S i
@ ? ? 0
odef odef odef odef
‘ | | ‘ O turn offz,,
poo poo poo poo
7 ¢
ing ed ing ed | |ing ed
poor poor poor finish
T ! T
rtype rtype rtype
s i yp
"decomposition” "sequence"  "sequence"

Figure 17: In (a) a STEP/Express model is given describing the decomposition of
operation Oy, no resources are included. In (b) a corresponding PPN is shown,

specifying the decomposition of operation O, .

4.2 Resources and Products

The attribute of a manufacturing resource that is needed in order to generate a PPN-specific-

ation is either the si.id or the pi.serial number, cf. Fig. 11 and Fig. 15.
For the purpose of creating a product in the PPN-specification only the product identifier
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isneeded. The product identifier is represented by the iv.id in AP214. The product identifier
isrelated to process information via the pp.produced output as shown in Fig. 12.

4.3 Operation and interlocking

Operation description As described in Example 16, resource states are used in order to
specify the execution of an EOP specification. In STEP this means that a condition assign-
ment refers to a process_operation_occurrence with the attribute name equal to "required re-
source state”, see Fig. 13. The condition_assignment refers to one or more state _assignment
via described_condition. Resource states are described in STEP by state with the attribute
name. The state_assignment refers to both state and physical _instance, which connects are-
source state to a specific resource. In Fig. 18 onetransition of the EOP specificationin Fig. 3
is presented. A poo refers to apod with id equal to "turn off”. Two condition _assignments
with name equal to "required resource state” are referring to this poo. The two required
states are described by the entities state and the related resources are described by physi-
cal_instance.

operation 4@ resource_definition —m»serial_number@ 'R1a'

operation pora ©O——resource_definiton—  pi  ——serial_number—o 'R1p'
) assigned_to
'required resource state' .
poo on
? Q
‘ name name
odef sa J»described_state om
fdescribed_conditionf sa [—described state-C state

assigned_to— ca
pod id—0 'turn off' 'on' ©-name

Figure 18: Operation described by populated STEP model.

Interlocking description A special kind of condition isthe interlocking, described in Ex-
ample 16. This condition restricts when an event in the EOP specification is alowed to
execute, cf. Fig. 3. The interlocking model in STEP is very similar to the operation de-
scription just described in the previous section. The difference is that the attribute name for
condition_assignment is "interlock”. There can be multiple as well as alternative interlock
conditions, which is shown in the example in Section 5. In Fig. 19 the interlocking specifi-
cation in Fig.3(c) is presented as a STEP model. A condition_assignment with name equal
to "interlock” refers to a poo, which refers to a pod with id equal to "turn off”. The state
describes the specific state "on” and physical _instance specifies the related resource, in this
case” Ry".
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id—0 'turn off'
pod 'Interlock’ on'
o @

odef name described_state

‘ assigned_to 4‘—‘ described_condition E
00 ca o sa po—nhame— state
P 4 ‘

assigned_to
—‘ resource_definition j '
operation—| pi name—o RIZa

pora a

Figure 19: Interlocking described by populated STEP model.

5 Example: A robot cdll in the Volvo factory

The following example describes how a resource allocation system may easily be modelled
by use of the PPN language. It is also demonstrated how the PPN specifications may be
represented in the STEP standard. The PPN specification consists of three different parts, as
described in Example 16. These are; arelation of operation (ROP) specification, execution of
operation (EOP) specifications, and interlocking (IL) specifications. The resource allocation
system is a robot cell at Volvo Car Corporation, Torsanda, Sweden and is illustrated in

Figure 20. Thisrobot cell consists of four robots R;-R,, two Fixtures F-F5, two turntables
T,-T5, and aconveyor (.

Fixture 1 Rob t 3

Robot 1.__ | \ \ i (‘@| Turntable 1
5\? ‘ /
Colnveyor 1
/ Turntabl e2

Robot 27 / ©

Fixtare 2 Robcé 4

Figure 20: A welding cell at Volvo Car Corporation, Torslanda, Sweden.

The task of the example cell in Figure 20 is to weld a plate to the side of the floor of
the car, underneath the doors. This operation is to be executed on both car models produced
in the cell. The models are, Volvo V70, and S80. During a work cycle Robot 4 picks a part
from the rack on Turntable 2 and then places it in Fixture 2. Simultaneously Robot 2 starts
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to weld previoudly loaded, but not completely welded, parts of the body. Robot 4 changes
tool from gripper to weld gun, Fixture 2 positions the plate on the body, and both Robot 2
and Robot 4 weld the new part to the body.

Relations of operations specification First we have to create the ROP specification, de-
scribing the general sequence of operations. Thisis done in away that guarantees as much
flexibility as possible in the cell, but at the same time fulfilling given restrictions such as
predecessors. When creating a specification using the PPN language a choice has to be
made regarding the use of Petri net constructs versus algebra expressions. For some systems
it might be advantageous to use Petri net constructs to a large extent, while other systems
might benefit more from making greater use of algebra expressions. In order to realize an
easy-to-read and concise specification, this decision is up to each individual specifier.

In Fig. 21 part of the ROP for Volvo V70 is presented. It involves eight operations
divided into three paralel paths using the Petri net construct for parallel execution. The first
operation in each parallel path does not have any predecessors and it is therefore reasonable
to assume that these can execute in parallel. The paralel execution of operations O, and
O3 is, however, modelled using the algebra expression. Thisis done since both operation O,
and operation O5 are required to be completed before operation O, isallowed to be executed.
Operation O, isfollowed by the execution of either operation O54 or Os, whichinitsturnis
followed by the execution of operation O;. Thereis arestriction on operation O specifying
that this operation is not allowed to execute before operation O has finished its execution.
Operation Og isfollowed by operation O,;. The reservation of necessary resources for each
operation is specified by synchronizing the execution of every operation with corresponding
resource model, cf Example. 17.

OG&FQ “{OQ&TQ,O;}&R4}

Os7 [0 A Oggl& Fy Os& Ry
O5A&R4 + O5B&R4

O7[Oé]&R4

O

Figure 21: Specification of the relation of operations (ROP) given as an PPN model.

The ROP specification in Fig. 21 is modelled as a STEP/Express model in Fig. 22. Note
that the resources in the PPN model are not included in the STEP/Express model. The
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Figure 22: The ROP specification in Fig. 21 given as an instantiated STEP/Express model,
no resources included in the figure nor are operations O and Oy.

parallel execution of operations O, O,, O3, and Oy is specified using the relation _type equal
to "simultaneity”. The fact that operation O, has to wait until both operations O, and O3
have finished is specified in Fig. 22 using the relation_type equal to "sequence’ between
both O, and O, aswell as between O3 and O,. Operation O follows both operation O and
either of O54 or Osp.

Execution of operation specification Each individual operation is given as a PPN speci-
fication. The operations are described by changes of the involved resource states.

The EOP specification for operation O is presented in Fig. 24. This operation moves
the fixture to itshome position. The EOP specification for this operation specifies a sequence
of three events that the operation executes. The resource fixture F; involves five different
components, Yis, Yig, Y14, SG3, and SG6, whos states constitute state conditions for each
event. This means that in order for each event to occur, in the EOP specification in Fig. 23,
these components have to be in certain states. The first event openy,, executes when Yis is
in state work pos, Y4 isin state locked, Y74 isin state closed, SG3 isin state on, and SG6
isin state on. Component Yy, is the clamp on the fixture and event openy,, specifies the
opening of the clamp, which in turn means that Y7, is to change state to open, cf. Fig. 23.
The second event unlocky,, is performed when the clamp has changed state. The finishing
of the operation is specified by the last event finish, which occurs when Y34 has changed
state to unlocked.

openy,, [Y18ypos A Y 1610cked A Y 14ci0sed N SG3on A SG6op ]
unlocky, [YlSwPOS AY 1650cked Y14Op€n A SG3,, A SGGOn]

Finish[Y 18upos A Y 16uniocked A Y 14open A SG3on A SG6,y

Figure 23: EOP specification of operation O P;; given as a PPN.
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The EOP specification described in Fig. 23 asa PPN isin Fig. 24 described as a STEP/
Express model. The five components are described by the physical _instances with the at-
tributeid equal to the componentsidentity. Every pi refersto apora, whichinturnreferstoa
poo, asdescribed in Section 3.3. A condition_assignment refersto the state state _assignments,
which refers both to the specific resource as well as its state.

'on' O©O—nhame 'on' o-hame on'
'on' o—hame 'on' ©-hame

'unlocked'o—Name 'unlocked'o-name

ﬂ ﬂ ‘locked’ o-name ﬂ
'close’ ©o-name ‘open’ o-name ﬂ 'open' o-name ﬂ
Q

Oname
‘on'  O-pame

'work pos.'0—name 'work pos.'0—name
o) 0
described_state described_state described_state

sa sa
K - described_condition
assigned_to  gegcribed_condition  @ssigned_to

'SG6'
'SG3'
'Y14'
'Y16'
'Y18'

_condition

=l

o )
pora
! A
d_to operation assigned_to
< £
O

operation assigne
name name
0
O

b e

'required

resource required 'required
state' resource odef . resource
i state ing state'
Q O
rtype id rtype id rtype
S 5 b b b
sequence 'unlock’ 'sequence’ finish' 'sequence’

Figure 24: EOP specification of operation O P;; given as an instantiated STEP/Express
model.

Interlocking specification Ascan be seen in Fig.23 the only component that changes state
between the initial state and the first action is the clamp Y34. Fig. 25 shows the interlock
when Y3, goes from closed to open, which is modelled with the event open,,, in the EOP
specification, cf. Fig 23. Fig. 25 describes two alternative requirements, and one of these has
to be fulfilled before Y7, is alowed to change state to open. The first requirement specifies
that Y75 isinits home state. The second alternative requirement specifiesthat if Yig isinits
work position state then O, cannot be ongoing, i.e. Oy isinitsinitia or final state. Thisis
in Fig. 25 modelled as arestriction on the event init, where all the necessary state conditions
have to be fulfilled before it is possible for openy,, to be executed.

Theinterlock specificationin Fig. 25 isspecified using a STEP/Expressmodel inFig. 26.
In this figure three alternative restrictions for event openy,, are described using three condi-
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nit[Y 18home V Y 18upos A Ol V Y 18,005 A Ol)]

OpPENY;,

Figure 25: Interlock specification for openy,, given asaPPN.

described_condition ;
name — described_state
'Interlock’ ca # sa foec nameo home

assigned_toj>

‘open_Y14'
poo %odef pod idj
name—0'016_last' . '016_firsto—name
assigned_to

name O 'work pos.' 'Interlock’ © ‘work pos.t—name

Figure 26: Interlock specification for openy,, described as a STEP/Express model.

tion_assignment entities. The attribute name isin each of these condition_assignments equal
to "interlock” and they al refer to the same poo. The required states specified by each con-
dition_assignment are described by the state viathe state _assignment. Note that the resource
entities pora and pi are left out of Fig. 26 in order to increase clarity.

6 Conclusions

This paper has shown how the well accepted international standard STEP-AP214 can be
used for communication and storing of resource allocation system specifications. A tool for
creating such specifications has also been briefly presented, based on a mapping between
the STEP information model and the resource allocation system specification. This map-
ping implies areliable framework for the exchange of control related information involving
resource, product and process information.

The presented tool uses alanguage called process algebra Petri nets (PPN), introduced
in (Falkman and Lennartson 2005a), for generating process-specifications, e.g. the specifi-
cations of resource allocation systems. The PPN language has been devel oped in accordance
with the process relations defined in STEP-AP214. It has been shown how this tool can be
used to specify complex systemsin a compact, but yet highly readable manner.

A resource allocation system involves three parts, high level routing specifications, re-
source models, and a supervisor. The high level routing specification involves three speci-
fications (Richardsson 2005), relations of operations (ROP), execution of operation (EOP),
and interlocks (IL). The present research, which is a more thorough and complete descrip-
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tion of the ideas that were presented in (Falkman et al. 2003b), has illustrated how the PPN
language as well as the STEP standard can be used for high level specification but also for
detailed operation specifications, such as execution of operations (EOP) and interlocking
(IL) specifications (Richardsson 2005).

The method has been partly implemented and the result has been validated using case
studies at both Scania Oskarshamn, Sweden (Falkman et al. 2003b) and Volvo Torslanda,
Sweden. In future work the entire method will be implemented and applied to large industry
Cases.
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