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Executive Summary

Background

The COST Action 716 “Exploitation of Ground-based GPS foe@gional Numerical Weather Predic-
tion and Climate Applications” was prepared during 1997 4868 when a Memorandum of Under-
standing (MoU) was written and approved. The necessanagiges, from different countries, were
obtained during the autumn of 1998 and its kick-off meetirag\Wweld in January 1999.

Around that time many European countries had installed, at plans for, continuously operating
ground-based GPS networks to be used as geodetic referenpgort surveying and navigation, and
deliver data for basic research studying the dynamics oé#nth. It has by then also been realized that
information about the atmospheric water vapour content@bach receiving antenna was obtained from
the accurate geodetic GPS data analysis. Water vapoufillifo measure, but is of great importance
for accurate modelling of the dynamics of the atmospher#) fur weather prediction and for climate
applications. The possibility to have continuous timeesenf the water vapour content was therefore
identified as a potential new important data source. It was for a collaboration, and coordination at
the European level, and geodesists and meteorologistsimated to work together within the COST
Action 716.

Accomplishments

The demonstration experiment, originally in the MoU plasht@ be three months, developed into a three
year long operational experiment. Although these data feevarying quality, there has been contin-

uous improvements, and we have demonstrated that the impadatequirements in terms of latency of

delivered data and accuracy can be met. It is also worth tdiametinat in the MoU there was an estimate

of a ground-based GPS networks of some 85 sites, now, at theféhe action more than 400 sites are
delivering data to the central hub at the UK Met Office.

The action has developed a GPS data message type in the BWiRRt fawhich has been approved an
agreed upon by the WMO.

We have studied the user requirements for climate mongaird found that there are large uncertainties
in these specifications. WMOQ's requirements do not to appBblltthe different applications in the area.
We recommend that these requirements are revisited aniblyosdified.

The application of nowcasting was added during the work efabtion. In the MoU only NWP and
climate were identified as possible applications.
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Conclusion and Outlook

The overall conclusion from the work in the COST Action 71@hat it was capable of making useful
products for the meteorological community in terms of timets and accuracy. The work did indeed
increase collaboration in the area significantly. Of codlhsze was a collaboration between countries
but also between the scientists in the meteorological amd¢odetic communities.

Our estimate of the total amount of work is 480 man monthsthegewith additional investments of the
order of 1.8 Meuro. These funds were mainly from nationatifag agencies, but were to a large extent
motivated by the work within the COST action.

We see a mixed picture with regards the impact of GPS data of fdecasts. Many of the forecast
impact experiments run thus far used a sparser station rietivan is currently available (March 2004),
and in addition assimilation schemes have yet to be tuneddddPS data in an optimal fashion. Fur-
thermore, since the time series of the water vapour contenmt GPS data have a temporal resolution of
many minutes, 4D-Var impacts may be significantly greatenagnitude than those seen for 3D-Var.

We have not come to a definite conclusion regarding the cosftbef including GPS data in weather

forecasting—given the limited time for acquiring statisti The results obtained so far indicate small
impact due to GPS data when averaged over all weather comglitDuring disturbed weather conditions
the impact of including GPS data can be significant. Thesdtseare in agreement with those obtained
in the US (Gutman et al., 2004).

Concerning climate monitoring applications the requiredb#ity in the observables are met since it is a
“time-of-arrival” measurement. In addition we formulateetrequirement that water vapour time series
from GPS data must be consistently processed and adequaltssnior other effects influencing the
observables, such as the electromagnetic environmentlat@&aS antenna, must be used.

The status of the field now in 2004 when the COST action is endidescribed by the following ongoing
activities:

e A EUMETNET proposal has been submitted by Denmark, the Nethds, and the UK, aiming
at a four year long transition project to transfer the vemgcessful demonstration experiment into
a useful and highly reliable observing network, contribgtboth to weather forecasting as well as
to the Global Climate Observing System (GCOS).

e A Task Group is formed in the geodetic community in order toabeiscussion partner to the
EUMETNET project scientists. This task group will also iatet will the established International
GPS Service (IGS) and the European reference frame conomi@SUREF).

e The research project TOUGH (Towards Operational Use of GBx@itlity Measurements in Me-
teorology), supported by the 5th EC Framework Programmed ggound-based GPS data for
additional impact studies and the developing and improwlggrithms and models within the
GPS data analysis and the subsequent assimilation intoWf Models.

e The European Centre for Medium range Weather Forecasti@iyI{ZF) is starting to assess the
impact of the ground-based GPS data.

e The most important need for climate monitoring applicatiismto keep efficient archiving of the
raw (RINEX format) GPS data. We believe that this is actutken care of but would like to stress
the importance of keeping a precise documentation alsoeo$ites and their possibly changing
electromagnetic environments.

We that have been active in the COST Action 716 are pleasezktthat our work has resulted in follow-
on activities which are in line with our conclusions and wasitcess to these activities.



Foreword

COST is a programme operated by the European Community (E@Yer to stimulate co-operation in
the field of scientific and technical research. The fundinglie actual research is obtained from other
bodies, national as well as international, and the COSVigcfunds the co-ordination. This mainly
means travel costs for meetings, contributions to workshemmferences, contributions to publications,
and short term scientific missions (STSM) of researchersstbother partners and institutions stimulat-
ing valuable co-operation within the action.

COST is built up by “actions”. Actions are grouped into diéfat research areas, e.g., meteorology, tele-
communications, and transport. The individual actionsdafened by a Memorandum of Understanding
(MoU) signed by the governments of the COST states wishingatticipate in the action. An action
typically runs for 5 years. In our case the work lasted for &rgeand 6 months due to a prolongation
motivated by a reorganization of the COST administratioBlinssels meaning that no meetings could
be arranged for approximately half a year. Other reasonth&prolongation were that the number of
continuously operating GPS stations producing data in reeditime were growing rapidly towards the
end of the action and we wanted to create a good overlap wath@JGH research project to keep the
momentum going. More detailed information about COST cawlidained from the official web site:
http://cost.cordis.lu/src/home.cfm
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from the ZTD)
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Chapter 1

Introduction

Gunnar Elgered

1.1 Objectives of the COST Action 716

The objectives of the action were specified in the Memorandtiinderstanding (MoU). The primary
objective is:

e Assessment of the operational potential on an interndtscee of the exploitation of a ground-
based GPS system to provide near real time observationsifoeNcal Weather Prediction (NWP)
and climate applications.

Secondary objectives are:

e Development and demonstration of a prototype ground-b&e8 system on an international
scale;

¢ Validation and performance verification of the prototypsteyn;

e Development and demonstration of a data exploitation sehlemNWP and analysis of data ex-
ploitation techniques needed for climatic applications;

e Requirements for an operational implementation of a grehamkd GPS system on an international
scale.
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1.2 Overview of the activities within COST Action 716

The following fifteen countries participated in the COSTiAnt716: Austria (AT), Belgium (BE), Czech
Republic (Cz), Denmark (DK), Finland (FI), France (FR), @any (DE), Hungary (HU), Italy (IT),
Netherlands (NL), Norway (NO), Spain (ES), Sweden (SE),t8wiand (CH), and United Kingdom
(UK).

Ten Management Committee Meetings (MCMSs) have been heddAppendix A for details) and these
have often been collocated with Working Group Meetings.

COST Action 716 consists of four working groups (WGs). TheWs reviewed the state of the art, the

2nd and 3rd concern the demonstration experiment and tHeagns of NWP and climate, respec-

tively. Finally, WG 4 deals with the planning for implemetite and operations. Table 1 summarize the
tasks of the different working groups. There are only minodifications compared to the original work

plan presented in the MoU.

Working Group 1 produced the final report which reviewed tiaesof art in ground-based GPS tech-
nology and data analysis as it was in late 2000 to early 200%lsdb summarizes the status in the
participating countries and established a common fouodddr the continued work between geodesists
and meteorologists in Working Groups 2 and 3. This stattefart report can also be seen as the input
to the work of WG 4. It is available for download through thertepage of the action.

Working Groups 2 and 3 were formed at the 2nd MC meeting in IA#99 and Working Group 4
had its kick-off meeting in Bracknell in late 2001. The sfiecWG meetings are listed in Appendix A.
An overview of the time schedule, including the MC meetingd the workshops, is shown in Figure 1.1.

Two Short Term Scientific Missions (STSMs) have been cawigdvithin the action. Guergana Guerova
from Switzerland visited DWD in Offenbach in April 2001. Thmpact of using GPS data in NWP
models was investigated in two case studies. Changes ofdee af 20% in the integrated water vapour
content was observed. The report is available on the welr W3 documents:

http://ww. oso. chal mers. se/ geo/ cost 716. ht m / STSM r eport _gg. pdf

The second STSM was made by Oddgeir Kristiansen visitingthgala Space Observatory of Chalmers
University of Technology in Sweden. The purpose of thistw&s to coordinate the analysis of GPS
data from Scandinavia for the demonstration experiment & ¥ The report is also available via
Internet. The link is found under working group 2 documedhtist p: / / www. 0so. chal ner s. se/
geo/ cost 716. ht m / cost - short-term rep_ok. pdf

The first workshop was held in Oslo during July 2000 and haditlee Towards Operational GPS Mete-
orology”. The information related to the workshop is avaiéaatht t p: / / www. gdi v. st at kart .
no/ cost 716/ . The workshop was regarded as a success by many participemsmain part of all
contributions were published in the proceedings of the slook (see Appendix D2).

The second workshop of the action was held at GeoForschengjsiin (GFZ) in Potsdam during Jan-

uary 28-29, 2002. It had the title: “Exploitation of GrouBdsed GPS for Meteorology”. Due to budget
problems only three external experts could be reimbursed,al WG and MC meetings had to be

canceled. Nevertheless, more than 60 scientists and ceseaparticipated in the workshop. The pro-
ceedings were distributed in printed form to the partictpaat the workshop. They are also available to
the public via Internetht t p: / / op. gf z- pot sdam de/ D1/ COST716.

An international workshop on GPS meteorology was held irkliba, Japan, in January 2003. Although
not formally involving our COST action there were severalugs invited by the Japanese hosts present-
ing results from the COST activities (séét p: // dbx. cr. chi ba-u.jp/ Gos_Met/ gpsnet/

i ndex. ht m and the publication list in Appendix D2).
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Time Plan - COST Action 716

Months from start (Sep. 1998)
Working Group 1 i B

State of the Art

MC kick-off, Brussels

MC, Delft
and Product t
Z MC, Brussels — 12
Requirement |
18
Working Group 2 ¥ Worlshop Oslo
Demonstration i 7
Demonstration exp. + | 30
Working Group 3 MC, Norrkijping

Applications 30

Worlshop Potsdam

— 42

Working Group 4

MC, Offenbach|

Planning for the .
Operational Phase|uc. seme

— 54

MC, De Bilt
L 60

Final Workshop + MC, De Bilt

| 66
Y March 2004/.

Figure 1.1: The actual schedule of the COST Action 716. Ttad tength of the action was 66 months,
including a 6 month prolongation.

A Symposium on Atmospheric Remote Sensing using Satellaeidétion Systems was arranged by
URSI and ESA in Matera during October 13-15, 2003. Severggntations related to our COST
action were presented here. Both from the demonstratioerampnt as well as from studies within
the applications in NWP and climate (the pdget p: / / ww. est ec. esa. nl / conf er ences/
past _events. ht m contains the link)

The final workshop of COST 716 was held in De Bilt, The Nethmtlg in December 2003. Here the
activities of COST 716 were summarized and the future of gueobased GPS meteorology was
assessed by invited speakers and ourselves. hsé@: / / www. knmi . nl / samenw/ cost 716/
final - wor kshop/).
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Table 1.1: The working plan of COST Action 716, divided inte different Working Groups.

Project 1 (WG 1) Project 2 (WG 2)
State of the Art Demonstration
and Product Requirement
State of the art review Equipment field trials

and workshop Operational reliability

- Theory (ground based) Code validation

- Hardware Sensitivity assessment to

- Software meteorological and site variables
Error sources Consider possible quality control
Additional data requirements and validation measurements
Modifications needed to Near Real Time (NRT) network

geodetic systems demonstration

Met system

Geodetic system and an
international scale

Deliverables: Deliverables:
Review report Trial report
Equipment specification Demonstration system
Critique of system NRT data set on regional /
Recommended software continental scale

Specification of data exchange format

Py

Project 3 (WG 3) Project 4 (WG 4)
Applications Planning for the Operational Phase
Development of assimilation & Review of implementation options
data utilization approach for: Logistics (include communications
Numerical Weather Prediction and coding standards)
Climate Assessment of optimal density
Assessment of delta impact on
Impact and validation assessment current observing system

Development of quality control and | | Cost benefit analysis
a performance monitoring scheme

on-line scheme

off-line trend and bias detection

Deliverables: Deliverables:
Impact assessment Cost benefit / analysis for
Recommendations for enhancing observing system
- Data exploitation with GPS observations.
- Quiality control and Recommendations for international

performance monitoring operational network
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1.3 Report structure

This Final Report of COST Action 716 is structured as follov@hapter 2 first gives a general back-
ground to the method of ground-based GPS meteorology, tysiqath theory and the basics of the GPS
data analysis together with some general references. WG Bdththe main responsibilities for Chap-
ter 3 which describes a review and an assessment of the ugéreraents for the three applications of
nowcasting, Numerical Weather Prediction (NWP), and dend@he demonstration experiment carried
out by WG 2 is presented in Chapter 4. It gives an introductiothe GPS analysis and describes the
methods and assumptions used by the different analysisesahat have delivered data in near-real time
to the project. The corresponding work on the GPS data flavj#ta monitoring, and the data validation
was a collaboration between WG 2 and WG 3 and is described apt€h5. Here also statistics of the
number of stations and data delivery are summarized. Thedpp&ations in nowcasting, NWP, and
climate research/monitoring were addressed by WG 3 andrsnsuiized is Chapter 6. The work on the
planning for the operational phase was carried out by WG 4diareported in Chapter 7. This includes
recent descriptions of the status within the differentipgrating countries. Finally, our conclusions and
recommendations for continued work are found in Chapter 8.

Appendix A lists dates and places of meetings and workshAppendix B lists the persons that have
been involved in the action. Appendix C is the submitted EUMIET proposal for continued ground-
based GPS meteorology in Europe. Finally, in addition tolkitiography of references cited in the
report itself, Appendix D is a list of publications publishéor submitted) by authors that have been
active in the action. It can be useful to identify importannhtributions to this field of research during
the time period of the action.
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Chapter 2

Theoretical Physical Background

Gunnar Elgered and Hans van der Marel

2.1 Parameters describing the neutral atmosphere

The primary observable of Global Navigational Satellitest®yn (GNSS) receivers is the time of arrival
of signals transmitted from satellites. Alternativelye tbbservable is the difference in time of arrival
of the satellite signals between pairs, or within networdsantennas for the applications of relative
positioning. The GNSS observations are in our case the pifabe received signal and are obviously
influenced by the atmosphere above the antennas.

The phase delay can be expressed as an equivalent exceaggifop time for the signal transmitted
from a satellite to a receiver on the ground

1 1

At:/—ds—/—dg 2.1)

v &
S G

whereS is the actual path through the atmospheres the straight line distance that would have been
the path without an atmosphere;is the phase velocity (although the group and phase vedscitie
approximately equal in the neutral atmosphere since theediton can be ignored at the frequencies
transmitted by the GNSS satelliteg);is the speed of light in vacuum. The excess propagation time
is often expressed as an equivalent excess propagatioriepafth /, compared to the path in vacuum
conditions, which is obtained by multiplying the time delay in (2.1) by the speed of light in vacuum

ezs/gds—!dg 2.2)

We rewrite this expression as

e:S/;ds—/dH/ds—/dg 2.3)

and obtain
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= [(n—1)ds+S—G (2.4)
/

wheren is the radio refractive index in the atmosphere. When thesxpath length is expressed using
this equation we see that the first term is caused by the fatthb signal velocity is reduced compared
to the case of propagation in vacuum. The excess path is oftlez of 2.3—-2.7 m in the zenith direction
from a site at sea level. The main part, approximately 2.3 amfthe sea level, can be accurately
modelled using observations of the total ground pressurrads the water vapour contribution varies
between almost zero for cold and dry conditions and 40 cm fegiran and humid atmosphere. The&*{
@) term is the difference between the true propagation paththe straight line distance. This term can
be ignored for large elevation angles but must be taken ictount when low elevation angles are used
in the observations. Typically the size of this term is ali®at at 10 degrees and increases rapidly for
smaller angles. This term is often referred to as the “bantiinm” or the “geometric delay”. We note
that for a horizontally stratified atmosphere it is equal déoozin the zenith direction. When modelling
the total excess path the second bending term is often iedltidtough a modified elevation dependence
of the first term.

Since the radio refractive index is very close to one it ispical to introduce the refractivityV which is
defined as

N =10%(n—1) (2.5)

The refractivity is easy to calculate if the state of the apiwere is known. The general form of the
refractivity formula in the neutral atmosphere is (Crar#/d).

P(d-Co0y)

N =k T

€ € DPCO,
ko =+ ks = + k 2.6
+ K2 T + K3 T3 + Ry T (2.6)
wherep(_co,) is the partial pressure of dry air without carbon dioxide (§;@ is the partial pressure
of water vapourpco, is the partial pressure of carbon dioxidg;is the absolute temperature; and the
coefficientsky, ko, k3, andk, are empirically determined from laboratory experiments.

The refractivity equation is sometimes supplemented wittcalled compressibility factors (Thayer,
1974). These are included to model deviations from the idaallaw for the respective constituent.
Of course, they shall only be included if it is consistenthnitie laboratory experiments carried out to
determine the empirical coefficients. Since this is notrclea., for the work carried out by Boudouris
(21963) which is often referred to and used, it has recentgnrecommended to ignore compressibility
factors in the refractivity formula (Rueger, 1999).

Another simplification is to combine the two terms for the digses. Since the GQontent in the
atmosphere is stable, except for a small seasonal varigmproximately 6 ppm) and the well known
long term anthropological effect of +1.7 ppm/yr (Keelingagt 1989), the C@term can be taken into
account by increasing the value /of and thereby obtain one term for the dry gases. Thus we olfitain t
formula

Dd e e
Nk 2 ghy S by 2.7
kl T kQ T k3 T2 ( )

wherep, is the partial pressure of all the dry gases.
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A commonly used value fok, is 77.691 K/hPa which is based on a £€bntent of 300 ppm. The ex-
pected value in 2004 is 375 ppm which will imply a valuekgfequal to 77.695 K/hPa (Rueger, 1999).
The change in the zenith excess path caused by this upddtedofahe CQ content is only 0.1 mm.

The values fork;, ko, and k3 originally measured by Boudouris (1963) were: 775938 K/mbar,
72410 K/mbar, and (3.7540.03)10° K?/mbar, respectively.

When integrating the refractivity to determine the excasgpagation path, according to the equations
above, itis an advantage—in the analysis of space geodstef the effect can be divided up into a so
called hydrostatic term and a remaining term caused by wagssur. The reason is that the hydrostatic
term can be determined with an uncertainty of less than 1 mitmeirzenith direction if the total ground
pressure is measured with an uncertainty of less than 0.3 hPa

Following the presentations by Davis et al. (1985) and Eldé1993)—but ignoring compressibility fac-
tors as discussed above—we arrive at the following equataifored to describe the excess atmospheric
propagation path.

The hydrostatic delay in the zenith direction is given by

Py
£, = 0.0022768 .1 [m] (2.8)

whereP, is the total ground pressure in hPa; the function

F(é, H) = (1 —0.00266 cos 2¢ — 0.00028 H) (2.9)

is used to model the variation of the acceleration due toitytay is the latitude; andd is the height
in km of the station above the ellipsoid. The remaining delayhich we refer to as the wet delay—is,
when using the refractivity constants from Boudouris ()988itten

_ -6 [ € €
fu = 2410 / £ ds +0.3754 / Zds [m] (2.10)
S S

where, as above; andT' are expressed in hPa and K, respectively. The mapping émdescribes
the dependence of the radio path delay in different dirastibrough the earth’s atmosphere. Although
there are mapping functions that model systematic effadtsa horizontal direction (Davis et al., 1993),
(MacMillan, 1995) we here focus on a function that is used &pra delay between different elevation
angles:z without any dependency on the azimuth angle. We denote takedelay by/;,; and define the
mapping function for the total delay at the elevation angges:

Liot (6)

= T (2.11)

mtot(ﬁ)

In almost all applications it is, however, practical to diithe integral of the total refractivity into the
two components just defined: one hydrostatic and one wet @awis et al., 1985). It is worth noting
that the hydrostatic term is the result of the integratiotheftotal pressure in the atmosphere and hence
this term includes also some of the delay caused by wateruafdierefore we prefer to name it the
hydrostatic term — rather than the dry term. A consequendhisfis of course also that the whole
influence of water vapour is not included in the term which weettall the wet delay. Therefore, it has
been proposed that the delay in (2.10) can be called the hydmestatic component” (Mendes, 1999).
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With two different delays it is meaningful to define one maggpfunction for the hydrostatic delay;,
and one for the wet delay:,,:

Cion(2) = £1(90°) - i (€) + £ (90°) - 1y () (2.12)

The use of two different mapping functions is further justifsince the height profiles for the hydrostatic
and the wet constituents are rather different. The typicalesheight of the partial pressure of water
vapour is 2 km whereas it is 8 km for the total pressure in thgdsphere (where most of the refractivity
is found). In the following we will use the term Zenith TotaéRy (ZTD) for¢;,:(90°) which is the sum
of the Zenith Hydrostatic Delay (ZHD},,(90°), and the Zenith Wet Delay (ZWD),(90°).

2.2 Accuracy of GPS meteorology

2.2.1 Ground based GPS data processing

The accuracy of the estimated atmospheric delay dependsaop parameters. Most important are the
uncertainties in the orbit parameters of the satellitesptlodel used for the receiver coordinates, and the
minimum elevation angle used for the observations.

The output atmospheric parameter in high precision GPSmlatassing is normally the ZTD. The ZHD

is determined through an a priori knowledge of the groundsree at the GPS antenna height (Saasta-
moinen, 1972)—observed or modelled. Using the hydrostatipping function in order to calculate an
a priori slant hydrostatic delay an additional ZWD is sol¥edusing its elevation dependence specified
by the wet mapping function. The mapping functions most camisnused for GPS are those derived
by (Niell, 1996) by ray-tracing several years of radiosopdefiles. The Niell mapping functions use
elevation angle, latitude, altitude, and day of year astippwameters.

However, during the GPS data processing stage usually novatecground-pressure measurements are
available to compute the ZHD, and thus an approximated valcemputed using a standard atmosphere.
The effect on the ZTD, via the effect on the estimated ZWD, ibayeglected if the true ZHD and the a
priori ZHD are sufficiently close. For example, using a minimelevation angle of £Qan a priori error

of —20 hPa implies an underestimate of the ZTD of 1.1 mm. If theinmim elevation angle is reduced
to 5°, the ZTD error increases te2.4 mm (Niell, 2004).

GPS processing centres generally have different ways totarthe a priori ZHD and sometimes use
different mapping functions. Therefore, the ZTD, and netdistimated ZWD, is the preferred quantity
to be exchanged. The ZTD itself can then be assimilated imangerical weather prediction model, or
the ZWD itself can be extracted from the ZTD by subtractiom afiore accurately computed ZHD using
accurate estimates or measurements of the surface pressure

Also the way in which the ZWD is modelled, and therefore thédZ€an be different for different GPS
processing centres. The ZWD is modelled as a random wallepsda some of the GPS analysis soft-
wares, assuming a known a priori power spectral density.héisd cases the ZWD can be estimated
(updated) every data sampling epoch, but the model is fustihengthened by assuming that the differ-
ence between two epochs has zero mean with a standard devigated to the assumed power spectral
density and the time interval between the two epochs. Inrathigware packages the ZWD is modelled
as a step function, e.g. estimating one ZWD parameter ey @ minutes, depending on the analysis
centre. Also when the ZWD is modelled as a step functiontivelzonstraints are sometimes applied
between consecutive estimates of ZWD.
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The uncertainties in the estimated orbit parameters anecesdby using a large tracking network. The
IGS (Beutler et al., 1996) provides different products dfedent quality, where the most accurate orbit
parameters are available many days after the time of theadapaisition. The ZTD errors caused by
orbit uncertainties are correlated both temporally andialya meaning that observed rapid changes
and differences between nearby GPS sites have a high commda mjection of orbit induced errors.
Uncertainties in the orbit parameters are the main difficaltcountered in the application for using
the ZTD in weather forecasting where the requirement of deadlability in near real time often means
within 1-2 hours from data acquisition. The ZTD obtainedrfrpost processing, using the most accurate
orbit parameters, have a value as an independent sourcihation for validation purposes.

2.2.2 Characteristics of GPS network systems

The ZTD is estimated along with several other geodetic patars. The parameters that are estimated
depend to a large extent on the domain of the GPS network. &tveork of the International GPS
Service (IGS) is a world-wide network of 200-300 receiverhis network is used mainly to estimate
precise satellite orbits and satellite clock parametergdte GPS satellites. Other parameters that are
estimated are the daily station coordinates, the receleek @rrors, the ZTD and phase ambiguities, as
well as Earth Rotation Parameters (ERP). Delays due to tlasfhere are estimated by using a linear
combination of phase measurements on two frequenciegbhetiminating the first order ionosphere
delay. Other short periodic effects, such as solid eartbstidcean loading, phase wind-up, antenna
elevation dependent delays, etc., are taken care of by asprgpri models. There are three main types
of IGS products:

e Ultra-rapid orbits, available twice daily and since May 2@8/ery 6 hours, which include a pre-
diction for up to one day

e Rapid orbits, satellite clocks and ERP (available after dags)

e Final orbits, satellite clocks and ERP (available after twaeks)

The main objective of the IGS network is to define a global amdjiterm stable reference frame, based
on ITRF, below the cm level accuracy level for the ground bastations and at the cm level for the
satellite orbits.

The IGS products can be used in other ground-based networksoth geodetic and meteorological
purposes. The final IGS satellite orbits and Earth Rotatamafeters (ERP) are used for instance in the
EUREF Permanent GPS Network (EPN), a regional densificafitime IGS network in Europe of about
200 receivers. The EPN provides daily coordinate timeeseind plays therefore a crucial role in the
maintenance of the European part of the terrestrial reéerérmame. The EPN network is a very robust
network that is well monitored, and every station is proeddsy at least 3 of in total 16 EPN analysis
centres. The EPN also provides time-series of hourly estisraf ZTD, which is also a combined product
of the individual analysis centres and is available with laylef 2—3 weeks.
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2.2.3 GPS network processing strategies

Two different strategies can be used for the processingoal nd regional networks:

1. Network approach using zero or double difference

2. Precise Point Positioning (PPP) approach

In the network approach only IGS orbits and ERP parametersised. The IGS satellite clock param-
eters are not used as the satellite clock parameters aneagsti in the network along with the other
parameters such as station coordinates, receiver cloé¢ks, @hd phase ambiguities. Within the network
approach broadly two different approaches exist: doubtezamo difference processing. In the double
differencing approach the satellite and receiver cloclapesters are eliminated on an epoch-by-epoch
basis by forming differences of the observations. Firssepations of two different receivers to the same
satellite are subtracted, eliminating the satellite clpakameters, giving the so-called single difference.
Next, two single differences are subtracted to eliminageréiteiver clock parameter, giving the double
difference. This greatly reduces the amount of parametetsetestimated in the batch least squares
adjustment, leaving only the station coordinates, the@hawbiguities, and the ZTD as unknown param-
eters. In the zero-difference approach the satellite arglwer clock parameters are estimated along with
the other parameters, usually based on a Kalman-filter typpproach. The zero difference and double
difference approach give in theory identical results,@ltih the implementation in software may result
in small differences. The main advance of the double diffeeeapproach is that it results in normal
equations, which later on can be combined to constrain thiiso or combine different estimates. The
main advantage of the zero difference approach is thatlipistly more flexible with respect to changes
in the tracking configuration. The other advantage is thasitally uses a Kalman filter (although a
Kalman filter is sometimes also used in single or double dfiee processing), and is therefore slightly
more flexible in modelling the time behaviour of parametershsas the ZTD. The domain of the GPS
network is important. In a local network only coordinate &¥D differences between two stations can
be estimated; this is because the satellite clock parametee to be estimated as well. Absolute ZTDs
can be estimated only when the network is covering a reat®nadion, because then the same satellite
is seen from different elevation angles at different stejcallowing estimation of both satellite clock
parameters as well as absolute ZTD values.

In the Precise Point Positioning (PPP) approach both pusiyicestimated satellite orbits and ERP are
used, as well as satellite clock parameters (Zumberge &é88I7). Therefore, for each station only station
coordinates, epoch-wise receiver clock parameters, ZTdDpdnase ambiguities have to be estimated.
One of the advantages of the PPP approach is that stationsegamwcessed station by station, and that
it is not necessary to process a regional network. The dolensi the PPP approach that it is much
more difficult to estimate integer phase ambiguities, adtenodone in the network approach. In the
PPP approach this is only possible when several stationpraoessed together. It is essential in the
PPP approach that orbits, ERP, and satellite clock parasnetene from the same source. In general
the estimation errors of these parameters are highly @eatl This is a problem in particular for near-
real-time applications, because the IGS ultra-rapid prtsdcannot provide an accurate clock prediction.
Therefore, for near-real time applications analysis @sntinat use a PPP approach either preceding their
PPP processing by a global network adjustment in order tgged orbits and satellite clocks, or use
one of the few near-real time orbit and satellite clock patdhat are available at present. It is expected
that in future the number and quality of the near-real tim@t@nd clock products continue to improve.

The ZTD time series from GPS data have spatially and temlgaratrelated estimation errors. This is
the case both for the network and the PPP approach. In theneapproach errors in the satellite orbits
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and the satellite clock parameters that are estimateddimte correlations between the ZTD, which
depend on the network size. In the PPP approach correldigtageen the ZTD are introduced because
of common mode errors in the satellite orbits and clocks.

Furthermore, in the near-real time processing many of th8 @®Bcessing centres fix (i.e. do not esti-
mate) the station coordinates onto weekly and monthly gesrin order to get a more stable ZTD time
series. This leads to an improvement (reduction) of the &umcertainties of the ZTD. Although this
use of average coordinates reduces the noise, it may cawadktisme varying biases. Models for short
term variations in the coordinates, and especially in thitoa coordinate, such as those caused by earth
tides and loading effects by the ocean and the atmosphecetode included. This is also true when
site coordinates are estimated if the update period is lothgeé a couple of hours.

Additionally, the ZTD estimation is very sensitive to eléga dependent effects. Errors in the calibra-
tion of satellite and receiver elevation dependent phakg/slewhich may include significant multipath

effects, or errors in the mapping functions, may result iralsisystematic effects of a few mm in the

estimated ZTD. However, using the wrong antenna type in tR8 @rocessing, or fixing the coordinates
to the wrong values (e.g. after an earthquake), may resgltiss errors of occasionally up to 20 mm or
more in the ZTD. In general, the error in the ZTD, and thus Z\Wihelow 10 mm.

The total water vapour content (IWV), along the zenith patm be derived from the ZWD by using
a mean atmospheric temperature for the wet refractivity.estimate of this mean temperature can be
obtained from an empirical formula using the surface teaijpee as input data (Bevis et al., 1994).
Used in this way, simultaneous measurements of surfaceyeeand temperature yield values of the
IWV with an accuracy of the order of 1-2 kg#ron a total content of order 10-40 kgfrfor temperate
regions.

Let us conclude this background discussion by noting treatisolute accuracy of ZTDs estimated from
ground-based GPS networks is poor but that a major part afitkeown bias type of error should be
possible to keep constant over time scales of years. Thegsireof the method is the possibility to
observe continuously with a good temporal resolution ardhtirizontal resolution is simply determined
by the distance between the GPS sites in the network used.
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Chapter 3

User Requirements

Sylvia Barlag, Dave Offiler, and Siebren de Haan

This chapter summarizes the user requirements of the Eamopeteorological and climate user com-
munities with regard to the meteorological data derivechfBPS signals. The user requirements served
to specify and communicate the user needs taking regaragaidpected mode of operation of the GPS
ground based networks taking part in the COST action, imatudperation of receiver equipment and
network connections between the stations and the regionaégsing centres (also called analysis cen-
tres).

This expected operation mode of the network was charaetkby the following:

¢ No satellite or ground network anomaly impacts on the onxgdoprocessing,
e The intra-network data flow and data production operateeapthinned capacity and efficiency,

e During the demonstration phases the data are expected &nbé&@m the processing centres to
user centres via public networks.

The participating processing centres of the GPS meteoyaiegvork were requested to provide Zenith
Total Delay (ZTD) values, together with supporting datadach of the stations in the network. These
products are known as “Level 2” products. The supportin@ datlude at least time, location, receiver
altitude, pressure and temperature at the receiver loc@tieasured, or estimated from, e.g., interpolated
ground observation data or NWP) and quality informationadidition, the Level 2 product should also
contain Integrated Water Vapour (IWV) if available. The mussjuirements given in the next sections
pertain to these Level 2 products.

For the exchange and distribution of these data specificdtemvere developed, including a COST-716
ASCII format, a WMO binary (BUFR) format, and an ASCII formfatr the exchange of data from
meteorological surface observation stations nearby G&Sser stations. Within COST 716 a Near Real
Time demonstration was set up specifically for operationatemrology. For this it was assumed that
Level 2 products would be available in near-real time, i.ighiw 1 hr 45 min of the observation time, in
the COST 716 format. In conjunction with this, a real timeadsérver and a monitoring web site were
set up that served both the validation of product quality treddata flow and availability. Real time
validation of IWV was performed by comparison with NWP madfdr combinations of all GPS sites
and processing centres in Europe. Validation was also peefd for GPS sites at a maximum distance
of 60 km from a radiosonde launch site. The geographical @mgpdoral coverage of the exchanged GPS
meteorology products was limited only by the charactesstif the GPS network.

15
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The approach to define the user requirements for Level 2 ptedollows the general WMO prac-
tice, and is reflected in the tables presented in each of th@nvfog sections. As a starting point,
generic requirements for humidity observations, indepahof the observing system used, were gath-
ered from WMO documents summarizing the needs of several asamunities for meteorological
products (WMO (2001)). From these, requirements for hutypidbservations specific to the GPS ob-
serving system were derived. These user requirements wamesded and refined at several occasions
with the help of COST 716 Working Groups 2 and 3 and the COSTWaskshops. It shall be noted that
WMO humidity requirements are specified as column specifiitity (CSH). We prefer IWV since the
differences can be ignored for this purpose (COST-716 (3004

The COST 716 action has identified several classes of userstad in WMO (2001). For the purpose
of the GPS meteorological network development, we pressatt nequirements for three classes of use:
gualitative meteorology (nowcasting), NWP, and climateve3al notes are helpful to better understand
the tables.

1. User Requirements do not represent a hard cut-off valtgooid/no good”; rather there is often a
broad range of acceptability. Where two values are givanfitht one is the target value whereas
the second indicates a threshold beyond which data may havgimal use (impact). Data with
quality better than the target values may be over-specifisdhe additional 'quality’ cannot be
exploited by the application.

2. For NWP, an implicit requirement exists that states thseovation errors should be uncorrelated
in time and space and the observations should be free ofshigigen the general introduction
about GPS processing above, it is clear that the existing whgolving for tropospheric parame-
ters may introduce unknown correlations and unknown bidsethe sequel, we will only discuss
correlation and bias free observational requirements.

3. Requirements are either presented for the IWV or for thb gdalay. IWV is usually expressed
in kg/m? or alternatively as the equivalent height of the water colummm (1 kg/nt = 1 mm).
To avoid mixing up with path delay the first notation will besdsfor IWV.

4. Horizontal sampling means the average horizontal sagpgkeparation distance.

5. Repetition Cycle is the effective sampling interval & #ame location.

3.1 Requirements for meteorological nowcasting

Meteorological nowcasting, or very short-range weathediation, is based on a quantitative assess-
ment of weather parameters. The generic requirements otigdr community for column integrated
humidity have been extracted from the database of the Wodtkdtological Organisation (WMO) and
are presented in Table 3.1. Here we stress again that thepsieerments are generic, and independent of
any particular observing system. The presented rangesseqrthe threshold and target requirements.

From the above generic requirements for total column huynathta, it is clear that the primary goal of
the GPS Meteorology network products is to provide geomaygLevel 2) products, which meet these.
With respect to the general requirements for GPS produatgj@rement for integration time is added.
The connected requirements for repetition cycle and iatemr time stem from a requirement that (time)
samples should be uncorrelated. Note that the integratiomis the period over which GPS signals are
gathered and processed. Also note that relative accuraegusred for quantitative analysis rather than
absolute accuracy. When comparing the previous table vaitheT3.2 it becomes clear that the target is
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Table 3.1: Generic User Requirements for Nowcasting.

\ | wv |

Horizontal Domain | Sub-regional
Horizontal Sampling 5-50 km
Repetition Cycle 0.25-1 hrs
Absolute Accuracy | 1-5 kg/nt
Timeliness 0.25-0.5 hr

Table 3.2: GPS Meteorology Network Requirements for Nowiicgs

\ \ WV \
Horizontal Domain | Europe to national
Horizontal Sampling 10-100 km

Repetition Cycle 5 min-1 hr
Integration Time MIN(5min, rep cycle
Relative Accuracy 1-5 kg/n?
Timeliness 5-30 min

to capture small scale and rapidly changing humidity stmest for the purpose of forecasting rapid and
severe weather developments. However, the thresholdresgents show that also less frequently and
densely sampled information can be useful.

3.2 Requirements for numerical weather prediction

Generic requirements for numerical weather predictiorgatbered in the same way as for Nowcasting
by extracting values from the WMO database. Table 3.3 exglimcludes users requiring data for
regional and/or mesoscale NWP models. In general, thermgents for global and regional NWP are
very similar except that horizontal sampling better thankB® and timeliness better than 1 hour are
preferred for regional NWP applications.

For use in nowcasting applications it was made clear thapthmary goal of the GPS Meteorology
Networks should be to provide humidity products. Howevemf several NWP assimilation trials (see
Chapter 6) and from the processing practices highlighte@hiapter 4 it is clear that non-geophysical
(Level 1b) products may be the preferred deliverable of thievarks for many NWP users. Centres
applying variational data assimilation methods may préferuse of ZTD or Slant delay to the use of
IWV. In case an NWP centre needs IWV that quantity can be ddrivom ZTD using the methods
indicated in Chapter 2. NWP centres are naturally in a betbsition to overcome the problem of
missing meteorological data than network operators hawvinge approximations for these. Given this,
the main difference with the tables of Section 3.1 is theouhiiction of zenith total delay and slant delay
in Table 3.4. Differences between Table 3.3 and Table 3 ftem a stricter interpretation of present
day capabilities of NWP systems. Again, an integration tieggiirement is added to ensure uncorrelated
samples. It should also be noted that the absolute accuaagg iquoted here is rather general and should
be better in wintertime with lower humidity budgets.
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Table 3.3: Generic User Requirements for Numerical Wed@hediction.

\ | wv | wv |

Horizontal Domain | Global Regional
Horizontal Sampling50-500 k) 10—-250 ki
Repetition Cycle 1-12 hrs | 0.5-12 hrsg
Absolute Accuracy | 1-5 kg/nt | 1-5 kg/n?
Timeliness 1-4hrs | 0.5-2hr

Table 3.4: GPS Meteorology Network Requirements for Nuoa¢iiVeather Prediction.

\ \ Zenith Total Delay or Slant delay

Horizontal Domain Global Regional
Horizontal Sampling 50-300 km 30-100 km
Repetition Cycle 30 min-2 hrs 15min—1hr
Integration Time | MIN(30 min, rep cycle) MIN(15 min, rep cycle
Absolute Accuracy 3-10 mm 3-10 mm
Timeliness 1-2 hrs 30 min-1.5 hrs

For example, the mean IWV value in January (2002—2004) wbdén Ny-;&lesund (Svalbard, Norway)
is around 2 to 3 kg/r1 in July (2001-2003) this monthly mean value is around 112tkg/n?. The spread
for both the winter and the summer month is around 2 Kg/tn a more southerly located site, Noto
(Sicily, Italy), January values of 11 to 12 kg/nand July values of 25 to 27 kgArwere observed.
For this site the spread is 4 kglrin the winter and 6 kg/rmin the summer.

3.3 Requirements for climate

Table 3.5 illustrates in a similar way the user requiremésntghe climate community, in particular those
for climate monitoring and prediction where trends in thet@and future are analysed. The noteworthy
requirement is for long-term system stability. For climatenitoring it is necessary that the data are
homogeneous and do not drift by any insufficiency of the imatnts, the surrounding measurement
site, or changes in the processing. According to the climeiritoring principles fostered by the Global
Climate Observing System (GCOS), the quality and homogyeéidata should be regularly assessed
as a part of routine operations whereas the details of laralitions, instruments, operating procedures,
data processing algorithms and other factors pertinemttéogreting data, i.e. the meta-data, should be
documented and treated with the same care as the data themgglimate prediction models and studies
performed with re-analysed meteorological data show teats between 0.1-0.4 kgfidecade in the
global, yearly averaged atmospheric water vapour contantbe expected (Bengtsson et al., 2004).
For specific (dry) regions these humbers may even be smdllgs is far less than the measurement
accuracies of the GPS system at present but also less tharariagions seen in local biases. The
significance of any trend detected is therefore extremedgitiee to long-term system stability. A value
for the long-term stability near zero is theoretically tigind is to be preferred but may be practically
unrealistic. The requirement for this is therefore exprdsas an acceptable drift of the bias on the order
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Table 3.5: Generic User Requirements for Climate Monitpand Prediction.

\ \ WV |
Horizontal Domain Regional—global
Horizontal Sampling 10-100 km
Time Domain >> 10 years
Repetition Cycle lhr

Absolute Accuracy 0.25-2.5 kg/rh
Long Term Stability| 0.02 0.06 kg/m/decade
Timeliness 3-12 hrs

Table 3.6: GPS Meteorology Requirements for Climate Mamitpand Prediction.

| | WV |
Horizontal Domain All

Horizontal Sampling10—250 km; individual stations
Time Domain Weeks to many years
Repetition cycle lhr

Absolute Accuracy 1 kg/n?

Long Term Stability]  0.04-0.06 kg/rfVdecade
Timeliness 1-2 months

of 10-30% of the expected trend within any decade. Excepthisrrequirement, if the requirements
for operational meteorology are met, those for climate iapfibns will be so too. The requirement for
timeliness stems from the WMO/GCOS requirements as foulddNfO documents (web-based database
WMO/CEOQOS). It may be applicable to some applications, bistfitlt that this requirement can in general
be relaxed.

A climate user is probably not only the end user of a climalal product. Therefore a climate user
will not only be interested in time- and space averaged wahug preferably in the values in full reso-
lution in time and space as specified in Table 3.5. Three dsioaal (3D) analysis fields from an NWP
assimilation may be one option for deriving gridded datagsuong as the influence of the NWP model
on the result is still a matter of discussion this should retle only option. The climatologist will
always be interested in the most independent data. Clinsats may not make direct use of zenith (total
or wet) delays; they are likely to either use temporally gpatiglly averaged water vapour columns, or
use 3D analysed fields, which have assimilated GPS grouselbhaeteorology data via NWP systems.
Table 3.6 reflects the average requirements for any reatistivork of GPS ground receiver equipment.

Several notes apply to this table:

1. Ideally, data for global studies are sampled in regula€2x 2.50° or 10 x 10° grids; ideally
each grid box should have40 independent observations per day. For local and reggindles
(e.g. Baltex) stations are required every 100 to 200 km buhecessarily arranged in a grid. Sites
chosen must reflect climate areas of interest. For speagitgye.g. storms or extreme events) a
higher network density, e.g. comparable to NWP network itlemay be required over the region
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of interest.

2. For climate monitoring the time domain should in prineifple unlimited. However, for climate
studies the time stretch for which data are required may betested to several (tens of) years.
For special events (see note 1) weeks may be sufficient. Ebrafdhese studies climate accuracy
is required, obtained through post-processing of the dsiteyuaccurate orbit parameters.

3. Daily, monthly, yearly, mean diurnal cycle, mean dailyam& mean seasonal cycle, mean yearly
means over many (30 or more) years etc. are required. Thesestrbased on an hourly repetition
cycle.

4. W.r.t. Table 3.5 timeliness has increased to allow fougition of accurate orbit data. This has a
positive impact on the absolute accuracy.

Although this does not pertain to the geophysical products€l 2 products) a special remark should
be made concerning the requirement for archiving of praduéirchiving concerns the saving of pro-
cessed products and its subsequent extraction. Espediatigte users have an interest in extracting and
reprocessing data or, alternatively, to have the archietd eprocessed. To produce useful and consis-
tent time series, and to make any reprocessing feasiblh,azservation should be accompanied by all
relevant meta-data, as also recognized by the monitoringiptes of GCOS. These meta-data should at
least include the type of meteorological station (or metbbestimation) used to produce pressure and
temperature data, the ZTD solution from the network praogsand its error covariances, and an error
estimate for the humidity product.



Chapter 4

Demonstration Experiment

Hans van der Marel

4.1 Introduction

The main task of WG 2 (Demonstration project) was to developar real-time (NRT) demonstration
system, including all the steps from data acquisition upssdnailation into an NWP model, and to verify
the operational reliability of the hardware and softwardes The near real-time demonstration system
involves several analysis centres, each processing a GRSrkeand delivering estimates of ZTD to a
gateway at the UK Met Office in the COST 716 format.

The specifications for the NRT demonstration system weraegfby WG 3 (see Chapter 3). This in-
cludes the specifications from the operational meteorolcigypate research and climatology communi-
ties. In order to be useful for NWP the estimates of ZTD mustamithin 1 hour and 45 minutes from
the time of the first observation.

The algorithms, data flow, formats and assimilation into NkW&dels have first been tested on 15 days
of GPS data which were processed off-line, but to near-iead tjuality, using a benchmark data set
spanning the period of June 9-23, 2000. The benchmark dataserocessed by 7 analysis centres.

The first observations for the NRT demonstration system \weseessed in February 2001. The near-
real time demonstration started with two analysis centoas,soon included six out of seven analysis
centres that participated in the benchmark data set. Laténgithe project four additional analysis
centres became involved in the near real-time demongtrafitne system consisted in March 2004 of
about 420 stations processed by 10 analysis centres ingedaime.

In this chapter we will focus on the design of the near rgaktinetwork and the processing strategies
used by each of the GPS analysis centres. Also we will prakentesults of the benchmark data set
and inter-comparisons between the results from differd?® @nalysis centres, and some of the specific
properties of the near real-time system. The data flow andtororg of the near real-time system and
its applications are discussed in Chapters 5 and 6, regphcti
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4.2 Design of the near real-time network

One of the main goals of COST 716 is to demonstrate that it$sipte to use data from ground based
GPS for operational meteorology. For this reason a neattireal demonstration was organized using
existing GPS infrastructure and analysis centres. Thegserpf the near real-time demonstration is
threefold:

1. Proof that GPS networks can provide properly validate®Zih near real-time
2. Create a data set that can be used to assess the impact oappiéations

3. Establish data formats and procedures, and verify hasdaad software codes in an operational
manner

Because we wanted to use existing GPS infrastructure it wesled to organize the GPS processing
around several near real-time networks, each handled byaysis centre.

In order to be useful for meteorology and climate applicgatjdhe networks should cover at least Europe
and as much as possible of the Northern Atlantic. Figure AdLRgure 4.2 give an impression of the
geographical distribution of the stations in March 2004wtfiteir analysis centres. Please note that only
analysis centres are indicated. The data providers, onhthie analysis centres rely for the data, are
not listed in Figure 4.1 and Figure 4.2. A list of data prov&lean be found at the end of this chapter.
The density and size of the networks primarily depends ondingber of stations, within each area, which
can provide NRT data, and can be handled by each networkuBetlae ZTD will be assimilated directly
into NWP models the stations do not necessarily have to bipeeg with meteorological sensors.

The analysis centres that are taking part in the near ne&-tiemonstration are:

ASI Agenzia Spaziale Italiana, Matera, Italy

ACRI ACRI-ST, Valbonne, France

BKG Bundesamt fur Kartographie und Geodasie, Frankfurtp@esy

GFZ GeoForschungsZentrum Potsdam, Potsdam, Germany

GOP Geodetic Observatory, Pecny, Czech Republic

IEEC Institut d’Estudis Espacials de Catalunya, BarcelonajrSpa

LPT Federal Office of Topography, Wabern, Swiss

NKG Nordic Geodetic Commission, Norwegian Mapping Authorfigrway
NKGS Nordic Geodetic Commission, Onsala Space Observatoryd&we
SGN Institut Geographique National, Paris, France

The near-real time demonstration started in February 20@th $wo analysis centres, Geo-
ForschungsZentrum Potsdam (GFZ), Germany and Geodetier@ibsry Pecny (GOP), Czech Repub-
lic. GOP is processing a European network with stations fteenUK, Belgium and the Netherlands
(DouSa, 2002b), while GFZ contributes stations from then@am Atmospheric Sounding Project (GASP)
network (Gendt et al., 2004), with some of the Dutch and Hredata. Institut d’Estudis Espacials de
Catalunya (IEEC), Barcelona, Spain, Agenzia Spazialéahal (ASl), Matera, Italy and the Federal
Office of Topography (LPT), Wabern, Switzerland joined thamonstration network in respectively
May, June and December 2001. ASI and IEEC are contributirgn@iworks centred on the Mediter-
ranean from the MAGIC campaign (Flores et al., 2000; Haas#.e2001; Pacione & Vespe, 2003).
LPT is processing a very dense Alpine network centred onZew#nd, with some of the French stations
(Brockmann et al., 2001). The Nordic Geodetic Commissiopraxessing mainly two sub-networks
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Figure 4.1: GPS stations in the near real-time network detnation and analysis centres processing the
data (March 2004).

of Scandinavian stations. The Norwegian stations are pseceby the Norwegian Mapping Authority,
Norway (NKG), together with a number of global stations fdbibdetermination. They started to con-
tribute data in April 2002, after having participated forleog period in October 2001. Onsala Space
Observatory, Sweden (NKGS), is providing a dense netwariSfeeden, and has in 2003 added a large
set of Danish stations. In 2003 two more analysis centreg@amiine, increasing the number of analysis
centres to nine. They are ACRI-ST (ACRI), Sophia Antipoksance, taking over one of the MAGIC
networks that was originally processed by CNRS, Francegelatal., 2001), and Institut Geographique
National (SGN), Paris, France, processing stations frartiench network. Finally, in 2004, the Bun-
desamt fUr Kartographie und Geodasie (BKG) in Frankf@eymany, started to contribute a European
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Figure 4.2: Detail of the near real-time demonstration nekwMarch 2004).

data set, bringing the total number of analysis centres tadd@ddition to stations in their target area
most of the ACs are analysing sites from the European Pemh &S Network (EPN) and IGS network
as well.

The evolution of the near real-time network is shown in Féegdii3, giving the network status in January
2002, July 2002, January 2003 and October 2003. The cutegnssMarch 2004, is shown in Figure 4.1.
Figure 5.3 in Chapter 5, gives an overview of evolution of miuenber of stations in the near real-time
demonstration from May 2001 until March 2004.

In July 2002 six analysis centres were active processingveonke of 150 stations, of which 69 stations
were processed by GFZ, 43 by GOP, 35 by ASI, 13 by IEEC, 60 by &I 23 by NKG. GFZ and
NKG each are also processing about 25—-35 globally dis&ibstations which we have not counted.
About 26 stations are processed by two analysis centrestafidrs are processed by 3 analysis cen-
tres, 9 stations are processed by 4 analysis centres antiohstare processed by 5 analysis centres.
The remaining 99 stations are processed by one analysiecent

In October 2003 the network consisted of a total of 385 gtati@as shown in Figure 4.3, of which
216 stations were processed by GFZ, 40 by GOP, 34 by ASI, 2EBLC] 56 by LPT, 20 by NKG
Norway, 98 by NKG Sweden, 30 by ACRI and 48 by SGN. GFZ is alse@ssing about 25 globally
distributed stations. About 38 stations are processed byatvalysis centres, 21 stations are processed
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Figure 4.3: Evolution of the COST 716 near real-time GPS ogtvshowing the GPS stations and
analysis centres in January 2002, July 2002, January 2@D®etober 2003.

by 3 analysis centres, 12 stations are processed by 4 anabfsires, 5 stations by 5 analysis centres,
2 by 6 analysis centres and 6 stations are processed by Banantres. The remaining 301 stations are
processed by one analysis centre.

Finally, in March 2004, the network consisted of 424 statioBKG added 83 stations to the network,
but only 12 of them were new additions. The number of statfposessed by the other analysis centres



26 CHAPTER 4. DEMONSTRATION EXPERIMENT

did not change significantly: 35 by ACRI, 41 by ASI, 208 by GB2,by GOP, 24 by IEEC, 61 by LPT,
109 by NKGS, 20 by NKG and 55 by SGN. About 44 stations are meee by two analysis centres,
23 stations are processed by 3 analysis centres, 19 statpsocessed by 4 analysis centres, 11 stations
by 5 analysis centres, 5 by 6 analysis centres, 2 by 7 analgsises and 6 stations are processed by
8 analysis centres. The remaining 313 stations are pratégsene analysis centre. Six sites have co-
located receivers, therefore, the actual number of sitd48s while the number of receivers (stations)
is 424. The actual number of stations observed at any givea i a little less because of occasional
station outages.

Stations are identified by a unique 4-letter code. On onesimeatwo analysis centres used the same
4-letter code for different stations (TRYS). Also, the athwy round happens: 6 stations using the same
receiver were given different 4-letter codes by two analysintres. Furthermore, there are also sites
which operate more than one receiver and where analysigesartioose to process different receivers,

or decided to process both receivers simultaneously. Fhikd case for 6 sites, and for 5 of them a

analysis centre is processing both receivers simultaheous

Each of the contributing analysis centres was relativede fio organize the processing as they think
is best, as long as (i) properly validated ZTD with a well defirquality indicator are computed, and
(i) these data are made available within 1 hour and 45 minutte FTP gateway at the UK Met Office
using hourly files in the COST 716 format. The time limit hasiset by WG 3 based on requirements
for NWP applications.

This means that the analysis centres are free to decide \statibns they process, to choose the software
and processing strategy they use and the interval at whith@@rameters are estimated. The reason for
this strategy is very straightforward. Within COST only paop is given for coordination of activities.
There is no funding to buy any hardware or support analysitree. So, COST 716 has to build upon
existing projects and initiatives. Another reason for natihg strict guidelines is that, by having dif-
ferent analysis centres and strategies, it is possibleainate the advantages and disadvantages of each
approach.

As each network handles the data issues within its own a®8,1716 has access to data that is not in the
public domain or on anonymous FTP servers. Therefore, CA®Ts/not limited to data available from
only IGS and EUREF, but the spacing between the stations agnsignificantly among the networks,
as can be seen in Figure 4.1. In addition, each analysiseceiitralso need data outside its area in order
to be able to (i) give absolute estimates of ZTD and (ii) inwerorbits in near real-time.

The analysis centres use different strategies and softpackages. The main characteristics of the
various processing strategies are discussed in Sectioardl3he general characteristics are given in
Table 4.1.

For the exchange of ZTD data the COST v2.0 format is used. O@STis an ascii format that can be
converted easily into BUFR, the standard binary data fousat on the GTS network, so that it can be
inserted in the regular 'meteorological’ data flow on a ammbius basis. A proposal for a BUFR specifi-
cation for GPS has been submitted to WMO and was approved bypWiMise on the GTS. The COST
format has been adapted from the CLIMAP format to includetsielays, processing statistics, g/c in-
formation and includes also surface meteorological dadal\af/. Although the COST format has been
adapted to include slant delays none of the contributingrordts is providing slant delays today. How-
ever, in view of the potential application of slant delayse £.9. MacDonald et al. (2002) and Pany
(2002), it was decided to define the format to handle alsodia type. COST files can contain data for
more than one station (virtual files). The COST 716 files ateaged once per hour by the GPS analysis
centres to an FTP gateway at the UK Met Office, where they mrem@iline for one week. The data are
mirrored by an FTP server in Delft, which also maintains ahiae of all the data on-line. However,
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the COST format does not contain any co-variance matrixrinédion, which would be needed for a
combined product.

Presently, it is not foreseen to combine the ZTD estimatethtliyidual networks, but to make results
available as soon as possible. This means that for somergdto or more estimates of the ZTD will
be available from different analysis centres. A combimastep would only delay the results, and add
an additional layer of complexity. Also, combination of ults is not advisable because the analysis
centres do not follow the same guidelines or use the samwaeft and therefore, a pure mathematical
combination could degrade the individual results. Only gsptally meaningful verification with NWP
models or more precise post-processed data can show theripespf the individual solutions. Because
we do not plan to combine the ZTDs, we can have different tgbestworks (regional and mesoscale)
and different analysis strategies involving different géing rates for the ZTD.

The planned duration for the trial in the Memorandum of Ustierding of COST 716 was three months.
However, even before the near real-time demonstrationestait was expected that the setting-up of
the processing is a more costly and labour intensive tagk ttie routine processing itself. So, at the

start of the demonstration project it was already antieigab run the demonstration at least one year.
In the end the near real-time demonstration just continaegdw and it was decided not to stop during

the COST 716 action. After the end of the COST 716 action tlz remal-time demonstration system

continued to be run, with six analysis centres contribufmogn the European TOUGH project and four

analysis centres participate on a voluntary basis.

The present approach was mainly intended for the NRT dematitst that has started in February 2001.
It is likely that for operational work a different organizat is needed. An important deliverable of the
near-real time demonstration is an assessment of equiandréxpertise needed to run the processing at
meteorological institutes, without requiring too much detic expertise. These issues will be addressed
in Chapter 7.

4.3 Processing strategies

4.3.1 Introduction

Each of the contributing analysis centres was relativedg fio organize the processing as they thought
was best, as long as properly validated ZTD with a well defopeality indicator is computed, and these
data are made available within a target of 1 hour and 45 neniasteés FTP gateway at the Met Office
using hourly files in the COST v2.0 format. This means thatahalysis centres are free to decide
which stations they process, to choose the software aneégsing strategy they prefer and the interval
at which ZTD parameters are estimated. One reason for nandnatrict guidelines is that, by having
different analysis centres and strategies, it is possiblevaluate the advantages and disadvantages of
each approach. Although maybe advisable for a demonsirptigject, this does not necessarily mean
that this should be the adopted strategy in an operatioresdeohin the operational phase it should be
considered to adopt the same strategy for all analysisezimvolved.

The ZTD is estimated along with several other geodetic patara. The parameters that are estimated
depend to a large extend on the domain of the GPS network xBorge, to estimate precise satellite or-
bits and Earth rotation parameters (ERP) a world-wide nedlike the network of the International GPS
Service (IGS) is needed. Other parameters that are estimati global, regional and local networks
alike — are the daily station coordinates, satellite anéiker clock errors, ZTD and phase ambiguities.
Delays due to the ionosphere are estimated by using a lioeabioation of phase measurements on two
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frequencies, thereby eliminating the first order ionosphd®lay. Other short periodic effects, such as
solid earth tides, ocean loading, phase wind-up, anteravatgn dependent delays, etc., are taken care
of by using a-priori models.

Two different strategies can be used for the processingcal lnd regional networks:

1. Network approach using zero or double differences

2. Precise Point Positioning (PPP) approach

In the network approach several stations are processeth&rge a single least-squares adjustment or
filter. If the network is large enough (global) satellite ilsband ERP parameters can be estimated, but
more often in regional and local network satellite orbitsl &RP parameters from IGS are used as-is
without orbit estimation or relaxation, i.e. as a-prioritalaStation coordinates, satellite and receiver
clock parameters, ZTD and phase ambiguities are estimatibe least-squares adjustment.

In the Precise Point Positioning (PPP) approach both pusilyicestimated satellite orbits and ERP, as
well as satellite clock parameters, are used as a-pricai ddterefore, only station dependent parameters
have to be solved in the PPP: station coordinates, epodahstégion clock parameters, ZTD and phase
ambiguities. One of the advantages of the PPP approachtishéhgrocessing can be done station
by station instead of a network. In other words, the PPP agbrovill also work for a single station.
This means that for a network of stations the computatiore tiar the PPP is growing linearly with
the number of stations, whereas in the network approachadimpuating time includes also a significant
guadratic component. The downside of the PPP approactt thatich more difficult to estimate integer
phase ambiguities, as is often done in the network apprdachi$ only possible in the PPP approach
when several stations are processed together). Howewee @adl see later, most of the analysis centres
which use a network strategy also refrain from estimatinggar ambiguities.

It is essential in the PPP approach that orbits, ERP andisatdébck parameters are of excellent quality
and come from the same source. These parameters are inlgggbhacorrelated. This is in particular

a problem for near-time applications, because the IGS-tdpa products cannot provide an accurate
clock prediction. Therefore, for near-real time applioasi the PPP is often preceded by a global network
adjustment in order to get good orbits and satellite clooksjear-real time satellite orbits and clocks
from an other analysis centre is used.

Within the network approach broadly two different apprasclexist: double and zero difference pro-
cessing. In the double differencing approach the sateiltitd receiver clock parameters are eliminated
on an epoch-by-epoch basis by forming differences of therhsions. First, observations of two dif-
ferent receivers to the same satellite are subtractedinaimg the satellite clock parameters, giving the
so-called single difference. Next, two single differenees subtracted to eliminate the receiver clock
parameter, giving the double difference. This greatly ceduthe amount of parameters to be estimated
in the batch least squares adjustment, leaving only statandinates, phase ambiguities and ZTD to
be estimated. In the zero-difference approach the satelfitl receiver clock parameters are estimated
along with the other parameters, usually using a Kalmaertijipe of approach. The zero difference and
double difference approach give in theory identical resalthough the implementation in software may
result in small differences.

The main advance of the double difference least-squaresagipis that it results in normal equations,
which later on can be combined to constrain the solution onldoe different estimates. The main
advantage of the zero difference approach is that it isla bit more flexible with respect to changes in
the tracking configuration. The other advantage is thatialig uses a Kalman filter (although a Kalman
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filter is sometimes also used in single or double differencegssing), and is therefore is a little more
flexible in modelling the time-behaviour of parameters sasfZ TD.

The domain of the GPS network is important when using the oitapproach. In a local network only
coordinate and ZTD differences between two stations caistimated; this is because the satellite clock
parameters have to be estimated as well. Absolute ZTDs castieated only when the network is
covering a reasonable region, because then the sametedteieen from different elevation angles at
different stations that allow one to estimated both ségelllock parameters as well as absolute ZTD.
It is for this reason that the analysis centres are proagssiegional network, and not only a national
network. Nevertheless, the size and domain of the netwoitksnaACOST 716 are very different.

4.3.2 COST 716 processing strategies

The analysis centres use different software packages algsenstrategies, as outlined in Table 4.1.
Four different software packages are used: EPOS from GFBRS&IOASIS Il from Jet Propulsion
Laboratory (JPL) of NASA, used by NKG, NKGS, ASI and IEEC, GAMrom MIT which is used by
ACRI, and the Bernese GPS software v4.2 (BSW) from the Usityepf Berne, used by BKG, GOP,
LPT and SGN.

GFZ and NKGS use Precise Point Positioning (PPP). GFZ caspitd own orbits, clocks and Earth
Rotation Parameters (ERP) using a network of 25 globalostaiti NKGS uses IGS Ultra Rapid orbits
(IGV), but processes first a 20 station global network in ogktwnode in order to improve orbits and
estimate satellite clocks at intervals not provided by B8 brbits.

The other analysis centres use a network approach. ACR],B¥SE, IEEC and NKG use a sliding win-
dow approach (NET), while GOP, LPT and SGN, process the datalmurly basis, and then stack the
normal equations over the selected period (NEQ). The aigatgmtres using the network approach are
using IGS Ultra Rapid orbits (IGU), except IEEC and NKG whe asing JPL's rapid 15 minute orbits
(JPL15). Previously, also NKG used 30-35 global stationsnfarove orbits and clocks, starting with
IGS Ultra Rapids and based on ITRF2000, using a PPP strdiagghanged to the current procedure
in 2003. In the network approach the satellite clocks ateeeiestimated in case of network processing
with GIPSY (undifferenced data), or eliminated by doublfetdéncing in case of BSW and GAMIT.

With the network approach it is not necessary to do orbitestion. The present day accuracy of the IGS
ultra rapid orbits is sufficient for the network approachwdwer, all analysis centres check the accuracy
codes in the satellite orbits to exclude bad satellites, DRI uses orbit relaxation to relax three of the
orbital parameters. To increase the robustness of the N&Jepsing ACRI, ASI, GOP IEEC, LPT and
SGN also check the post-fit residuals to exclude possiblyerbad satellites. ACRI, ASI, IEEC, GOP
and LPT not only remove bad satellites automatically, bsb aémove bad stations using post-fit phase
residuals. In general, when bad satellites and/or staiomsemoved, the processing times increase by
about a factor two.

GOP is also providing ultra rapid orbits using a 3-hour update, as alternative to the IGS Ultra Rapid
Orbits, and has studied its application within the COST 7ddjeut (DouSa, 2004). During a 3-month

test period both GOP and IGS ultra rapid orbits were usedhgisimilar statistical results in terms of

ZTD quality, though occasionally some stability problemer@vobserved in both orbit products.

Only IEEC is estimating station coordinates simultanepusth the ZTD parameters in the near real-
time processing. The other analysis centres keep the catedi fixed onto values from ITRF or coor-
dinate solutions computed by post-processing using lotiger spans of GPS data (Pacione & Vespe,
2003; Gendt et al., 2004; Dousa, 2002b; Haase et al., 20@kBiann et al., 2001). The coordinate
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Table 4.1: Processing Options for the NRT Demonstrationr¢kl2004).

GFz NKGS NKG ASI IEEC ACRI BKG GOP LPT SGN
software EPOS GIPSY GIPSY GIPSY GIPSY GAMIT BSW BSW BSW BSW
strategy PPP PPP NET NET NET NET NET NEQ NEQ NEQ
Initial data:
orbit GFz IGU JPL15 IGU JPL15 IGU IGU IGU IGU IGU
ERP GFz IGU JPL15 IGU JPL15 IERS IGU IGU IGU IERS
clocks GFz - - - - - - - - -
Orbit/clock estimation:

orbit/clock both both 3or
window 12h 24h 9h
sites 25 20

cpu 8m 10m

Coordinate estimation:
method pp(PPP) pp(PPP) pred pp(PPP) pp pp nrt pp” pp

window 7 days 1 month - 1 month - 8days 7days 7days 1month years
updates dail§ monthly - monthly - quarterly quarterly daily monthly
ref.frame ITRFOO ITRFOO ITRFOO ITRFOO ITRFOO ITRFOO ITRFAGSO0O ITRFOO ITRFOO
fiducials alllIGS allIGS none 17 5 13 allIGS allIGS  sel.
Ofiducial ~ 1MM 1mm 0.1 mm 3/6mm

Ocrd 100m 100m 20/50mm

Parameter estimation:

window 12h 8h 12h 24h 12h 9h 4h 12h 7h 3h
interval 150s 300s 900s 300s 300s 60s 120s 30s 30s 30s
cutoff 7.5° 15¢ 10° 10° 10° 10° 10° 10° 10° 10°

Oobs CoS 2 10mm 10mm 10mm cos 2 cos 2 COoS 2 cos 2
coordinates fixed fixed fixed fixed est. fixed fixed fixed fixed fixed
gradients yes yes yes no yes no no no no no
oc.loading Pgtks  Schrnck Schrnck Schrnck Schrnck Schrnar8k Schrnck Schrnck Schrnck
PCV IGS01 IGSO01 IGS01 IGS01 IGSO01 IGS01 IGS01 IGS01 IGSO01
exclusions - - sat&sta sat&sta sat&sta sat&sta - sta&sa&ssth sat

sites 220 120 23 41 28 35 81 52 63 55
starttime hh:30 hh:20 hh:15 hh:18 hh:25 hh:30 hh:25 hh:30 :3"hh

cpu 6m 15m 5m 50m 20m 15m 20-30m 20m 25m
ZTD modelling:

ZTDg Saast exp(h) exp(h) exp(h) exp(h) Saast - - - -

mfy hNmf  hNmf hNmf hNmf hNmf hNmf - - - -

mf wNmf  wNmf wNmf wNmf wNmf wNmf hNmf hNmf hNmf hNmf
method pc/rw  rw rw rw rw pl pc pc pc pc

constraints 2nA/h  1.0ZmA/h1.0ZmAh2cmivh 1.0ZmA/h2ecmi/h 20mm 1.2mm  1.2mm no
interval 30m 15m 15m 5m 10m 15m 60m 60m 60m 60m

epochs 14,44 0:15:45 0:15:45 0:15°4%10:60 0:15:45 30 30 30 30
OZTD LSQw LSQ LSQ LSQw LSQw LSQw LSQw
maxozrp hone 20cm 20cm none lcm lcm

a) Automatic re-weighting of 3 orbital parameters includéth main parameter estimation.
b) Included with main parameter estimation.

c¢) Coordinates changed if difference exceeds 2 cm, else.ITRF

d) Coordinates are monitored daily and changed if necessary

e) Averaged from 5 minute estimates.
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solutions are updated regularly, e.g. in monthly intervsig post-processing (pp), sometimes using
PPP, or using a multi-day combination of normal equatiookstey (GOP). In Table 4.1 the update inter-

val for the coordinates has been indicated (updates), tiedoaver which the coordinates are computed
(window), the number of fiducial stations that are used incihardinate computation (fiducial) and the

reference frame (ref.frame). GFZ monitors the coordindtEl/ and changes the coordinates when a
change in the mean of daily repeatabilities is detecteagusie average position of the last weeks’ re-
sults. Also, a monthly check of the coordinates is made basegost-processed results. The section
on coordinate estimation in Table 4.1 contains informatarthe actual constraint that is used for the
fiducial station coordinates, as well as the other coordmalf two values are given, then the first is the
constraint for the horizontal coordinates, and the secetioei constraint for the height coordinate.

All analysis centres use ocean loading, polar tides and salith tides corrections. Most analysis centres
are using the ocean loading model and parameters by Scket@@l), except GFZ who is using the
ocean loading model from Pagitakis (Pgtks).

The Bernese GPS software and EPOS (GFZ) uses elevationdigiemeighting for the observations
(cos z). The standard deviation of the phase observations is

Oobs = 00/ COS 2 4.1)

with z the zenith angle of the satellite as seen from the receinerg@the so-called standard deviation
of unit weight estimated from the least-squares residudi®e a-prioricy for the analysis centres using
the Bernese software is 1 mm when using elevation dependeighting cos z), and 2 mm without
elevation dependent weighting (this is the standard dewidbr a undifferenced L1 observation, the
standard deviation for the ionosphere free linear comininat at least a factor three larger). This
is important to know as this acts as a scale factor for thetings. The other analysis centres use a
constant for the standard deviation of the ionosphere foservationsd,s), as is indicated in Table 4.1.

Another important piece of information in Table 4.1 is whiobrrection model for the antenna Phase
Centre Variations (PCV) is used. Most analysis centres thsesnodel provided by IGS. Having the
antenna phase centre corrections wrong, or using the wnot@ga type, will result in biases in the
ZTD.

All of the analysis centres compute phase ambiguities, boerof them is trying to resolve the integer
values for the double-difference phase ambiguities. WAmmanalysis centres tried to resolve the phase
ambiguities to integer values, the repeatability of the Z¥Pameters became worse. Obviously, integer
ambiguity resolution is extremely difficult in the near réiahe processing because satellites might just
have risen above the horizon during the last hour and theiguities may have large standard devia-
tions. Also, the length of the window is shorter than duringtgprocessing, and the quality of the orbits
is not as good as during post-processing.

4.3.3 ZTD modelling options

An important part of Table 4.1 is dedicated to the modelliptjans for the ZTD parameter. There are
significant differences between the analysis centres imthyethey represent and estimated the ZTD.

In the GPS processing the Slant Total Delay (STD), dengig(k) in Equation (2.12), is calculated by
using the functions mapping functions for the hydrostatid et delays together with their equivalent
zenith values. The mapping functions and zenith hydrastalay have to be known a-priori; only the
ZWD is estimated along with the other geodetic parametelhe ZHD and ZWD cannot be estimated
both at the same time as this would destabilize the overatesy. This is because the two mapping
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functions, although different, are still very similar aftetnumber of available satellites is simply too
small to distinguish both effects. The mapping functionsstrmmmonly used for GPS are the Niell
hydrostatic mapping function (hNmf) and Niell wet mappingdtion (wNmf) which were computed by
ray-tracing several years of radiosonde profiles (Niel88)9 The Niell mapping functions are functions
of elevation, latitude, altitude, and day of year. (See aidae 4.1.) The model for the STD is sometimes
extended with additional parameters for horizontal gnaigiéwhich have their own mapping functions),
which are estimated along with the ZWD.

The ZHD can be approximated using an estimate or accuratsureaent of the surface pressure, or

more precisely the pressure at the height of the GPS antSa@stamoinen, 1972). However, during the

GPS data processing stage usually no accurate groundiaagasurements are available to compute
the ZHD, and thus an approximated value for the ZHD is conthufeveral approaches are used, see
Table 4.1:

e the a-priori ZHD is set to zero and the ZTD is estimated (as Z\ing a single mapping function
(BKG, GOP, LPT, SGN),

e the ZHD is computed using the model by Saastamoinen (197R) méteorological parameters
computed from a standard atmosphere with the height of ti@stabove mean sea-level as input
(GF2)

e same as above, but including also an a-priori wet delay (ACRI
e using the expression ZHD= 2.276 x 1.1013e~"/H with h the geodetic station height and
H = 8.621 km a scale factor (ASI, NKG, NKGS, IEEC).
The estimated ZWD is not free from bias. The effect on the Zg,however, very small, as is illustrated
by the following equation

C1ot(90°) = £5(90°) + £45(90°) =l 0 + by + | — "

w

(b, — Lhyo) 4.2)

where/y, ( is the a priori ZHD and,, is the estimated value of the ZWD. The effect within the beask
may be neglected if the a priori ZHD is sufficiently close te #ttual ZHD and a high quality mapping
function for the hydrostatic delay is used.

From Table 4.1 it is clear that the analysis centres usin@#raese software (BSW) V4.2 cannot use an
a-priori hydrostatic delay. Therefore, the BSW uses thadstdtic mapping function instead of the wet
mapping function in the estimation part. Experiments withadified version of the Bernese software at
the TU Delft have shown that this gives an error of about +34ann in the estimated ZTD, depending
on the ZWD values. Actually, this is different from the prews equation as the BSW uses the hydrostatic
mapping function instead of the wet mapping function.

The way in which the ZWD is modelled, and therefore of ZTD, dendifferent for different GPS
processing centres. The ZWD is modelled in some of the GPIgskmaoftware as a random walk (rw)
process, assuming a known a-priori power spectral denisitthese cases the ZWD is estimated every
epoch, but the model is further strengthened by assumirtghbadifference between two epochs has
zero mean with a standard deviation related to the assunveer gpectral density and interval. In other
software packages the ZWD is modelled as a step functioniecewise constant (pc), e.g. estimating
one ZWD parameter every 20 to 60 minutes, or as a piecewisarlifunction. Also when the ZWD
is modelled as a step function, relative constraints ardieappetween consecutive estimates of ZWD.
The values that are used for constraining the relative ZTiarpaters are given in Table 4.1 in the row
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“constraints”. Note that not the absolute value of the aaists is important, but the ratio with the
standard deviation of the observations.

The actual interval used for the ZWD estimation updates,thacefore the interval for the ZTD, differ
between the processing centres, see Table 4.1. The raw G&@rdausually provided at 30 second
intervals using hourly files. However, several processiegtres choose to decimate the GPS data into
intervals of e.g. 5 minutes.

In Table 4.1 we have also indicated how the standard dewi&ticthe ZTD is computed. The users of the
Bernese software and GFZ compute the standard deviatidre & TD from the inversion of the normal
equations, but scale this standard deviation with the stahdeviation of unit weight computed from
the least-squares residuals (LSQw). The other analysisesetse the formal standard deviation (LSQ),
which depends on the assumed a-priori standard deviatithreafbservations (which is also listed in the
table). The standard deviations are certainly not homagenbetween different analysis centres, as can
be seen in Section 4.4 and Figure 4.20 and 4.22.

Some of the analysis centres will not provide ZTD data if tidard deviation of the ZTD is higher than
a certain threshold, maxzrp, given in Table 4.1. ASI and GFZ do not apply a threshold.dadt ASI
does not provide ZTD for the whole network if the processingsinot converge, as sometimes happens.
GFZ uses other criteria for the quality check, e.g. if the banof satellites used for the estimation of
ZTD on a certain interval is less than 4 GFZ does not providectirresponding ZTD value.

The ZTD estimated by GPS are spatially correlated. This éscdse both for the network and PPP
approach. In the network approach errors in the a-prio€ll#at orbits and the estimated satellite clock
parameters introduce correlations between the ZTD, whegtedd on the network size. In the PPP
approach correlations between the ZTD are introduced lsecauicommon mode errors in the satellite
orbits and clocks. Furthermore, in the near-real time @siog many of the GPS processing centres fix
(i.e. do not estimate) the station coordinates onto weehktlyraonthly averages in order to get a more
stable ZTD time-series. Although this reduces the noisealy cause small time varying biases.

Also, the ZTD estimation is very sensitive to elevation dejmnt effects (e.g. PCV). Errors in the cal-

ibration of satellite and receiver elevation dependentseldelays, or errors in the mapping functions,
may result in small systematic effects of a few mm in the estistd ZTD. However, using the wrong an-

tenna type in the GPS processing, or fixing the coordinatdsetarrong values (e.g. after an earthquake),
may result in gross-errors of occasionally up to 1-2 cm in ZTD

4.3.4 ACRI-ST analysis centre

Olivia Lesne

ACRI-ST joined COST 716 in July 2003 by taking over the pregasg from CNRS, which participated
in the benchmark campaign. ACRI-ST used the software angrthmessing strategy developed by Ge
et al. (2002). The software used is the GAMIT package, dpesidoy Massachusetts Institute of Tech-
nology and Scripps Institution of Oceanography (King, 2003e network of GPS stations is shown in
Figure 4.4. It consists mainly of stations in France (21}hwin additional 12 European stations in order
to facilitate the estimation of “absolute” ZTD.

The method to retrieve the ZTD parameters in near real-tivee this network has been implemented
operationally by CNRS in the framework of the MAGIC projetla@se et al., 1999, 2001).

Five IGS stations (ONSA, MATE, POTS, VILL, WTZR) were coraitred to their ITRFOO positions
using an a priori variance of 3 mm and 6 mm in the horizontal eertical components respectively.
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Figure 4.4: GPS stations processed by ACRI-ST (March 2004).

The other stations were constrained to positions deducad fegularly updated geodetic solution per-
formed over a 8 days time period, using an a priori variancfnd 50 mm in the horizontal and
vertical components respectively. The GAMIT software pagterises ZTD as a stochastic variation
from the Saastamoinen model (Saastamoinen, 1972) witleywiee linear interpolation. The variation
is constrained to be a Gauss-Markov process with a giveroa power density. ZTD parameters were
estimated at each station every 15 minutes using a poweityléosthe stochastic process (“tropo-
spheric constraint”) of 20 mmy/h. We used the antenna phase centre variation models recatethen
by the IGS (Mader, 1999), the Niell hydrostatic and wet maggunctions (Niell, 1996) in order to
reduce elevation dependent systematic errors (Fang &08B), an elevation cut-off angle of 1,Ga data
sampling interval of 60 seconds, and the doubly differernoadspheric-free combination of GPS phase
observations. ZTD estimates are extracted from the enddfabe window.
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The ACRI-ST processing strategy is based on the methodafmelby Ge et al. (2002), which consists
of an iterative estimation of the constraints of one or saviéeplerian parameters, estimated once per
session (once every 9 hours in our case). CNRS coded thimatitoorbit quality control strategy in
the SOLVE module of GAMIT (King & Bock, 1999) and the operatid near real-time data processing
is completely automated. In order to minimize the compatatime with minimal degradation to the
solution quality, CNRS and ACRI-ST processed the GPS datay s 9-hour sliding window that is
moved forward by 1 hour for each new hour of incoming data. SNRperimented with various window
lengths and found this one to be the best compromise betieeliness and ZTD accuracy. In particular,
CNRS found that a 9-hour solution was sufficient to correaiyeigh the orbital parameters.

The hourly GPS data are retrieved by FTP from several IGS, BU&nd local data centres (see Sec-
tion 4.7). There is currently a limitation in the data retékedue to the delay in the availability of the
hourly GPS data files, in particular data from the IGN datatreenFor demonstration purposes, we
tried to find a good compromise between the number of statfmtsare processed and the ZTD estima-
tions delivery delay (percentage of data arrive within 1rremd 45 minutes). The start time of the data
download by FTP has been therefore chosen in order to havadkEnum number of French stations
(downloaded from IGN FTP server) in the processing but witltegrading too much the delivery delay
of our results. Data recovering by FTP therefore starts 2tutas after the end of the data recording
period, which allows in most cases for the retrieval of adl klourly GPS data files available from French
stations. The time delay of the processing, which is culyeaatiout 15 minutes, is not a limiting factor
in reaching a delay compatible with most meteorologicaliagfions.

4.3.5 ASI analysis centre

Rosa Pacione

In June 2001 Agenzia Spaziale Italiana (ASI) joined the C@$d near real-time demonstration phase,
processing a European network of about 15 stations. In M206d the network consisted of 41 stations
covering the Central Mediterranean area with Italy as prymmagion. The Italian stations included in
the analysis provide hourly data with a 10-minute latendsgeatly to ASI Geodetic Data Archiving
Facilities (GeoDAFht t p: / / geodaf . nt . asi . i t), where they are archived and made available to
users. All other stations belong to EPN and their data arésed@ through the regular EUREF/IGS data
centres. The GIPSY-OASIS Il software is used for data rednatith the standard technique of network
adjustment.

The IGS Ultra Rapid orbits, available 3 hours after both UTtdmight and UTC noon, are kept fixed
but checked, and, possibly, “bad” satellites are autoratfiexcluded based on the analysis of post fit
phase observation residuals, as suggested by Springer &rtthlger (2001). A 24-hour sliding window
for data handling is applied, which means that the RINEX aditthe last hour are merged with the
previous 23 hours into a single file in order to have enough tiatyield robust results. A sampling
rate of 5 minutes and a cut-off angle of°1ére applied. The ZWD is estimated every 5 minutes with a
stochastic model (random walk) and a constraint of 20 #ilm/The station co-ordinates are kept fixed
to values provided by combining 1 month of the post-proassdutions which will be described later,
whose repeatability is at the centimetre level or betteeyTdre updated every 30 days in order to take
into account the tectonic (secular) movements of the arba.phase ambiguities are estimated as float
and the satellite and stations clocks are estimated wiffectso one reference clock (usually Wettzell).
The Niell (1996) dry and wet mapping functions and the oceadihg corrections by Scherneck (1991)
are applied. The information on the antenna phase centiaivar (PCV) provided by IGS are applied
as well. The ZTD estimates of the last hour are derived froen24h hours batch; they are averaged to
15 minutes sampling rate, put into COST format and sent tdtike Met.Office. ASI provides four
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Figure 4.5: GPS stations processed by ASI (March 2004).

ZTD values per hour for each station. This high ZTD rate issadvantage concerning the measured
latency, since it is measured as the difference in time batvilee time of the first ZTD estimates and the
time of arrival of the COST 716 file.

A dynamic web pageht t p: / / geodaf . mt . asi . i t/ GPSAt no/ gr ound. ht m ) is updated with
the latest results and the hourly monitoring of active sitésr each site the coordinates, the receiver
type, and the antenna type are reported. The following @latsmade: quality Check (TECQ output),
hourly files analysed for each day, coordinate repeatgbpibst-processed ZTD, NRT ZTD estimates,
and pressure, temperature, and relative humidity, if albsl

The processing starts every hour at hh:18min, and it takestd&® min for 40 stations on an HP work-
station with 512 Mbytes RAM. If a “bad” satellite or a “bad’asibn is detected based on post fit phase
observation residuals, and subsequently removed, the @Rbincreases by a factor of two, resulting
in an overlap with the next hourly solution. The ASI expecdershows that an average of 80% of the
predicted solutions have been delivered; the statistidhe@iGPS hourly data availability per stations
shows that 20% of them are available to the users too late podeessed in NRT mode or are lost. Also,
data gaps cause problems in the analysis and instabilitei@ TD estimates.

Every day at 6:00 in the morning, on the same HP workstatiposaprocessed solution is run. The Pre-
cise Point Positioning approach (Zumberge et al., 199 )ptied, fixing Jet Propulsion Laboratory (JPL)
fiducial-free satellite orbits, clocks and earth oriemtagparameters. ZTD estimated with a sampling rate
of 5 minutes are averaged over 15 minutes and converted i@®TCformat. The main features of the
post-processed analysis are reported in Pacione et all20®e main goal of the post-processed so-
lutions is to provide both ZTD estimates for climate apglimas and station coordinates, which will be
fixed, in the NRT data processing when enough accuracy ibeda@ds for meteorological applications,
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Figure 4.6: Standard deviation (top) and bias (bottom) of BT solution versus post-processed solu-
tion for the period of June 20001 until March 2004. Each ligeresents a station.

we need to monitor the terrestrial reference frame.

To assess the accuracy of the NRT ZTD, ASI compared posepsed versus NRT ZTD for the period
June 2001-March 2004, see Figure 4.6. The monthly statasrbinges from-6 mm to 10 mm and the
related standard deviation from 20 mm to 5 mm. The decreaeistandard deviation and in the bias
amplitude is mainly due to the refinement of the processingo fajor changes occurred during the
period of routine operation. The number of the analysedostsiincreased from 17—in June 2001—up
to 41—in March 2004—just to ensure a better geometrical odtwonfiguration. Nevertheless, the main
change concerns the handling of the station coordinatesindpthe year 2001, for each hourly batch
processing, first the station coordinates were estimatgithgeon the available data and, afterwards, they
were fixed in the ZTD estimation. This approach has two drakdait is too much time-consuming,

since every batch has to be run twice, and the coordinate$fiix& TD providing are not very accurate,

since they are estimated only over 24 hours of data. The metbscribed so far has been applied starting
from January 2002.
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4.3.6 BKG analysis centre

Wolfgang $hne

BKG joined COST 716 in June 2001 with the EUREF combined postessed solution (see Sec-
tion 4.6). The implementation of NRT processing environtregarBKG was carried out in October 2003
but NRT processing on a regular basis started in March 200dst iIf the stations belong to the EPN,
nearly all stations used are available from EUREF or IGS datdres. The station network is shown in
Figure 4.7. Some far sites, e.g. in Greenland and Turkeye aditionally included to extend the size of
the network to get the absolute troposphere estimationt bfake time more than 70 of the 81 stations
actually selected are available except some small peridtisiata provider outages.

BKG is using the sliding window approach with a four hoursadgpan. While the pre-processing is
done with 30 s sampling interval for the GPS data, the finatgssing use a sampling time of 120 s.
The computation is carried out on a LINUX PC, an identicalaliation is available on another computer

o
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Figure 4.7: GPS stations processed by BKG (March 2004).
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for tests. Starting computation at minute 25 of every hoardthave been no problems with keeping in
time (1 hour and 45 minutes) for delivering the results to UKt\Dffice.

For the first weeks of our NRT contribution the agreement with other solutions was limited.
There were recognizable jumps between the consecutiveass and there were also outliers which
usually affected more than one station. Some changes haweariteoduced since then, e.qg. fixing of the
coordinates, and parallel tests were made, e.g. longerviiimgow, which were not adopted. Just the
decision on no longer resolving the integer values for thebtisdifference ambiguities has finally led to
a considerable improvement in agreement with the otheribotibns. Ambiguity fixing does not seem
to work well within the NRT processing due to the short windength, and wrong fixed ambiguities
degrade also the results of neighbouring stations. Angibgitive effect of skipping the ambiguity fixing
step was that the interruptions of processing, which onbuged during the ambiguity fixing step from
time to time (and which were not repeatable), have now disaigal.

4.3.7 GFZ analysis centre

Galina Dick

The GFZ in cooperation with three other large research esrdf the German Helmholtz Association
has started in 2000 the “GPS Atmosphere Sounding ProjeahdGet al., 2001; Dick et al., 2001;
Reigber et al., 2002; Tomassini et al., 2002) on using gréaased and space-based GPS observations
for applications in numerical weather prediction, climegsearch and space weather monitoring. In the
framework of the GASP project an operational determinatibwater vapour within a dense network in
Germany and neighbouring countries was established in 26680s operating continuously since then.
Nearly in parallel to GASP the GFZ analysis centre has ppatied in the European research activity
COST 716 since February 2001.

In the final stage of GASP and COST 716 more than 200 sites rg-i§j8) were analysed each hour to
retrieve IWV with an time resolution of 30 minutes. The Gemreetwork of GPS receivers is based
on the satellite positioning system SAPOS of the German L&umdeying Agencies, which in 2003
comprises 250 sites in total. This large network allows fwtter significant densification if the ongoing
studies will propose it. The data retrieval has been stagalliduring the project by introducing Internet
connection to the sites, so that 85% of the data are availaitlen 5 minutes now. The network is
supplemented by 24 GPS receivers from GFZ installed at $ynsifes of the German Weather Service.
This guarantees optimal possibilities for validation af tBPS results. The data are transferred in hourly
batches to GFZ, checked for quality and merged to usual BRAINEX files. In addition to the German
sites about 25 sites from the neighbouring countries aredhdlol enlarge the area of the monitoring,
and about 20 stations from the global IGS network are addezh&ble GPS orbit determination and
prediction as well as satellite clock determination.

For conversion of the adjusted ZTD into the integrated wedgour (IWV) the meteorological surface
data at the stations is needed (the pressure for gettingettithavet delay; the temperature profile, ap-
proximated by linear regression from surface data). Forsstations, e.g. the 24 GFZ-DWD sites, local
measurements are available. However, for most of the $itesdeded pressure and temperature have to
be interpolated using the synoptic sites of the DWD (abo0tsttes with hourly sampling rate of data).
For each site the smallest surrounding station triangleségidor a linear interpolation, correcting for
the height differences beforehand. Stations with a height 4000 m are excluded because of limita-
tions of interpolation accuracy caused by errors in heightection. The quality of the interpolation is
normally 0.3 hPa (RMS). In mountainside regions the error rech higher values, but 0.5 to 1 hPa
(corresponding to about 0.2 to 0.4 mm IWV) can be accepteddarerical weather prediction if these
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Figure 4.8: GPS stations processed by GFZ (March 2004).

are only random fluctuations. There are only a few sites thatad meet this limit. The pressure data
are checked beforehand by mutual interpolation to elireisétes, which can be regarded as outliers in
the pressure field over Germany. That means, each pressuesiv@ompared to the interpolated value
using surrounding sited, and it is excluded if the diffeeeegceeded given accuracy limit.

For the analysis the GFZ software EPOS.P.V2 (Gendt et &9)1i8 used, based on least squares adjust-
ment of undifferenced GPS measurements and makes use &Ri&dtandards. The mapping function
to derive the partial derivatives for the ZTD is that of Ni€l®96). The station coordinates are deter-
mined in the ITRF reference frame using IGS final products amdthen fixed during the NRT data
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Figure 4.9: Analysis scheme for the generation of ZTD es@sasing a network analysis for a basic
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processing. An accuracy check for the station coordinatpsiiformed regularly, using the results of the
coordinates adjustment from the post-processed analgsedion daily data batches. The various steps
for of the analysis procedure are illustrated in Figure h8in characteristic are given in Table 4.1.

A technique of parallel processing of a large number of@tatin clusters with the PPP method, where
each cluster may be processed on a separate computer, amamkd, which keeps the computation
time within 15 minutes for about 200 stations even with iasieg number of parameters like high
sampling rate (15 or 30 minutes) and gradients for tropasplestimates.

The NRT data analysis needs predicted orbits. Whereas tn@ Rié&pid orbit predictions submitted to
the IGS (Gendt et al., 1999; Zumberge & Gendt, 2001) are géedtrat GFZ twice a day, for internal
use a 3-hourly repetition was chosen. The reduction of theimmanm prediction interval from 15 to

4 hours improves the reliability of the predicted orbitsngfigantly. In this step global hourly IGS data
are analysed in 24 hour long data windows shifted each tinehmurs.

Estimation of the tropospheric results has to be based dnduglity GPS orbits and clocks, so that
the hourly NRT data analysis starts with this “base” estiomstep. Here predicted Ultra Rapid orbits
of GFZ with 3h repetition (GFU 3h) are used as initials for tbit and clock adjustment. To achieve
sufficient quality in the GPS orbits, about 20 well-disttix global sites (base cluster) in a 12 hour data
window are used for orbit estimation. For good clock coverager Germany five additional GASP
stations are included.

Data retrieval and processing are running on two LINUX PCse ®C is devoted only to the data han-
dling. Permanently all possible global and regional datsres are checked for new data. From the
German sites the data are put directly into the incomingctbrees. All data are immediately reformat-

ted, checked and accumulate to usual daily batches. A sde@nd used for the data analysis, which
takes about 20 minutes for the Ultra Rapid orbit analysigrfeB hours) and 12—-15 minutes for the
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determination of tropospheric results for the 220-statietwork each hour. Both PCs have a usual hard-
ware with two CPUs of 1 GHz, 500 MBytes memory and 160 GByt& digzace. The product delivery
statistics reveals reliability for the hourly product files95%.

The data are analysed in sliding 12 hour long windows shétath hour. The ZTD products are extracted
from the last hour only. Because the applied random walktcaings are not so effective at the interval

boundaries they do not have the highest quality. In addiiothe 30-minute sampled ZTD values the
ZTD gradients in north and east direction are estimatedyegd@minutes. Even if the gradients itself are
not considered to be an additional product, their estimatigproves the ZTD products in case of frontal

passages. The quality of the original ZTD results may berideéded by errors during the conversion

into IWV (e.g. caused by instrumental problems for the sigfdata). Therefore the ZTD values are
preferred for the assimilation. Nevertheless a conversitmIWYV is preformed so that the results can

be used to monitor the moving water vapour fields with ratletaited information over Germany.

As soon as the IGS final products are available the data areaddysed in a post-processing mode using
daily data batches to obtain products with the highest aogurA first check of the NRT estimates using
the post-processed products shows a NRT quality of the @6 kg/nt IWV. A regularly performed
long-term validation with the collocated instruments IM&/R and radiosondes show the agreement
within their error budget of about1 kg/n? IWV.

Dynamical Web-sites with hourly update are available uret p: // ww. gf z- pot sdam de/
pbl/ pgl/ gaspl/i ndex_ GASP1l. htni .

4.3.8 GOP analysis centre

Jan Dousa

The GOP analysis centre is a joint activity of the Geodetis&bbatory Pecny of the Research Institute
of Geodesy, Topography and Cartography (RIGTC) and the iapat of Advanced Geodesy of the
Czech Technical University in Prague (CTU). Under thisalmfiration, GOP officially operates as EPN
and IGS analysis centre as of 1997 and 2004, respectivehalFactivities, GOP uses the Bernese GPS
software (Hugentobler et al., 2001).

The Czech Republic joined COST 716 officially in February 20OBOP was among the first two analysis
centres starting the demonstration trial. At that time thés possible due to preceding two-year expe-
rience with near real-time GPS processing in GOP. The giyat@as developed during a period when
IGS ultra-rapid orbits (Springer & Hugentobler, 2001) wapt yet available and hourly GPS data flow
was rather unstable. Within the first years (1999-2001), G&Ptried various solutions concerning the
handling the orbits in near real-time: applying the indinatisatellite rejections, regional orbit relaxation
or, finally, determining and applying the orbits from indegdent global solution. For more details, see
Dousa (2001b) and Dousa (2001c). In 2001, the IGS ulfppatparoduct had become very stable and most
of the satellite orbits could simply be used without requgrorbit relaxation or other adjustments. This
simplified the ZTD estimation for the COST 716 demonstrateomd resulted in a more robust product.
From that time onward, GOP used only the orbit quality chegldpproach in order to reject occasional
bad satellite orbits, as described below. Neverthelesse ttvas still room for improvement related to
the number of satellites included in the IGS ultra-rapiddoici, which was not always complete, and
in reducing the update cycle of the orbit product. In 2002,Rcs@mpleted its own procedure for the
global orbit determination, with updates every 3 hours.c8i2004, GOP officially contributes to the
IGS ultra-rapid orbits.

The network processed in GOP consists of stations primbrigted at the central or Eastern Europe
(Fig. 4.10). Additionally, GOP also included several stasi from the western part of Europe that were
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Figure 4.10: GPS stations processed by GOP (March 2004).

not analysed by any other analysis centre at the beginnitigeaiear real-time demonstration, with sta-
tions in Belgium, the Netherlands and UK. About 8-10 sitesavaglditionally selected on the European
margins to extend the regional network for absolute tropesp estimation. Except 8 stations operated
by Met Office UK, all other stations belong to the EPN and th&adaie collected through the regular
EUREF/IGS data centres. This shows our strong dependendyeodata flow within the public data
sources.

The quality of the data flow is one the most important issueshfe stable NRT processing. Together
with initiating the global NRT orbit determination, a spaailata centre supporting NRT data flow was
established in GOP (Dousa, 2001a). The data centre wambffiadopted by the EPN service in 2002.
Data were mostly collected in the data centre during the 3idsiminutes past hour, after which GOP
started the NRT processing. Figure 4.11 shows the comptsters of the analysis taking approximately
20-30 minutes for 50 sites on standard 1.4 MHz Linux PC. Bmsste main steps of the analysis, the
feedback arrows represent possible iterations due to jbetian of the low quality orbits.
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Figure 4.11: Flow chart of the NRT processing at Geodetienfadory Pecny.

The IGS ultra-rapid orbits are available every 6 hours. Thstrecent IGS ultra-rapid orbits are always
immediately applied. Each is valid for at least the next 2drBpso that when the next near real-time
orbit update is not available, processing can continue. prbduct SP3 accuracy codes are used for a
priori satellite rejection. For single point positionirthe satellite clocks from the concatenated broadcast
ephemerids are applied.

The ambiguities are not resolved (fixed) to integer valuethhnnGOP solution due to the very short
preprocessing batch. There was not even a proof of positipadt in ambiguity fixing for ZTD estimates
in GOP post-processing solutions (DouSa, 2002a). The Zilifh, its short-term validity, is generally
very susceptible to any single incorrectly fixed ambiguity.

Three special features of the GOP approach should be medtiay the baseline definition, b) the length
of a data-batch for basic pre-processing, and c) the handfithe bad orbits. These will be explained
below.

The baseline definition works as follows. First, differemege applied between the receivers to define the
network design. GOP uses so called AUTO-STAR strategy flmrBernese software, i.e. the baselines
are generated from the central network site. The strategyomepleted for the sophisticated central
point selection optimizing number of observations ovebalielines. The AUTO-STAR strategy has one
practical advantage: problems with a single site (not edntan be solved by simply removing a single
baseline without the need to reconstruct the whole baseéheThe disadvantage is that baselines are
longer, and depend on the data quality of the central pouhitarstability of performance.

In the pre-processing step, GOP uses data for the last twe hothiich had been set up primarily for
alternative testing solutions. This approach was not meegdor the official GOP solution, however
it was useful for evaluation of the orbit quality and, adufitally, it improved robustness of estimated
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coordinates of all sites with often data gaps or with sigaiitcfluctuation in acquisition delay. All sites
available in the data centres later than 30 minutes (buieedahan 90 minutes) were thus included in
coordinate estimation though they were not used for reqdegTD estimation in the official product.

This approach was also used for the initialisation of newatecoordinates.

Concerning the method for orbit exclusion, the GOP analgsizedure historically consisted of two
iterative steps. Both were based on checking the post-farghon residuals. Screening the residuals
for excluding the individual satellites from the whole netlwwas performed within the first step, while
the second provided monitoring and excluding of satellite®ach baseline individually. With the IGS
ultra-rapid orbits improving over time, only the first stegmiow sometimes relevant. For some baselines
satellites are still rejected within the second step, déjpgnon baseline length and its orientation with
respect to the orbit errors.

4.3.9 |EEC analysis centre

Antonio Rius

In 1999 IEEC started with its GPS Near Real Time System (NR@®S)ropospheric program, as de-
scribed in Flores et al. (2000). During the last years théesy$as been improved by adding a graphical
user interface and by increasing the number of stationsieveliiapting the processing strategy to the
COST Action meteorological requirements, and by migratiogh Sun Solaris to INTEL Linux.

Inits present state the NRTS gathers data from 19 Spanisbnstand 10 from other European countries,
see Figure 4.12. The selection of the stations was made obaikie of the potential utility of the
results to the Spanish users (mainly the Instituto NacideaVleteorologia and Instituto de Astrofisica
de Canarias).

The data producers are IGN (Instituto Geografico Naciongkirg, ICC (Institut Cartografic de
Catalunya, CATNET Network, Spain), IGS (International G&8vice), EUREF Permanent Network,
and IAC (Instituto de Astrofisica de Canarias, Spain).

The data are processed using the JPL/CALTECH software gad#P SY-OASIS placed in the core of
an application which implements functionalities for reting the raw GPS observables and the orbits
and other needed ancillary information, and to provide ZT@the users in agreed formats. The system
runs in autonomous form: the operation is limited to the rtwitig of the results via a graphical user
interface and the maintenance of the system, when neededndim parameters are listed in Table 4.1.

4.3.10 LPT analysis centre

Elmar Brockmann

In November 2001, the Swiss Federal Office of Topographysswpo), formerly L+T and hence the
abbreviation LPT, was ready to contribute to the COST 716 MBMonstration phase. After changing
the hardware facilities at LPT (use of 2 LINUX machines iastef 2 older AIX unix machines), the

necessary computation power was available to meet theideafl1:45 hours for data submission.

For the NRT demonstration phase LPT used almost the idémiioaessing options determined in the
benchmark data set, as described in Section 4.4. In the NRomigration phase, all data are used (30 s
data instead of 180 s sampling in the benchmark data set)tdthe smaller estimated RMS values of
the ZTD estimates, we therefore also used slightly smadlative constraints (3:¢/30/180=1.2 mm
instead of 3.0 mm). More details of the processing may bedaoniTable 4.1.
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Figure 4.12: GPS stations processed by IEEC (March 2004).

The station network is shown in Figure 4.13. In addition te #90 Swiss AGNES sites, more than
20 EUREF sites were processed. Furthermore, about 12 siesdther networks, mainly in France,

are being used in order to improve the station distributiothie western part of Europe. This area is
important because the dominating weather conditions flwrAtlantic Ocean usually pass over France
before they reach Switzerland.

The number of RINEX files used for the NRT processing is giveRigure 5.3 in Chapter 5. LPT started
with approximately 45 sites. It can be seen clearly that oy R1a2002, the number of processed sites
was increased by also including all available French siise to the fact that the data of the French
sites were available much later, LPT waited until 37 minaesr the full hour before starting with the
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processing. Therefore, the completion and the submisdidheoresults were also delayed, as can be
seen from Figure 5.7 in Chapter 5. Nevertheless, the irausf these additional data was very much
appreciated, especially by MeteoSwiss.

The larger number of sites caused many more processingepnstihan before the sites were included.
Besides station problems, we also had stability problentls same programs under the high CPU load.
Therefore, the success rate dropped down from 99% to 92%ce Singust 2002, after some minor
program modifications, the solutions were again more st@8e99%) even though we did not change
the processing scheme.

Most of the failures in data submission are due to problentisimvour analysis centre or due to missing
ultra rapid orbit information or electrical power failur@verall our submissions had a success rate of
about 97% from December 2001 till November 2002.

The decreasing number of sites in Figure 5.3 is mainly dulkdartissing French data. Also the Austrian
data delivery for the NRT processing is frequently too late.

LPT is processing also a true real-time network and is piogi@TD estimates of this network as a
second solution. The domain of the real-time network igietet] to Swiss as only the AGNES stations
provide data in real-time. This corresponds to the centteehetwork shown in Figure 4.13.
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Figure 4.14: The GPS station tracking network used in thballblRT ZTD analysis at NKG (NMA).

4.3.11 NKG analysis centre

Oddgeir Kristiansen

The Norwegian Mapping Authority (NKG) started to submit ZTata to COST 716 in April 2002,
after having participated for a short period in October 2001 April 2, 2003, NKG has changed their
analysis strategy.

Previous analysis strategy

NRT processing of orbits, clocks and Earth orientation petars (EOP) has been carried out at NMA
(NKG) since mid September 2001. About 35 hourly globallytrifisited IGS stations, together with
3 Norwegian SATREF stations (see Fig. 4.14), were includdw processing of the global parameters
was carried out in a fiducial approach, i.e. selected statiandinates were constrained to the ITRF2000
reference frame. A 24-hours moving window was used. Statimndinates, station clocks and zenith
total delay were estimated together with the global paramsei.e., orbits, EOP and satellite clocks.
The satellite and clock bias were estimated as white noiseegs and the zenith tropospheric delay as
random walk process.

The estimated orbits, clocks and EOP were used for the rémgasites to solve for station clocks and
ZTD parameters in NRT precise point processing mode.

The computing time needed, to solve for orbits, clocks, a@dPErom a globally distributed GPS data
set, and to compute the ZTD, were:
1. Downloading of hourly RINEX files; 30 minutes, i.e. the GPi®cessing did not start before

1 hour 30 minutes after the first measurement.

2. Global GPS analysis; 1 hour 15 minutes
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Figure 4.15: GPS stations processed by NKG Norway (Marcd200

3. Precise point processing; 10 minutes

The total delay was about 2 hour 55 minutes after the first oreagent, which exceeded the requirement
of 1 hour 45 minutes. Therefore, to speed up the processimg NIMA decided to change the analysis

strategy.
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New analysis strategy

In the new strategy NMA is using very-rapid (15 min) orbitsdld®OP’s from JPL. Furthermore, hourly
RINEX files from the permanent Norwegian network togethahviourly RINEX files from selected
European IGS stations are used (see Figure 4.15). Tableiduharizes the new analysis strategy used
at NMA. The new strategy was implemented on 2 April 2003. Thmmeters that are solved for are
ZTD, Gy and Gg gradients, satellite and station clock biases. Stationsatellite clocks are solved
for as white noise processes, using ONSA as reference cldekZTD is solved for as a random walk
process. No integer ambiguity resolution is attempted.hBwobits, EOP’s and station coordinates are
constrained. The station coordinates from the IGS statewascomputed at the current epoch using
the velocities published by IERS in the ITRF2000 referemaenk. The station coordinates from the
Norwegian permanent stations are computed at the currechagsing velocity estimates estimated by
NMA. A 12-hour moving window is used.

Downloading of the 13 NMA stations) takes place 2 minuteg gas hour, while the downloading of
10 IGS stations is done 15 minutes past the hour, after wiiiehptocessing is started. The current
processing time is 5 minutes, using GIPSY/OASIS-Il ver.2dh a Linux (debian) computer.

4.3.12 NKGS analysis centre

Jan Johansson

The NKGS analysis centre was established in 2002 but hasvbedimg off line during several periods
before January 1, 2004. The implementation of the operatibiiRT analysis of GPS data is based
on one computer, using a Linux operating system, taking citmth data retrieval and data analysis.
The computer is installed at the SWEPOS operational cemi@ile, and thereby is directly connected
to the SWEPOS real time data acquisition system. The NKG®&aph for providing NRT estimates of
ZTD includes the following steps.

First, the satellite orbit and clock information is reteel This information may, e.g., be acquired from
the satellite message itself or from the rapid productsigeal/by the analysis centres of the IGS. A first
evaluation of the quality of the products is conducted.

Sometimes, the orbit and clock parameters from the firstrsten to be improved. This improvement is
based on the processing of a globally distributed networkafe than 20 stations belonging to the IGS
network. The hourly data files from these stations are c@lteover the Internet from the global archives.
The actual retrieval of the data takes about one minute tqt@m The new hourly data files are then
merged to the data from the previous 23 hours in order to afidt day. This data set is processed using
the GIPSY-OASIS software using “network” processing. lis thpproach, one station clock is used as
a reference, while all the other station and satellite damle estimated. The coordinates of all stations
are fixed. The coordinates of the orbits are constrainedtiiigstimated. Furthermore, phase ambiguity
parameters and tropospheric signal propagation delaystbdse estimated. The elevation cut-off angle
is set to 18. The Niell dry and wet mapping functions are used (Niell, AONKGS correct for ocean
loading effects based on a model developed by (Scherne8it) 18he retrieval and merging of the data
and the actual data analysis usually takes in total aboutitOtes to complete.

The data from the local and regional stations need to beatetleat the local and global archives. The
data from the 57 Swedish stations are transferred by the SY#Perational centre, hosted at the NLS,
directly to the Linux computer performing the final procesgsi The hourly files are compiled from the
real-time data flow by the SWEPOS operational centre. Ugadllidata are available at the Linux ZTD
processing engine within 20 minutes after a full hour. Tharlydata files from 26 Danish stations



4.3. PROCESSING STRATEGIES 51

345350855°0° 5° 10°15° 20° 25 30 25
Ly R 7Lk e
iiecien o\ &°

650

60-°

S50

45°

40°

35°

(c) COST716/WG2 (HvdM) - March 2004
T T

T
355° 0° 5°

Figure 4.16: GPS stations processed by NKGS (March 2004).

are provided by a commercial company. These data are for tmemt only available to NKGS on a
research basis and are provided via FTP to a local data arahithe Onsala Space Observatory about
15 minutes after a full hour. The Linux computer used for thalgsis is retrieving this data via FTP from
Onsala about 20 minutes past each full hour. Finally, hofildg from approximately 20 stations from
the region surrounding Sweden is collected from the regdidata archive in Europe. In total data from
more than 110 stations are acquired. This part of the privgetakes only a few minutes. The network
is shown in Figure 4.16.

When all local and regional hourly data files are retrievhdytare merged with data files collected from
the same station over the previous 7 hours (i.e. in total ét@ processing cover 8 hours). In this manner,
the used data window is moved by one hour. The use of the aatedrevious hours is essential in order
for the output from the GIPSY-OASIS Kalman filter to statsliz

Utilizing the improved orbits and clocks, together withal&bm the latest 8 hours from all stations, all
data are processed using the PPP technique. In the pragegsinKalman filter is set up to estimate
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stations clocks, phase ambiguity parameters, ZTD, and$peric gradients. The latter parameters are
updated every 15 minutes, while the clocks are solved foryegpoch and the phase ambiguities are
modelled as constants over the data interval. In all otheecs, NKGS use the same models as those
mentioned in relation to the network solution for orbits atatk improvement. If data from all stations
are available, this part of the data processing takes alfbotidutes.

When all stations are processed the ZTD output is convea&lfaST format and sent via FTP to the
server at the UK Met Office and the corresponding server &BMEll. The whole processing of 110 sta-
tions takes 20-25 minutes.

The installation described above was first implementechdu2002. Over the first year NKGS encoun-
tered several problems due to several changes at the Orgata Sbservatory and the SWEPOS oper-
ational centre the processing was interrupted during 8 hsoahd restarted in September 2003. There
are now two Linux computers with identical installationgi€Tmain computer is hosted by the NLS and
located near the SWEPOS operation centre while the othaainsmat the Onsala Space Observatory.

A remaining problem is related to the retrieval of data frdra Danish stations. The data flow is in-
terrupted for a few hours just after midnight (UTC) every .dahe agreement with the commercial
company behind the Danish network is that they will provideadfree of charge but on a best effort
basis. They are working on an improvement.

4.3.13 SGN analysis centre

Bruno Garayt and Alain Harmel

The SGN analysis centre, located in Saint-Mandé at IGN ésafrthe two operational centres of the
French GPS permanent network RGP (the second centre iedbaatMarne-la-Vallee at LAREG).
The task of the operational centres is: to collect GPS datdpta data quality check, to deliver data
on the Internet, to do hourly, daily, and weekly processiagd to deliver products on the Internet.
The following processing steps are carried out:

e hourly processing (at SGN only).
Along with the 1-hour data associated with IGS predictedterhGU), hourly solutions are per-
formed in sliding 3-hour windows. The results are used for

— an immediate data quality control,
— providing near real time sub-products as atmospheric ietnaparameters.

The network of hourly stations providing ZTD data for COS®74 shown in Figure 4.17.

e daily processing (at SGN only).
Through the availability of rapid orbits IGS products (iafter 28 hours), a daily solution is pro-
cessed. The involved products are intended to refine a nefereontrol assessment and provide
more accurate atmospheric models.

e weekly processing for national reference maintenance@it &nd LAREG)
The network processed consists of about 55 stations, andlitdes all RGP stations and some
EPN ones from neighbouring countries.

The computation is carried out with the Bernese GPS praoggkR, on a UNIX machine. Most of the
processing options can be found in Table 4.1, except thequitigis are resolved using the QIF strategy
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Figure 4.17: GPS stations processed by SGN (March 2004).

and integer values are introduced in the final solution, &edestimated coordinates are aligned to an
ITRF2000 realization coming from a multi-annual coordaablution, and then kept fixed for the ZTD
final solution.

The ZTD parameters, as well as parameters of an ionosphemagation model, are freely avail-
able within about 1 hour after the last observation. ZTD peaters in the SINEX format are avail-
able fromft p://aret huse.ign.fr/pub/troposphere and local ionosphere models (with a
1 to 2 TECU accuracy) are available frdmp: // ar et huse. i gn. fr/ pub/i onospher e. Also,
computed ZTD parameters are mapped as a grid of differenithsinterpolated values coming from
a “Saastamoinen” standard troposphere model. This infiomas available at the SGN website
http://geodesie.ign.fr/RG/index. htm

4.4 Benchmark dataset

At the Oslo workshop, in 2000, it was decided that all grompd/iG2 will first process a benchmark data
set, before starting with the near real-time demonstratiotest the algorithms, data flow, formats and
assimilation into Numerical Weather Prediction (NWP) nlede

The GPS data processing has been tested on 15 days of GPShilettawere processed off-line, but to
near-real time quality, for the period of June 9-23, 200Qcdntrast to the actual demonstration, where
analysis centres are processing different GPS sub-nesyatkanalysis centres processed a common
network. The idea was to have a campaign that can be usedtést@and validate the algorithms, data
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Figure 4.18: Map of GPS stations (triangles) participatmthe benchmark campaign 9-23 July, 2000,

with nearby radiosondes (circles).

flow, formats and assimilation into NWP models for the neai-tene demonstration project, (ii) can
serve as a benchmark against which to test various progessiuironments and assimilation into NWP,
and (iii) to show the potential use of GPS-ZTD for NWP alre@dgn early phase of the project. Of the
44 common stations, about 25 were centred around the Nedhe® which 15 in the UK, thus forming
a dense sub-network (Figure 4.18). This area and time wastsdlbecause the early part of the period
was characterized by fine weather associated with a highymeesystem over the UK, but which rapidly
broke down, giving heavy rain with little warning in the NWBrécasts. The selected period did not
have a strong atmospheric flow (dynamics) and showed predamhy convective weather phenomena.
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It is expected that under these conditions GPS will contiilsignificantly to improving NWP forecasts
of precipitation. The other stations were selected closgtés where radiosondes are launched, or near
sites equipped with radiometers for validation purposes.

The benchmark data set was processed by 7 GPS analysisscékfle CNRS, GFZ, GOP, IEEC, LPT
and NKGS. These analysis centres also participated in tHedéRonstration that started in 2001, except
for CNRS Geosciences Azur which role was later taken over ®RIAST, using the same software and
strategy.

The benchmark data set consisted of 44 stations with in 6s@ldaily RINEX files (with a sampling
interval of 30 s).

Many of the selected 44 stations were processed by all aealgatres, while several analysis centres
added other stations to their solutions. In total 102 siteeevprocessed by 7 analysis centres; 44 sites
were used by 3 or more centres, 2 sites by 2 centres and 5@gitesentre. For comparison purposes
also four analysis centres produced solutions with postgssed quality which included 69 sites (with
43 sites processed by 3 or more centres, 1 site by 2 centrezbdmdonly 1 centre).

Table 4.2: Analysis procedures used in the benchmark cgmpai
siw stations  orbits  elev. data ZTD
(+extra) cut-off window@int interval
ASI GIPSY 42 (+5) JPLPRE 10° 12hr@ 30s 15 mi#
CNRS GAMIT 41 (+4) IGU 15° 9hr@30s 15min
GFZ EPOS 41 (+24) GFZADJ15° 12hr@ 150s 1hr

GOP BSW 43 IGU 8 12hr@30s 20 min
IEEC GIPSY 23(+30) JPLPRE 10° 24 hr@ 300s 15 min
LPT BSW 44 IGU 10° 7hr@30s 1lhr

NKGS GIPSY 39 (+46) IGU 15° 12 hr @ 300s 15 mifi
a) Averaged from 5 minute estimates.
b) Not included in COST files.

The processing strategies and software are shown in TableMost analysis centres used IGS Ultra
rapid orbits, except GFZ who used its own ultra rapid orbdidorct and ASI who used JPL precise orbits.
CNRS, GFZ and NKGS also estimated additional orbit pararaet&ll but one applied corrections for
ocean loading, but the strategies for the fixing of coordigatere very different.

4.4.1 Comparison between individual solutions

Hans van der Marel and Gerd Gendt

ZTD estimates from individual analysis centres have beenpawed side—by—side. This was done for
the near real-time as well as the post-processed solutions.

The results of this pairwise comparison are shown in Figuli® 4or the post-processed solutions.
The number of common stations is given in lower-triangle abl& 4.3, the number of common ob-
servations of ZTD is given in the upper-triangle. There igy@neral a good agreement between the
individual solutions, but as can be observed from the plogset are several instances when there are
outliers for one of the analysis centres.

The mean bias and standard deviation of the pairwise cosgais given in Table 4.4 and Table 4.5.
In the lower-triangle the mean bias is given, the standaxiaten is given in the upper-triangle. Ta-
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Figure 4.19: Pairwise comparison of ZTD between individh@t-processed solutions.

ble 4.4 contains the mean bias and standard deviation ullingsgrvations, without any outlier rejec-
tion. Table 4.5 gives the more robust “Least Median of SidteMS) estimate of the mode (mean bias)
and scale (standard deviation). Clearly, there is a sigmifibias between the individual post-processed
solutions. The largest bias is between GFZ (EPOS) and LPYB&e smallest between GFZ (EPOS)
and CNRS (GAMIT). The bias between LPT and GOP, both usin@#raese software (BSW), is some-
where in between. Thisis an indication that the bias is (nbf)software related. The standard deviation
is at the 6—7 mm level. The more robust LMS estimate of thedsta@hdeviation is 5-6 mm. The best
agreement is between the two Bernese software solutioss,tlase solutions seem to contain fewer
outliers, but the differences in terms of standard deviadice very small indeed.

The bias and standard deviation have also been computeg ti&irmethod of Section 4.4.2. In this

case the bias is computed on a station-by-station basisdiffedences in ZTD in excess of 2.5 times

the standard deviation have been removed. The results\ame igi Table 4.6, with the bias and scatter
of the bias in the lower-triangle, and the standard deviaiticthe upper-triangle. These results confirm
our earlier findings that the overall consistency in termstahdard deviation is 5—-6 mm. The standard
deviation, or scatter, of the station-by-station biasdmisveen 1.5-2.5 mm.

The individual near-real time solutions have been compareal similar way. Figure 4.21 gives the
matrix of scatter plots for the near real-time solutionsngghe same scale as in the plot for the post—
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Figure 4.20: Pairwise comparison of the standard devigtjpovided by the individual post-processed
solutions.

Table 4.3: Pairwise comparison of individual solutionsstparocessed) with number of common stations
(lower triangle) and observations (upper triangle).

CNRS GFzZ GOP LPT

CNRS - 13077 13153 13886
GFZ 39 — 13169 13933
GOP 40 40 — 14332

LPT 41 41 43 -

processed solution (Figure 4.19). The number of commoiostats given in lower-triangle of Table 4.3,
the number of common observations of ZTD is given in the uppangle. The number of off-diagonal
elements, or outliers, in Figure 4.21 is larger than for tbstyprocessed solutions. The IEEC solution
has a cluster of ZTD that is clearly off compared to the otlwdutins, and the NKGS solution has a
couple of estimates which have the same value, probably-gin®a estimate of the delay which has not
been improved by actual observations. Also, the ASI salusieems to be a little more noisy. All this
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Table 4.4: Pairwise comparison of individual solutionssfpprocessed) with mean difference (lower
triangle) and standard deviation (upper triangle) (umiiea ZTD).

CNRS GFzZ GOP LPT

CNRS - 747 6.17 7.11
GFZ -158 - 6.45 6.82
GOP +3.66 +5.38 - 5.87

LPT +7.19 +8.74 +3.34 -

Table 4.5: Pairwise comparison of individual solutionssfparocessed) with LMS mode (lower triangle)
and LMS scale or standard deviation (upper triangle) (unitst ZTD).

CNRS GFZ GOP LPT

CNRS - 5.67 5.11 6.00
GFzZz -187 - 540 5.04
GOP +3.35 +5.46 - 4.97

LPT +6.75 +8.92 +2.75 -

Table 4.6: Pairwise comparison of individual solutionssporocessed) with standard deviation in the
upper triangle and bias with scatter of bias (from site t@)sit the lower triangle (units: mm ZTD).

bias/stdev CNRS GFz GOP LPT

CNRS - 5.0 4.5 5.6
GFz —21£2.1 - 4.8 4.9
GOP +3.6:1.8 +5.6:1.6 - 5.0
LPT +6.6-2.4 +8.8:2.0 +3.22.0 -

does not mean much as these outliers may be accompaniedgkbystandard deviations in the COST
files.

The mean bias and standard deviation of the pairwise cosgrais given in Tables 4.8 and 4.9. In the
lower-triangle the mean bias is given, the standard dewiasi given in the upper-triangle. Table 4.8 con-
tains the mean bias and standard deviation using all olgmrsawithout any outlier rejection. Table 4.9
gives the more robust “Least Median of Squares” estimatbehtode (mean bias) and scale (standard
deviation). Table 4.10 gives the bias and scatter of theibithee lower-triangle, and the standard devia-
tion in the upper-triangle, computed using the method ofiSed.4.2. In this case the bias is computed
on a station-by-station basis, and differences in ZTD ireesmf 2.5 times the standard deviation have

been removed.

Again, there are significant biases between the individeal meal-time solutions, as was the case also
with the post-processed solutions. The largest bias isdggiveen GFZ (EPOS) and LPT (BSW), the
smallest between solutions from ASI and IEEC, both usingS¥IRand GOP and LPT both using the
Bernese, but also NKGS using GIPSY and the two Bernese sotu(iGOP, LPT) have small biases.
What is immediately clear from Table 4.8, compared to Tal®e 4 that the near real-time solutions
contain a lot of outliers. For example, GFZ and IEEC incluéstimates of ZTD which completely
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Figure 4.21: Pairwise comparison of ZTD between individWRIT solutions.

disagreed, and which other analysis centres apparendlgtegj. However, again these estimates may be
valid if the corresponding standard deviation of the edimimathe COST file is large as well.

The standard deviations in Table 4.9 and Table 4.10 arerlénge the standard deviations of the cor-
responding post-processed solutions. The standard wmdatre at the 5-8 mm level. The smallest
standard deviations, about 5 mm, are between the ASI, IEEQN&GS solutions, all using GIPSY, and
LPT and GOP solutions, both using Bernese. The highest atdrakviations, 6-7 mm, are between
solutions using different software packages. It shoulddiechthat ASI, IEEC and NKGS used a higher
sample rate than the other analysis centres, which can beckssly from Table 4.7 where the number
of common observations is listed. In Table 4.9 we have coatptire nearest estimates, but in Table 4.10
the ZTDs have first been averaged into hourly values, anctigftbre more consistent between analysis
centres.

Also the standard deviation of the ZTD parameters have beerpared side-by-side. The standard
deviations are given in the COST 716 files and were computetthdoyanalysis centres. The results of
the pairwise comparison for the standard deviations arevisho Figure 4.20 for the post-processed
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Figure 4.22: Pairwise comparison of the standard deviatwovided by the individual NRT solutions.

Table 4.7: Pairwise comparison of individual solutions [NRvith number of common stations (lower
triangle) and observations (upper triangle).

ASlI CNRS GFZ GOP IEEC LPT NKGS

ASI
CNRS
GFz
GOP
IEEC
LPT
NKGS

41
41
42
24
44
39

39
40
24
41
37

53788 13473 14625 31176 15024 49950

12639 13110 30038 13488 46876

40
23
41
37

13149 7533 13551 12095

— 8127 14701 12943
24 — 8182 23803
43 24 - 12975

39 20 39 -
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Table 4.8: Pairwise comparison of individual solutions [NRith mean difference in the lower-triangle
and standard deviation in the upper-triangle (units: mm XTD

ASlI CNRS GFZ GOP IEEC LPT NKGS
ASI — 9.44 9.67 11.26 9.90 9.93 8.87
CNRS -0.63 - 8.01 9.49 1097 855 9.14
GFZ —-425-349 - 8.79 166.65 7.24 8.69
GOP +1.98 +256 +6.13 — 1157 7.21 10.38
IEEC +0.61 +1.39 +9.35-1.75 - 10.41 10.35
LPT +3.26 +4.14 +7.59 +1.30 +3.51 — 8.94
NKGS +1.11 +1.79 +5.52-0.32 +0.97 -1.76 -

Table 4.9: Pairwise comparison of i
scale or standard deviation (upper

ndividual solutions [NRith LMS mode (lower triangle) and LMS
triangle) (units: mm XTD

ASI CNRS GFZ GOP IEEC LPT NKGS
ASI — 6.60 7.26 8.23 497 7.34 581
CNRS -1.15 - 6.97 749 791 7.15 7.26
GFz -5.30 -350 - 6.75 7.34 574 6.75
GOP +2.65 +3.65 +7.15 — 8.15 4.82 8.01
IEEC -0.45 +1.24 +4.05-2.90 -— 7.12 6.30
LPT +2.65 +3.77 +8.27 +1.05 +3.90 — 7.09
NKGS +1.42 +3.20 +6.15-0.20 +2.35-0.58 -

Table 4.10: Pairwise comparison

of individual solutiondR{N with standard deviation in the upper

triangle and bias with scatter of bias (from site to site)ia ower triangle (units: mm ZTD).

bias/stdev ASI CNRS GFz GOP IEEC LPT NKGS
ASI — 6.3 6.6 8.2 5.2 7.1 4.5
CNRS -0.5t1.0 — 6.7 7.6 8.0 7.2 6.7
GFz —4.6+2.1 -3.8+2.4 - 7.1 7.3 5.9 6.9
GOP +1.9-3.0 +2.6:2.7 +6.3t1.9 — 8.2 4.9 8.2
IEEC —-0.2+:0.8 +0.6t1.5 +3.9-2.6 —2.14+-3.8 — 7.2 5.6
LPT +3.0:2.2 +3.9:1.8 +7.8:1.7 +1.2£1.6 +3.8:2.2 — 7.3
NKGS +1.4:2.1 +2.5£1.9 +6.0:1.3 —0.0+2.1 +2.6:2.4 —1.5+1.2 —

solutions and in Figure 4.22 for th
clear from these figures that the
standard deviation of the estimate

e near real-time sol#jarsing the same scale in both figures. Itis
analysis centres and seftuse different methods to compute the
d ZTD parameters. Adpretis a good agreement between analysis

centres using the same software package, such as LPT anda@®RSI, IEEC and NKGS, although

there is sometimes a slope. The sl

ope is also related toffeectdit sample rates used for the data and for

the estimation of ZTD. The standard deviations provided BY LGOP and GFZ are not in line with the

pairwise comparisons of ZTD and

are probably too optimisttee standard deviations given by CNRS,

ASI, IEEC and NKGS, which are generally larger, are morene livith our pairwise comparisons.
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4.4.2 Comparison with a combined post-processed solution

Gerd Gendt and Hans van der Marel

NRT and post-processed results were computed by the indivahalysis centres (ACs) using the bench-
mark data. Whereas the post-processed analysis is basedilprbatches using the best orbits and
random-walk-like constraints to stabilize the solutiorithim the day, the NRT analysis is concentrating
on the last hour, using and often fixing predicted orbits. firfan drawback for the NRT analysis, be-
sides the non-optimal orbits, is the missing possibilitcofistraining the solution at the end of the data
interval. For post-processed result this is only the caskeatlay boundaries, where sometimes jumps
from day to day occur, but the central points have a much higheuracy. Therefore post-processed
results are a good candidate for a validation of the NRT prt=du

In our COST action we are faced with solutions from many ACsl t get a compressed overview it
makes sense to use a reference solution to compare alldodiviesults with. An obvious reference
is a combined solutions from all available inputs. The ACsehapplied sampling rates from 15 to
60 minutes. For the combination and for computing all théed#nces between the various results the
submitted solutions are unified by forming hourly means.

The combination algorithm can be summarized shortly asvi@!(Gendt, 1996, 1998):

Step 1: Determination of a preliminary combined solution to defihe tveights and bias-corrections
for the final combination. For the combination only epochs ased were all ACs have ZTD
estimates, otherwise a missing AC value may result in a jumnphie combined series. Estimates
with a difference larger than 20 mm ZTD are excluded. Diifees between combination and the
individual AC solutions yield standard deviations and siggendent biases for each AC that are
used for the final combination.

Step 2: The final combination uses weights for each AC derived by thiedard deviations from Step 1.
Mean ZTD are computed where the AC estimates are correctéielsite dependent biases from
Step 1. This way all epochs can be used and a gap in the seneg &C will not result in a jump
in the final solution. Outliers are eliminated with a thrdshaf 2.5rmsepoch.

Table 4.11: Comparison of individual NRT and post-procé48¥°) solutions with combined NRT (NRT-
COMB) and combined post-processed (PPCOMB) solutionggumim ZTD).

NRT - NRTCOMB  NRT - PPCOMB PP - PPCOMB

Centre sites Stdev Bias Stdev Bias Stdev Bias
ASI 43 3.86 —0.13+1.29 4.14 —0.694+1.75
CNRS 41 4.62-1.05+1.12 534 -1514+1.26 3.2 —-2.24+1.3
GFz 41 426 —-4564+1.38 4.84 -5.04+-1.44 29 —-394+1.3
GOP 42 492 171185 6.41 1.19%1.69 2.8 1.4-1.0
IEEC 23 449 -0.874+1.82 511 —-1.12+1.76
LPT 43 4.02 2.94-1.23 514 235105 3.3 4.8+1.3
NKGS 39 429 143:-1.12 445 0.83:0.99

NRTCOMB 43 2.85 —0.59+ 0.56
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Figure 4.23: Standard deviation (top) and biases (bottdnmeandividual post-processed solutions with
respect to the combined post-processed solution.

The described combination procedure is used to generateambined products:

combined Post-processed solutiorfsubmissions from 4 ACs, total 69 sites)
43 sites used by 3 or more centres
1 site used by 2 centres
25 sites used by 1 centre

combined NRT solution (submissions from 7 ACs, total 102 sites)
44 sites used by 3 or more centres

2 sites used by 2 centres
56 sites used by 1 centre

All following comparisons will consider only those sites sl were used by at least 3 analysis centres.
This gives more realistic statistics. One should have indrtiirat the site-specific biases in the combined
solution may scatter from site to site if different ACs haatributed to different sites. However, if the
biases are small and the number of ACs is rather large themffict is not much pronounced. Looking
into the AC specific biases in Figure 4.23 one can easily im@athe influence of missing ACs on a site
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Figure 4.24: Standard deviation (top) and biases (bottdrtheoindividual NRT solutions with respect
to the combined post-processed solution.

bias in the combined solution. The different number of dbatmg ACs (4 or 7) is the main reason why
both combined products have a difference in the mean biddg#all, last line).

Post-processed results are summarized in Figure 4.23 dohel F4.1, where the 4 contributing ACs are
compared to the combined post-processed solution. Thdasthmleviation for all ACs is at the 3 mm
ZTD level. Higher values can be found for few sites locatearniee boundary of the used network (e.g.
REYK, NEWL, CAMB, ABER, BRST, CASC) where usually the quglis not as high as in the central
parts of the network. The repeatability of the bias from ®iteite (the bias correlation between the sites
in the network) for each ACs is very high, the scatter frora git site is only slightly larger than 1 mm
ZTD. However, the bias level from AC to AC vary from3.9 for GFZ to +4.8 for LPT, that covers a range
of 8.7 mm in ZTD, which amounts to nearly 1.5 kg/nThe different biases are caused by the strategies
applied by the ACs in using mapping functions, elevationaftiingles, et cetera. The consistency of
all submitted post-processed solutions corresponds teeadéabout 0.5 to 1 kg/min the water vapour
content, for standard deviation and bias. Of course then® imformation on the absolute bias of the
solution because no external error free reference is kndvine. total bias of the combination is also a
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Figure 4.25: Standard deviation (top) and biases (bottdrtheoindividual NRT solutions with respect
to the combined NRT solution.

function of the number of contributing ACs. On the other hantbnstant bias over the whole network
would not be very critical, because it can be accounted féuriher applications.

The difference of both combined solutions is very small rttean bias and the site dependent bias scatter
are at the level of 0.5 mm ZTD (Table 4.11).

After the evaluation of the combined solutions they can lexlue validate the individual NRT submis-
sions. First, all NRT solutions are compared to the combpest-processed solution in Table 4.11 and
Figure 4.24. The peak to peak ACs biases (GFZ to LPT) are hdrenih ZTD and the bias scatter
from site to site is slightly larger than for the post-pra=ss$ solutions (ranging froat1.0 to+1.7 mm).
The standard deviations for the NRT solutions have a levabolit 5 mm (4.2 to 6.4 mm ZTD), which
correspond to about 1 kgfin IWV and better. As for the post-processed solutions atse lthe lower
accuracies for sites at the network boundaries can be seen.

The differences to the combined NRT-solution are nearlysdmme as to the post-processed combina-
tion, as can be seen from Table 4.11 and Figure 4.25. Thesbéaeeshifted according to the mean bias
between the two combined solutions by about 0.5 mm ZTD. Taedstrd deviations are even slightly
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smaller for this variant, because the NRT submissions tbbms are entered into the combined solu-
tions.

Summarizing the comparisons one can state that the camsysté the NRT AC solutions is about 1 to
1.5 kg/n? in IWV, while the post-processed solutions are approactiied).5 kg/m. Not accounted for
in these numbers is an unknown bias which may reach the samenam

4.4.3 Comparison with radiosonde data

Hans van der Marel and Siebren de Haan

The ZTD from the benchmark campaign has been compared ZTPuteah from radiosonde measure-
ments. The radiosondes, and the distance to the nearestt&l®8s are listed in Table 4.12. The ZHD
has been computed from the observed surface pressure bsif@pastamoinen model (Saastamoinen,
1972). The surface pressure has been corrected for thetludittie GPS antenna. The IWV has been
computed by integrating the radiosonde profile, using thesme=d pressure, temperature and dew-point
temperature of the radiosonde. Two corrections were maaerraction for the height difference be-
tween the GPS antenna and radiosonde, and a correctioneftoftof the atmosphere. The IWV was
then converted to ZWD using the relation for the mean temperdrom Klein Baltink et al. (2002).

The results of the comparison with radiosondes are givenigaré 4.26. The standard deviation is
clearly correlated with distance between the GPS point hadddiosonde, except for two sites in the

Table 4.12: Radiosondes using in the benchmark campaig¢imftvé distance to the nearest GPS stations
and the height of the radiosonde and GPS stations above readevel (MSL). The distances are accu-
rate to a few km due to truncation errors in latitude and I, so the tenths of km are misleading,
but we keep them as these values have been used to plot the data

Radiosonde GPS DistancHrs Haps

Site/Country station km m m
Cam/UK CAMB 2.8 87 86
NEWL 20.4 11
Ded/DE WSRT 66.5 5 41
Dlg/DE LDBG 1.2 98 134
POTS 73.8 104
Hem/UK HEMS 1.7 13 17
LOWE 25.4 9
Her/lUK?®) HERS 4.4 52 31
Ler/lUK LERW 4.4 84 81
Ndb/NL KOSG 43.8 2 53
DELF 55.7 31
Pay/CH ZIMM 81.3 490 907
EXWI 84.5 578

Sel/SE?) ONSA 37.9 155 9
Jbg/DK ONSA 184.4 40 9
Wat/UK NOTT 9.8 117 49
a) Radiosonde has not yet been processed.
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Figure 4.26: Mean and standard deviation of the differenc&TiD with nearby radiosondes as function
of the distance to the radiosonde. The top row shows the ntieamottom row the standard deviation.
The plots on the left are for the NRT processing, the two pbotghe right are for the post-processed
solutions.

UK, CAMB and HEMS, at 1.7 and 2.8 km distance. There is no exgiian yet why CAMB and HEMS
behave differently, but is seems to be related to the radesalata or our procedure for computing
ZTD from the radiosonde. The correlation with distance leetwwvthe GPS and radiosonde point is
understandable, as the difference in IWV increase wittadist. However, in our results also another
effect is included. Although we have corrected the preskuréhe height difference between GPS and
Radiosonde in the computation of ZHD, we did not take intooaot pressure gradients between the
radiosonde and GPS station. Despite this, the standardtevis in line with results reported by e.g.
Klein Baltink et al. (2002), who found a slightly smaller stiard deviation for the ZWD of mm, using
one year of post-processed data in the same area. The biami& sfndependent of distance. The height
difference between the GPS and radiosonde were small, efareplMM and EXWI at 81 and 84 km,
and should not play a role in the bias computation. Also, aiglit correction scheme seems to work
well for both ZIMM and EXWI. On the average a bias of roughtymm is found in ZTD. This is larger
than e.g. reported in Klein Baltink et al. (2002), who founias (in ZWD) of almost a factor 2 smaller
depending on the ZWD.
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Figure 4.27: ZTD estimates from the 24-hour session prawgder site ZIMM using different orbit
information.

4.4.4 Other experiments with benchmark data

Elmar Brockmann

Swisstopo (LPT) processed the benchmark data set, congisti646 daily 30-second RINEX files,
using various processing options in order to define the peing strategy for the true NRT processing.
The processing of the data was done with Bernese 4.2 (Huglentet al., 2001). A two-step approach
was performed:

1. Processing of 24-hour sessions (a “typical” post-preiogssolution) in order to have a reference
solution for the estimated zenith total delays (ZTDs) anddtermine a best possible set of station
coordinates.

2. Processing of hourly data using different processirgjesies. The goal is to achieve results which
are as close as possible to the reference solution.

The parameterisation of the reference 24-hour solutiomplite straightforward. LPT used the same
modelling which was used for the daily analysis of the SwiSSNES network. To demonstrate the
impact of the orbits, LPT processed the 24-hour sessiomg wkiferent orbit types (IGS orbits, CODE
orbits, rapid orbits, and ultra rapid orbits). The ZTD esttas for site ZIMM are shown in Figure 4.27.
Whereas the X3 orbits (CODE), IGS orbits and rapid orbitsaskomilar results, the quality is con-
siderably worse when using the ultra rapid orbits. LPT udedvailable satellites without a satellite
exclusion scheme. Excluding the worst satellites solvegptbblems of outliers in Figure 4.27 (e.g. on
day 19). This is important to remember when comparing thelhquocessed solutions using the ultra
rapid orbits with the reference solution afterwards.

The data of the benchmark data set were split into hourly olatader to simulate a near real-time
processing of hourly data. LPT processed a series of 1(reliffeprocessing settings in order to evaluate
the best possible options. LPT mainly analysed the follgwirocessing options:
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Figure 4.28: Differences of ZTD estimates of ZIMM for diféent solution types with respect to the post-
processed reference solution. Although it is impossiblm&ie out the individual solution types in this
figure, the scatter gives an idea of how the various solutiififer.

e orbit type (IGS orbits, CODE orbits, rapid orbits, and ultapid orbits)
e coordinate fixing

e ambiguity resolution

e number of accumulation hours

e relative weights between consecutive ZTD parameters

The difference between some of the solutions with respetiteéaeference solution is shown in Fig-
ure 4.28. The figure gives an approximate idea of how the warsolutions differ. In addition, the near
real-time solutions of the other processing centres GOPCIENKGS, CNRS and GFZ were added to
the plot.

Statistical values (offset and RMS) have been computeddoh station with respect to the reference
solution. The sites at the network boundaries have largeSRM&lues for almost all solution types.
The summary as an average of all sites is given in Table 4.13.

From Table 4.13 one also can easily conclude that the anbigesolution approach using only one
hour of data was not successful. The RMS values comparecteetbrence solution are considerably
larger. The same is also true for the solutions where thimstabordinates were not fixed. The solutions
with fixed coordinates show a better agreement with the eafay solution. The use of IGS ultra rapid
orbits instead of CODE, IGS final, or IGS rapid orbits is al&ibte. Nevertheless these orbit products
of higher quality will never be available in time and are #fere not applicable for the near real-time
processing.

In these studies of the benchmark data set LPT used the afifd orbits without any outlier rejection
procedure. Also LPT did not try to do an orbit improvementuatinent using a larger station reference
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Table 4.13: Comparison of different NRT solution typestwpost-processed reference solution. The off-
set and RMS are an average of all possible involved statldosrly ZTD values were compared.

Type Description Offset RMS

CQ Code orbits, amb. free, coor. estim., 1 hour accufub0+ 1.48 11.36+ 3.42
lation

CT Code orbits, amb. free, coor. estim., 6 hour accurBi24+ 1.82 7.47+ 2.94
lation

CF Code orbits, amb. free, coor. fix, 1 hour accumwBa35+ 1.75 9.29+ 4.45
tion

UF Ultra orbits, coor. fix, amb. free, 1 hour accumua314+ 1.24 8.48+ 2.45
tion

UX Ultra orbits, coor. fix, amb. fix, 1 hour accumulation 5663.24 12.15+ 2.90

UR Ultra orbits, coor. fix, amb. free, 6 hour accumua27+ 1.16 6.48+ 1.55
tion, no relative constraints

US Ultra orbits, coor. fix, amb. free, 12 hour accumua27+ 1.16 6.48+ 1.55
tion, no relative constraints

Ul as UR, but compare hour -1 2.271.15 5.90+1.31

U4 as UR, but compare hour -4 2.221.16 5.77+1.24

UT as UF, but 3 days accumulation, 0.03 mm rel. c@®B2+ 1.26 8.80+ 2.63
straints

UU as UF, but 7 days accumulation, 0.03 mm rel. c@®5+ 1.20 7.12+1.76
straints

network. Later on, LPT implemented a satellite rejectioncedure based on the double-difference
residuals for the NRT demonstration phase. A maximum of @lgas may have to be excluded in case
of satellite problems. But due to the improved quality of titea-rapid orbits an exclusion of a satellite

happens very rarely.

A very efficient method for avoiding that a bad satellite dyalffects the ZTD estimates is a combination
of the normal equations of the last several hours (3—12 heund the application of relative constraints
between consecutive ZTDs of a site. LPT adjusted the contstrim a way that under “normal” condi-
tions without bad satellites, the constraints will have @tmo influence on the estimates. In the case of
bad satellites the complete solution is usually considgrakaker. In that case, the relative weights do
not allow that the weak ZTDs cause an outlier in the ZTD setiging periods with satellite problems.
In other words: the previous hours determine the ZTD pararsedf that problematic period under the
assumption that the situation does not change. Such a pnecéitherefore not perfect (and neither
from the statistical point of view). It would be better thaetZTD values are used together with their
uncertainties. At this early stage of the project such aistiphted method of using ZTD values for the
numerical weather prediction was not yet realistic. Thenefwe applied the method of using relative
constraints between consecutive ZTD estimates.

LPT tested several relative weight models and also sewemgths of accumulation intervals in order to
determine the best possible choice of the settings. Whaeig usi relative weights and using fixed station
coordinates, a longer accumulation interval is uselesauseconly the data of the last hour estimate the
ZTD parameters (see also Table 4.13 solution type UR and US).
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Figure 4.29: Comparison of ZTD from the last hour, secomstl-feour, etc., with the post-processed
solution.

Just for getting a feeling of the quality of the estimatesT ld@mpared the second-last hour of the NRT
solution and the fourth-last hour with our reference soluti Even without using relative constraints
there is a better agreement with the reference solutioblgigin terms of RMS). The last hour (and also
the first hour) is clearly the estimate with the most uncetyai This effect is illustrated also clearly in
Figure 4.29 where the scatter of the ZTD from the last howpsé-last hour, etc., is compared with a
post-processed solution, showing a 20% improvement atdbense of 2—3 hours delay.

From the tests with different accumulation periods usingtige constraints, Table 4.13 shows only
the solution types UT and UU. There LPT used an accumulatitenval of 3 / 7 hours (last hour plus
previous 2 / 6 hours) and relative ZTD constraints of 0.03 metwkeen consecutive ZTD intervals.
Finally, LPT decided on solution type UU as NRT solution oflLP

When generating the estimates in the COST 716 format, LPIléed all estimates with a formal error
of 1 cm ZTD. These weak estimates have their origin mainlyom $mall a number of observations.
In Table 4.13 the LPT NRT solution therefore agrees slighéiter with the reference solution as solution
type UU.

LPT solved for hourly ZTD estimates. Tests were also madedas 20 minute intervals, which resulted
mainly in an increased noise of the ZTD estimates.

It is worth mentioning that the agreement of NRT solutior@frother analysis centres with the LPT
reference solution is of the same order as the solutionssiowable 4.13.
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4.45 Conclusions from the benchmark data set

The individual solutions for the benchmark were compareitth wbombined solutions of NRT and post-
processed quality (Table 4.11 and Figure 4.24). The oveoalsistency between the solutions is about
5-6 mm measured in standard deviation for the Zenith Deldyetier than 1 kg/rin Integrated Water
Vapour, with systematic biases between the analyses sewitre5 to 2.4 mm. Pairwise comparisons
between the individual solution revealed higher standasdations, mainly due to irregularities in the
data. Slightly improved biases and standard deviationgxvected for the NRT demonstration, as the
NRT demonstration can benefit from recent advances in theliB8& Rapid orbits. Also post-processing
has a favourable impact on the standard deviations, bethedmal, and more precise, IGS orbits can
be used instead of the predicted orbits, and because theatatze processed in longer batches and the
ZTDs are not always at the end of the batch (the last hour} tieicase for the NRT processing.

The ZTD from the benchmark campaign has been compared ZT Ppuiech from radiosonde measure-
ments. The agreement between ZTD from GPS and radiosonolegkly between 10 and 15 mm for the
near real-time processing for nearby stations, and sjidigtter for post-processing. The bias between
GPS ZTD and radiosonde is between 5 and 20 mm, depending atatien and the GPS processing
centre.

The standard deviations are certainly acceptable for NWiRhe biases between the different analysis
centres are a bigger problem for NWP. The biases make it wifffor NWP to combine data from
different analysis centres, and also may make the predgggstematically too wet, or too dry.

There are several reasons why we find biases between thesiar@ptres. The GPS-ZTD depends on the
mapping function, elevation dependent weighting, andagiem dependent phase centre corrections that
are used in the analysis. This becomes apparent when thes@anedntres are using different elevation
dependent correction models, but also when they use diffelevation cut-off angles as is the case in
the benchmark campaign and the NRT demonstration, whichresylt in station and analysis centre
dependent biases in the ZTDs of up to several mm. The GPS-ZTds0 dependent on the cut-off
angle because the elevation dependent phase centre morseanhd mapping functions may still contain
errors. All analysis centres use the Niell mapping functidrich depends only on latitude, day of year
and height of the station, and has been derived from a lins&tdf radiosonde profiles (Niell, 1996).
However, there are differences in the way the a-priori hytiic delay is computed, which will result
also in biases of a few mm. Recent work by Niell (2000), Nigh@1l) and Rocken et al. (2001) has
shown that the Niell mapping function may contain seasondl latitude dependent biases, and that
the elevation dependency of the ZTD can be eliminated bygusiapping functions based on weather
models. This could be an explanation for the biases in Tallé d4nd Figure 4.24, although this will
not be the only explanation. The different orbits that aredysand the different strategies for fixing
the stations coordinates and the different coordinatebeofiked stations are also responsible for these
biases.

The GPS Zenith Total Delays from the Benchmark campaign h&en assimilated into Numerical
Weather Prediction models of the UK Met Office, SMHI, DWD anMDn order to study the effect
on the weather forecast. Results from assimilation trigl8& 3 using the COST 716 benchmark data
have been reported in Cucurull & Rius (2002), Higgins (20@hd Tomassini et al. (2002). Some of the
assimilation trials of have used “bias reduction” scherbasjcally a station dependent running average
of the mean bias with respect to the NWP model, to eliminatedlibias problems. For more information
on assimilation results see Chapter 6.



4.5. NRT DEMONSTRATION: SPECIAL CASES, PROBLEMS, AND COMRASONS 73

4.5 NRT demonstration: special cases, problems, and comgaons

The monitoring of the NRT data flow and quality of the NRT swlos is described in detail in the next
chapter (Chapter 5). In this section some special casesrabtems encountered during the three years
of NRT processing are presented, and some additional aiteomparisons are given.

4.5.1 Delay of RINEX data

Rosa Pacione

The first step in near real-time processing is to fetch GP3$Iyhaata, so the NRT processing can not
start until a sufficient number of hourly files is availablettat data provider. This “waiting time” is a
bottleneck for the NRT processing. It is different for eacbgessing centre and it is mainly due the delay
in data delivery from the tracking sites to the data centfesthe EUREF data centres the percentage of
hourly data files arriving with a specific time delay is congalibn a regular basis and it is available at
htt p://epncb. oma. be/ _dat apr oduct s/ dat acentres/i ndex. htni .

About 80% of the hourly files are available within 15 minutéeithe full hour and the NRT processing
can not start before this “waiting time”. For example, théaddelivery for the French stations takes a
little bit longer, since only 75% of the hourly data are aahié 16 minutes after the full hour.

The start time of the processing after the full hour is intiidain Table 4.1 . Some of the analysis centres
wait 37 min to get as much data as possible before startingriteessing, which then takes less than
20 minutes in order to complete the processing in time.

4.5.2 Analysis of orbit quality

Galina Dick

Besides the official IGS Ultra Rapid orbits with an updateleyaf 12 hours, two internal orbit products
are generated at GFZ as described in Section 4.3.7. The I2ahdu3 hour-predicted orbits can be
fixed during the ZTD estimation, or the orbits can be adjustgdhe data itself (hamed GASP orbits
— hourly estimated orbits from NRT analysis based on 12 hata @indows). In Figure 4.30 all three
orbits are compared to the Final GFZ orbits (estimated higdlity GPS orbits, official product of GFZ
IGS Analysis centre), which have an accuracy of about 2 cmcande considered as truth in our case.
For the well behaving satellites the predicted orbits hdweady reasonable quality and may be fixed
without problems. The 3h-predictions are in the mean 5 crireb#tan the 12 hour ones. For the well
behaving satellites the predicted orbits have a qualitypamable to the adjusted GASP orbits. But for
the bad behaving or not so well modelable satellites (etglligas in eclipse) one can gain significant
improvements by orbit relaxation. In the mean we end up witcrh for those orbits compared with
17 cm and 22 cm for the 3 hour and 12 hour predictions, resmdeti Further improvements for the
GASP orbits can be expected by using 24 instead of 12 houlirdataals.

The influence of orbit accuracy on the accuracy of ZTD has leestigated at GFZ. The data for
April 2002 were analysed using three variants for the orlvétking relaxed GASP orbits or fixing the
two prediction variants. The difference to the post-preedsresults improved by 8% in the standard
deviation switching from 12 hour to 3 hour-predicted orbéid taking the adjusted orbits even by 13%
(see Figure 4.31). The bias change between the variousntaiig small (site scattex0.3 kg/n?).
Having a level of 0.6 to 0.7 kg/MlWV for all variants one can state that also fixed predictemitsrcan

be chosen, which demonstrates the high quality of the IGSraathal GFZ Ultra Rapid products.
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Figure 4.30: Quality of adjusted relaxed orbits from NRTlgsia based on 12 hour data windows (GASP
orbits) and predicted orbits with 3 hour and 12 hour repetifGFU 3h-pred, GFU 12h-pred) are shown
for April 2002. As a measure of quality the RMS differencesghe Final GFZ orbits (product of GFZ
IGS Analysis centre) are given for each satellite as welhaddtal RMS over all satellites.
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Figure 4.31: Quality of ZTD estimates using three differgques of orbits — relaxed orbits from NRT
analysis based on 12 hour data windows (GASP orbits) andgbeedorbits with 3 hour and 12 hour
repetition (GFU 3h-pred, GFU 12h-pred). As a measure ofityjudde RMS differences to the post-
processed ZTD are given for each station (subset is plotesl ¢nly) as well as the total RMS over all
stations. The ZTD delay is converted to IWV and expressedinaf kg/m? or mm precipitable water
vapour.
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Figure 4.32: Differences of the ZTDs estimated in NRT w.astgprocessing. 8212 compared hourly
ZTDs, mean offset 0.4 mm, RMS 6.4 mm.

4.5.3 Comparison to post-processed solutions

Elmar Brockmann and Jan DouSa

A comparison of the LPT NRT solution for one year (Dec. 2008eD2002) is given in Figure 4.32 for

station ZIMM. Significant seasonal variations are not Vit he mean offset of more than 8000 hourly
ZTD parameters (NRT compared to the post-processing ealus smaller than 0.4 mm. The RMS of
this comparison is 6.4 mm and is within the range of 6—7 mm wkias found for the benchmark data
set for LPT’s favourite processing options (Table 4.13).

The GOP near real-time solution is also compared routinéth & post-processed solution by GOP,
showing an internal consistency between these solutiortseolevel of 4-6 mm, with bias below 1 mm
(Dousa, 2002b). These results are similar to those repéotehe benchmark data set.

GOP has compared one year of GPS IWV with IWV computed frorduged) radiosonde profiles,
resulting in a consistency of 1.2—2.0 kg/nor 8—13 mm in terms of ZTD (Dou3a, 2002b).
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4.5.4 Comparison to EUREF combined post-processed solutio

Siebren de Haan and Hans van der Marel

Since June 2001 the EUREF Permanent GPS network (EPN) isutmmmpm combined troposphere
product which provides weekly files with hourly estimateghd Zenith Total Delay. See Section 4.6.
More than 50 of the EUREF stations are processed also in aaktime within COST 716. For these
stations, one month data was compared to the post—proce&HREF solution.

The mean features of the EUREF solution during this periogtwe

e Each station is processed by at least 3 LAC's.

e Bernese software is used by 12 LAC'’s (BEK, BKG, COE, GOP, IGHY, LPT, NKG, OLG,
ROB, UPA, WUT), Microcosm (ASI) and Gipsy (DEO) are used by&1's

e 1 elevation cut-off and elevation dependent weighting ofdhservations
e use of IGS precise orbits (so-called IGS final orbits)

e re-substitution of the weekly coordinate solution and t@msing to ITRF

¢ use of the Niell hydrostatic mapping function

e one ZTD parameter every hour

As an example, the ZTD comparison for the sites MATE are dised. More comparisons can be found
onhttp: ww. knm . nl / sanenw cost 716/ EUREF/ i ndex. ht m .

MATE is processed by ASI, GFZ, GOP, and LPT in NRT. In Figurg34the time series of ZTD is
shown for the period between 2001/12/02 and 2001/12/29. Kcthotes the solution from EUREF as
obtained by BKG; EUGF is the solution of from EUREF by GFZ. kible 4.14 the statistics are shown
with respect to all processing centres processing MATE@DRecember 2001).

A few remarks can be made concerning the interpretationeoféhbults:

e EUREF is a combined solution of 14 analysis centres, of witiehmajority is using the Bernese
software (12 centres). This explains why the systematisdsiavith the NRT solutions from LPT
and GOP, who are using Bernese as well, and use a similargzioganethod, are smaller than the
others who use different softwares and approaches. Ités that the EUREF combined solution
is a very consistent solution. Every station is processedt last three analysis centres. However,
this is no guarantee that the combined solution is not frésasfes.

¢ In the EUREF combined solution a ZTD parameter is computedyevour. The NRT solutions
from ASI, GFZ and IEEC use a shorter interval to estimate thB ZThis is in part responsible for
the somewhat higher RMS values.
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Figure 4.33: ZTD time series for the site MATE. EUBK is thew@n from BKG using EUREF data;

EUGEF is the solution as obtained by GFZ.

Table 4.14: Statistics of ZTD comparison over the periodl202/02 and 2001/12/29 for the site MATE.
The total number of observations per processing centre:vi@osBK (506), EUGF (502), ASI (1889),

GFZ (910), GOP (472) and LPT (510).

COLLOCATED STATISTICS
Number collocated obs. 292

PAIRWISE STATISTICS

bias| RMS| dTime
(mm)| (mm) (s)

num| bias| RMS| dTime
(mm)| (mm) (s)

EUBK-EUGF| 0.43| 1.34 0.34

EUBK-EUGF| 500| 0.36] 1.39] 0.34

EUBK-ASI 5.46| 9.43| 34.25
EUBK-GFZ | 2.92] 5.95| 820.21
EUBK-GOP | -1.83| 6.71 0.34
EUBK-LPT | 0.25| 6.86 0.34

EUBK-ASI | 399 4.72| 9.97| 101.84
EUBK-GFZ | 380| 3.09| 6.25| 815.08
EUBK-GOP | 370/ —-1.76| 7.00 0.34
EUBK-LPT | 402 0.39] 7.05 0.34

EUGF-ASI | 5.03] 9.15] 33.90
EUGF-GFZ | 2.49| 5.89| 819.86
EUGF-GOP|-2.27| 6.96 0.00
EUGF-LPT | -0.18| 6.92 0.00

EUGF-ASI | 395 4.33] 9.80] 102.53
EUGF-GFZ | 376) 2.70| 6.23| 813.83
EUGF-GOP| 366|—2.20| 7.30] 0.00
EUGF-LPT | 398] 0.05| 7.14] 0.00

ASI-GFZ |—-2.54| 7.79 785.96
ASI-GOP | —-7.29/10.27] —33.90
ASI-LPT |-5.21] 9.45] —33.90
GFZ -GOP |—4.76| 7.50|—819.86
GFZ-LPT |—2.67| 6.78/—819.86

GOP-LPT 2.08/ 5.50 0.00

ASI-GFZ | 441|-1.72| 8.78| 793.88
ASI-GOP | 429|—-7.00(10.52| —23.08
ASI-LPT | 465|—4.88/10.08| —17.42
GFZ -GOP | 424| —4.38| 7.20| 827.83
GFZ -LPT | 457 —2.77| 7.17| 833.04
GOP-LPT | 458| 2.12| 6.52/ 0.00
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4.5.5 Miscellaneous data problems (LPT)

Elmar Brockmann

The AGNES site SAME (Samedan) seems to be located on an ngtalind. From the post-processing
solutions LPT has variations mainly in the vertical companaf about 4 cm. It is suspected that the
groundwater flow in this region is responsible for the “juthipsthe vertical direction. Horizontal move-
ments are not detectable.

The coordinates are constrained for the NRT processing & [Values, or, if not available, on an
averaged value over a longer time period of several montpears. LPT applies a coordinate correction
only in the case of significant coordinate changes. In the chASAME LPT changed the coordinates
twice (+4 cm on Feb. 20, 14:30, 2002 and cm on Apr. 30, 16:30, 2002). In both cases a jump is also
visible in the ZTD/IWV estimates of approximately 1.5/0.&.c The order of magnitude corresponds
to the rule of thumb: a change in the height affects the ZTDnedées by a factor of 1/3 and the IWV
estimates by a factor of only 1/18.

A 4 cm jump in the coordinate series is already an extreme. cissvertheless, the impact to the
ZTD/IWV estimates and their use for numerical weather ot is small.

An interesting phenomenon happened for station FHBB on 212002 (11:00). In order to evaluate
a possible interference of GPS with UMTS, the Swiss telecamoation company Swisscom carried
out a special test near the GPS antenna. The UMTS signals §pétzrum) were generated with a
“typical” power density in the direction of the GPS antenriBhe effects on the GPS receiver were
significant. There was a data loss of more than 90% and th&ingsGPS analyses therefore show a
poor performance.

Sometimes, problems in one site can cause problems in &littlon one occasion LPT had problems
in the data processing due to a single site; the CODE obsgemgadf site MATE caused problems which
affected all other stations. After that event LPT impleneelrd scheme for eliminating data in such cases.
There are a lot of other interesting events or problem caslesat LPT usually regarded such events as
a motivation for implementing procedures to avoid such |enois in the future.

4.6 EUREF combined post-processed solution

Wolfgang $hne and Hans van der Marel

Within EUREF a well distributed and dense network of morenti&0 stations across Europe called
EUREF Permanent Network (EPN) has been established. S#t& fhis network has been routinely
processed primarily for coordinate estimation. Becaush®@reat number of stations and for reasons
of redundancy there was the decision to analyse the netwmasknaller parts. In total 16 so-called Lo-
cal Analysis Centres (LACs) are producing weekly coordimailutions. These solutions are delivered
to the analysis coordinator of the EPN in SINEX format to proal the final weekly combined solu-
tion (Habrich, 2001).

With the experience of the coordinate combination in mindREF established a troposphere coordi-
nation group which after reorganization was turned into &l E5pecial Project “Troposphere Parameter
Estimation”. In June 2001 the Special Project started vimgrkiSimilar to combining weekly SINEX
files for the derivation of a combined coordinate product mlgimed troposphere solution is produced.
The inputs are the individual daily troposphere solutiohhe LACs with a sampling rate of one hour.
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The individual analyses at the LACs are carried out in post@ssing mode on the basis of the best
available orbits and earth rotation parameters, i.e. tt&fl@al products.

Each site within the EPN is included by at least three (anteatriost five) LACs to get a stable combi-
nation result, to detect outliers and to get precision nusideourteen of the LACs are using the Bernese
GPS software, only two centres are producing their solstiwith different software. The individual
solutions are combined following the IGS standards (Gel@Ry7), i.e. an epoch-wise combination of
the single solutions as weighted mean. A rigorous outligeatin is implemented which works in
consecutive steps.

In IGS, a troposphere working group was established in 18%érm a new product. Seven analysis
centres are contributing with daily troposphere files wittinge resolution of two hours. Most of the
centres are using their own analysis software. Since 1398dmbined ZTD estimates have been offered
as an official IGS product. One weekly file for each site witlampling rate of two hours is produced.

Actually two institutions are carrying out the tropospheoenbination, BKG and GFZ, using different
programs. The mean bias of the combined solutions is in thgeraf4+0.2 mm ZTD with an RMS of
+0.6 mm (Sohne & Weber, 2002).

As a result two weekly files are produced (accessible viaymons FTPftp://igs.ifag. de/
EUREF/ pr oduct s/ vwwww):

e The first one is a summary file (XXXwwwwd.TSU) which contaimsrge statistics about e.g. the
biases between the individual solutions, frequencieseftialysed sites, accuracies of individual
AC solutions, and the number of rejected observations.

e The second one is the output file (XXXwwwwd.TRO) with the cangal troposphere estimates
from which the estimates for a single site can easily be etddadue to its SINEX structure.

Herein 'XXX is the acronym for the combination centre andvww’ means the GPS week. 'd’ denotes
the day of week where '0’ means Sunday and '7’ indicates a Wesiution. The coordinates as a
necessary part of this file are taken from EUREF’s official borad weekly SINEX solution.

Post-processed solutions, like the one by EUREF, could bliufor climate monitoring and climate
research. However, for climate applications the accuraquirements on meteorological observations
are the most stringent because they are needed for longstatistical analysis and the determination of
very small trends. In general, it may take decades to cdyedutract the signal, i.e. the climate change,
from instrumental noise.

The homogeneity of the time series is very important. Namate influences such as moving the sta-
tions, changes in the vicinity of the sites or changes in tieeovation and/or analysis strategy should be
avoided or at least reported. In the special case of GPSruimegntal noise” may be introduced by dif-
ferent sources: changes in processing strategies at ttieeating analysis centres, including changes in
troposphere parameter resolution and troposphere paametelling; change of the reference system;
change of number of participating analysis centres. GP8anks used for estimation of ZTD parame-
ters should not be too smalt-(800 km). Then the problem of biases due to the fact that omdlitais
seen from different points nearly under the same elevatigieecan be avoided.

The long-term stability seems to be a challenging goal. Atinaous monitoring over a longer time
span is necessary, at least for a period of one decade minimetise bookkeeping of any changes
and investigations concerning the analysis and combimati@ategies. In order to obtain the long term
stability changes in the processing strategy are not inrpalthough this conflicts with the need to
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include the latest insights and innovations in the proogssiThe only solution to this dilemma is re-
processing of the data at intervals of 5-10 years. Thergeforeclimate applications it is important
that the raw GPS data (in RINEX format) is stored, togetheh wtcurate bookkeeping of the changes
that occurred at any of the sites. The role of the NRT and pastessing in this is that the accurate
monitoring of these solutions possibly can provide inda# of changes in the station environment.

4.7 Conclusion

To demonstrate the application of ground based GPS dataVidl?,ld near real-time demonstration was
started in March 2001. In March 2004 the near real-time destnation involved ten processing centres,
each processing a GPS network in near real-time, delivergtignates of ZTD within a nominal time
interval of 1 hr 45 min to a gateway at the UK Met.Office. Oved4zPS stations were processed, many
of which are processed by more than one analysis centre.

The near real-time demonstration has exceeded all exjmtatThe number of analysis centres and
the number of stations that are processed are much largemtha expected at the beginning of the
action. Also the duration of the experiment exceeded aketgiions. The MoU asked for a three-month
experiment. At the end of the COST 716 action not only thresry®f data has been produced, but
the experiment continues to be run. Although the experimgoeeded expectations, the startup of the
near real-time demonstration in 2001 was rather slow andstmot until the end of 2001 until a sizable

number of analysis centres was participating.

Before the near real-time demonstration experiment watedtahe algorithms, data flow, formats and
assimilation into Numerical Weather Prediction (NWP) nledeere first tested on 15 days of GPS data
which were processed off-line, but to near-real time gudiitr the period of June 9-23, 2000. In contrast
to the actual demonstration, where analysis centres vatigss different GPS sub-networks, all analysis
centres processed a common network of 44 stations. Thellovenaistency between the solutions was
about 5-6 mm for the ZTD (1 kg/f), but with biases between the analysis centres of aboutatime s
magnitude. These numbers have been confirmed during theesdme demonstration.

The near real-time demonstration experiment has shown & aperational requirements in terms of
timeliness and accuracy. It was shown that it is possibletopute ZTD for NWP within 1 hour 45 min-
utes using existing GPS networks with an accuracy suffié@mMIWP and forecasting applications.

Many of the analysis centres are now capable of deliveringentitan 75% of the data within 1 hour
45 minutes. Actually, the amount of data processed versisatency is a delicate balance: waiting
longer would mean more data, but also longer delay. Mostefitita sets of the top performers arrive
justwithin 1 hour 45 minutes, as each waits as long as pesfibthe raw GPS data to arrive. Sometimes,
analysis centres are waiting 30—35 minutes for the datariteean order to complete the processing in
10 minutes time. Also, the latency is measured as the difterén time between the time of the first ZTD
estimate and time of arrival of the COST 716 file, which haside sffect that an increase in the ZTD
rate will result in somewhat worse latencies even when the@ahprocessing time remains the same.
Therefore, analysis centres providing a higher ZTD ratesareewhat in a disadvantage concerning the
measured latencies.

Although these results are already quite satisfactoryetleeroom for improvement. The latency of the
hourly raw GPS data, and in particular the reliability thodrés a limiting factor that has to be improved

by the station managers and data centres. It should be f&silall station managers to provide the data
within 10 minutes after the full hour. Another limiting factthat still needs some improvement is the
availability of satellite orbits and clocks. In particullar the Precise Point Positioning approach highly
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accurate and timely available satellite orbits and cloclksofithe utmost importance. This requires the
processing of a global network.

There are still several issues with the processing stiegesid processing options. There is still a wide
variety of choices made by the different analysis centneinfstance, some are estimating the ZTD every
15 minutes, others average the ZTD over 60 minutes. The demation experiment used a bottom-up

approach, but the time could have come for a more top-dowroapp specifying a set of recommended

processing options or guidelines. Also, the developmenhefsoftware continues and there are sev-
eral areas in which improvements have been made or are ggralinh as correction for higher order

ionospheric effects, improved mapping functions (dryjwattenna and station related calibrations, and
prediction of a-priori ZHD, which all will affect the qualitof the estimated ZTD.

The near real-time demonstration experiment in a senseogasdd on near real-time delivery. In hind-
sight, after the first two years we could maybe have focusétlearhore on accuracy, quality description
and synchronizing processing options. A significant amadintork is still needed in order to derive a
good quality indicator for the ZTD in the COST files, and to ergfand the statistical properties of the
ZTD data in the files.

In summary, the demonstration experiment has been a grezdssu It provides a very valuable data set
for validation and forecasting experiments. For the denmatisn phase, the current NRT performance is
shown (Chapter 5) to be capable of meeting the requiremamdisthe indicated improvement is desirable
for a future operational scenario.
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List of data providers

Code Name Used by
IGS Global Data Centres (GDC)
IGNI IGS GDC, Institut Géographique National, France ACRSI, BKG, SGN
CDDIS IGS GDC, Godhard Space Flight Center, USA ASI, BKG, GE&GN
SIO Scripps Institution of Oceanography, USA SGN
BKGI IGS RDC, Federal Office of Carthography and Geodesy, ACRI, ASI, BKG, GFZ,
Germany IEEC
IGS Regional Data Centres (RDC)
BKGE EPN RDC, Federal Office of Carthography and Geodesy, ACRI, ASI, BKG, GFZ,
Germany IEEC, LPT, SGN
BKGL IGLOS RDC, Federal Office of Carthography and Geodesy,BKG
Germany
EPN Local Data Centres (LDC)
ASI EPN LDC, Agenzia Spatiale Italiana, Italy ACRI, ASI, BKGGN
DUT EPN LDC, DEOS, TU Delft, Netherlands GFz, GOP
IGNE EPN LDC, Institut Géographique National, France ACKSI, BKG, GFZ
GOP EPN LDC, GOPE, Czech Republic BKG, GOP
OoLG EPN LDC, Austria ASI, BKG
ROB EPN LDC, Royal Observatory, Belgium BKG, SGN
National Data Centres
AGNES Automatisches GPS Netz Schweiz, swisstopo LPT
AGRS Active GPS Reference System for the Netherlands DUT
ESGT Ecole Supérieure des Geéomeétres et Topographes SGN
IAC Instituto de Astrofisica de Canarias, Spain IEEC
IESG The British Isles GPS Archive Facilities GOP
ICC Institut Cartographic de Catalunya, Spain IEEC
IGN Instituto Geografico National, Spain IEEC
REGAL Réseau GPS permanent dans les Alpes ACRI, LPT, SGN
RGP Réseau GPS Permanent, France SGN
SAPOS  SAtellite POSitioning Service, Germany GFZ
SATREF Norwegian Mapping Agency, Norway NKG
SWEPOS National Land Survey, Gavle, Sweden NKGS
DKNET GPSnet.dk, Trimble centre Danmark NKGS
Others
UNAVCO University NAVSTAR Consortium, Boulder, USA SGN

EPN Local Data Centres often provide data for more statioas &re strictly part of the EUREF Perma-
nent Network.

IGS global and regional data centres, and the EPN regiorhlanal data centres, collect data from
receivers operated by many individual institutions. It @& practical to acknowledge each institution
individually that makes data available for free through 1&% EUREF. However, let us point out here
that without the data from these institutions actions likeST 716 would simply not have been possible.
Therefore, for all those anonymous and non-anonymoudtitistis and station operators: thank your
very much, and take great pride in your work!
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Data provider URL's (when available):

Code ip name service
IGNI ftp://igs.ensg.ign.fr anon-ftp
CDDIS ftp://cddisa.gsfc. nasa. gov anon-ftp
SIO http://sopac. ucsd. edu http
BKGI ftp://igs.bkg. bund. de anon-ftp
BKGE ftp://igs.bkg. bund. de anon-ftp
BKGL ftp://igs.bkg. bund. de anon-ftp
ASI ftp://geodaf.nm.asi.it anon-ftp
DUT ftp://nmgpl. geo. tudel ft.nl ftp
IGNE ftp://lareg.ensg.ign.fr anon-ftp
GOP ftp://pecny. asu.cas. cz anon-ftp
OLG ftp://ol ggps. oeaw. ac. at anon-ftp
ROB ftp://onmaftp.ona. be/dist/astro/euref/ anon-ftp
AGNES http://ww. swi sstopo. ch/ de/ geo/ aghes. ht m data not free
AGRS http://ww. agrs. nl/ data not free
ESGT ftp://gps.esgt.cnamfr/data_1/ anon-ftp
REGAL ftp://kreiz.unice.fr/regal anon-ftp
RGP ftp://1areg.ensg.ign.fr/pub/rgp2/nrt/ anon-ftp
data_30/ ftp://rgpdata.ign.fr/pub/data
SAPOS http://ww. sapos. de data not free
SATREF http://ww. satref.no/ data not free

SWEPOShtt p://swepos. | nmv.l mse/english/index. htm

DKNET

http://ww. gpsnet . dk

data not free
data not free

UNAVCO ft p://data-out.unavco. org/ pub/rinex

anon-ftp
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Contact information for the analysis centres

Code Address Contact

ACRI ACRI-ST, 260 route du Pin Montard, BP 234, 06904 Sophia Olivia Lesne
Antipolis, Franceht t p: / / www. acri-st.fr or (oli@acri-st.fr)
http://ww. acri-st.fr/tough/ for the TOUGH
Project

ASI Agenzia Spaziale Italiana, Centro di Geodesia Spaziale Francesco Vespe
'G.Colombo’, 75100, Matera, Italyht t p: / / geodaf . nt . (francesco.vespe@asi.it)

BKG

GFZ

GOP

IEEC

LPT

NKG

NKGS

SGN

asi . it/ GPSAt no/ ground. htm
Federal Agency for Cartography and Geodesy, Richard-Wolfgang Soéhne
Strauss-Allee 11, D-60596 Frankfurt am Main, Germany. (wolfgang.soehne-

http://ww. bkg. bund. de @bkg.bund.de)
GeoForschungsZentrum Potsdam, Telegrafenberg A17, Gerd Gendt
D-14473 Potsdam, Germany. (gend@gfz-potsdam.de)

http://ww. gf z- pot sdam de/ pbl/ pgl/ gaspl/
i ndex_GASPL1. ht m

Geodetic Observatory Pecny, Research Institute ofi€yp  Jan Dousa
Topography and Cartography, Zdiby 98, 250 66, Czech (dousa@fsv.cvut.cz)
Republic.ht t p: / / www. pecny. cz/ gop/

Instituto de Ciencias del Espacio (CSIC), Institutstilis Antonio Rius

Espacials de Catalunya (IEEC), Edif. NEXUS, 204 Gran (rius@ieec.fcr.es)
Capita, 2-4, 08034 Barcelona, Spaht.t p: / / ww. i eec.
fcr.es/english/recercal/ gnss/rtmain. htm

Federal Office of Topography (Bundesamt fur Landesjogpo  Elmar Brockmann

phie), Department of Geodesy, Seftigenstrasse 264, (Elmar.Brockmann-
CH-3084 Wabern, Switzerland. @swisstopo.ch)
http://ww. swi sstopo. ch/ de/ geo/ pnac. ht m

Statens kartverk (Norwegian Mapping Authority), Oddgeir Kristiansen
Geodesidivisjonenn, Kartverksveien 21, Service box 15, (oddgeir.kristiansen-
N-3504 Hgnefoss, Norway @statkart.no)

Onsala Space Observatory, Chalmers University of ideh Jan Johanssen

ogy, S-439 92 Onsala, Sweden. (imj@oso.chalmers.se)

Institut Geographique National (IGN), Ecole Nationdkes Bruno Garayt
Sciences Géographiques (ENSG), Laboratoire de RectserchgBruno.Garayt-
en géodésie (LAREG), 6-8 Avenue Blaise Pascal, @ensg.ign.fr)
77455 Marne-La-Vallee Cedex 2, France.

http://geodesie.ign.fr/ RGP/ index. htm




Chapter 5

Data Flow, Data Monitoring and
Validation

Dave Offiler, Siebren de Haan and Sylvia Barlag

5.1 Introduction

This chapter summarizes the results of monitoring and &itid of COST-716 near-real time (NRT) data
delivery over the full demonstration phase of the projecayh001 to March 2004 inclusive). The last
year of this period was also coincidental with the TOUGH NRMmdnstration phase.

The status as at end of March 2004 is:

e 10 NRT Processing Centres (+ LPTR)

e 430 unique active stations

e >1.1 million obs/month (c.f. 40,000 in May 2001)

e Performance is gradually improving or stable

e 7 centres fully meeting delay target

¢ All other centres very close to meeting target (75% in 2 houlgss)
e Delay is not correlated with quality

e Some centres prefer to trade-off no. of available sites étayd

e Dissemination of BUFR via GTS started 1 March 2004

e Issues of data quality (bias, noise) to be solved.
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Lirus BUF
Workstation T

NRT Users

Figure 5.1: Schematic illustrating the flow of the NRT data.

5.2 Set-up and maintenance of NRT data exchange facilities

5.2.1 Data flow

A private account on the Met Office's THORN FTP server was getnuJanuary 2001 to act as the
focal point for near-real time (NRT) data exchange, with itaying results, a limited recent archive and
supporting data, benchmark data archive, software andheiation. The NRT data flow at the end of
the action (March 2004) is illustrated in Figure 5.1. This@ge is assumed to continue in the ongoing
TOUGH project.

All NRT data provided by the analysis centres (ACs) in COS8fTat files (COST-716 (2003a) and
COST-716 (2003b)) is available to all project partners tia THORN FTP server. In addition, these
files are copied to a local workstation, converted to the WM@FR format and passed to the Met
Office’s operational observations Meteorological DataeB@detDB) and back to THORN. A sub-set of
the BUFR data is also disseminated to users outside of thegbnda the Global Telecommunications
System (GTS) — see below.

With significant increases in the amount of NRT observatigmith ACRI, BKG and SGN processing
centres more recently providing COST-format files), a 8otrease in the number of stations processed
by GFZ, NKGS re-starting NRT processing, and “real-timedqassing by SwissTopo (as LPTR), disk
space quota on THORN has had to be raised several times dhdrthree years of the demonstration
phase of the project. Some 1.125 million observations of ZB 430 individual GPS sites (almost all
in Europe) were uploaded to THORN during March 2004.

Files uploaded to the THORN server is also mirrored to a (@i¥d P server for COST-716 data run by
Delft University , which maintains a longer-term online lsixe of COST 716 files than is possible on
THORN. ACRI-ST have set up a similar mirror site for the TOU@tdject.

Due to the relocation of the Met Office to Exeter during 2008sugption to the (non-operational) service
provided by THORN was scheduled over the period of 5-17 Déeer2003. Temporary arrangements
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for data collection were put in place by diverting (most)edi@t the ACRI-ST server. When THORN was
re-commissioned in Exeter (some days ahead of schedutefjleb were recovered from ACRI-ST back
onto THORN and then to the MetDB. Not all ACs used the ACRI-8iiver, so there are some gaps in
data coverage during this period. There was also a shork lmgaassing NRT BUFR files to MetDB
during October 2003 as a key workstation/file server was ghoweExeter. Since data continued to be
uploaded to THORN, this resulted in no loss of data as thewarginocess caught up when the server was
back in service. In February 2004, THORN's OpenVMS opegasipstem was upgraded; unfortunately,
FTP settings were set to inappropriate defaults, and ACRIrRSparticular could not upload files for
several days until the problem was isolated and correctgdinrAno files were lost to the archive.

5.2.2 Data formats and software support

Before the demonstration phase began in test mode in JaB0@fy a data (file) format was developed
by WGs 2 and 3 for easy exchange of data via THORN. The Met Cdfsxe provided software tools to
read, write and manipulate files in this format. Applicattonls include a BUFR encoder.

At the first TOUGH semi-annual meeting in September 2003,esoradifications to the details of the
COST-format file specification were proposed. Changes dedwadding a project ID and the full name
and country of the station, extending the precision of tlai®t location and replacing height of an-
tenna above the ground with antenna reference point (AR®)eathe benchmark. The ZTD reference
point was also clarified to be the ARP, not the benchmark.alisdn with ACRI-ST, an updated format
document was issued in September 2003 COST-716 (2003ahand?tformat is now in use by most
ACs.

An updated software package, which includes support foruftdated COST-format files COST-716

(2003a), the WMO-approved BUFR COST-716 (2003b) and thexifil has been released. The software
is freely available to project partners via THORN; non-patjusers with a legitimate use may have
the package upon request. To date the package has beereduppBundesamt fir Kartographie und

Geodasie (BKG).

The Met Office also maintains a meta-data file on all the GPt®ataever uploaded to THORN. The
updating of this file (copy on THORN) has now been fully auttedaas new stations are detected in the
NRT data stream.

5.2.3 BUFR and data distribution

The BUFR proposal for GB-GPS data COST-716 (2003b), subdhiti early 2003, was accepted by
WMO and published in July 2003; data in this format could therprinciple be disseminated via
GTS/RMDCN from 5 November 2003. A COST-716 MC and TOUGH Rrbjeata Access Policy
was approved in late 2003, based on a Met Office proposal thab-set of data be provided in BUFR
on GTS, via an “opt-in” list of GPS station and/or ACs. Thisagtgy has been implemented as a filter to
the BUFR encoder and shown to be a practical method.

After canvassing potential users world-wide, initially B@/F, Météo-France, MeteoSwiss, and NCEP
requested data via GTS and the necessary routing was seinapirfernal Met Office links were put in
place in February 2004 and (after a brief test period) COBIdata formally started to be disseminated
in NRT via the GTS on 1 March 2004 (although this is not an aji@mal service). The Japan Meteoro-
logical Agency (JMA) and the New Zealand Met Service havaesged an interest in these data but are
not yet able to accept the BUFR messages over GTS.
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The Met Office already had a policy to widely disseminate ffata its own UK GPS stations and by the
end of March 2004, almost all the COST-716 data were beirggdifated via GTS. In some cases, only
a sub-set “public” data from IGS/EUREF sites are providethasnecessary agreements with national
network and individual site owners (required by the COST/TO&GH Data Policy) has not yet been
reached.

Through the forum of the North America - Europe Data ExchaBgeup, ground-based GPS data have
been formally requested from the US side. There has beemaowith UCAR on the possibility of
reciprocating the exchange of GPS data in the same WMO BUFRaf0

5.3 User validation and feedback

NRT demonstration requirements of COST 716 were agreedeestwWGs 2 and 3 early in the project,
and were subsequently included in the COST User Requirenogument COST-716 (2004). In sum-
mary:

75% of observations to arrive in MetDB within 1 hour and 45 at@s of observation time

Delay to be computed daily and averaged over calendar months

At least one month should meet delay criteria

RMS error in ZTD to be better than 15 mm (target 10 mm)

The Met Office has continuously monitored NRT data feedsuiginoTHORN. This monitoring covers
two aspects:

e Statistics of data volumes, number of stations and deligelstys as daily and monthly text reports
and graphical plots, updated daily and monthly. These aadade on THORN; the graphical
versions are hosted on the COST 716 website at KNIt @: / / www. knmi . nl / samenw/
cost 716/ st at/ del ays. htm ).

e Statistics and graphical time series plots comparing ekseand NWP-model derived ZTD val-
ues. Currently this comparison is limited to the Met OffiddK-area Mesoscale model (12 km
grid). These plots are also presented via the KNMI websitat t p: // www. knmi . nl /
samenw cost 716/ NWPconp/ ). At the same web site a similar comparison is made between
the operational NWP model of KNMI (HIRLAM) and retrieved NRATD data. These ZTD
data are converted into IWV and compared to radiosonde wdtgams on a routine basiff(t p:

[ [ ww. knmi . nl / sanenw/ cost 716/ zt d_i w. ht ).
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Table 5.1: Number of GPS stations processed by each anabssise during March 2004. (N.B. NKG
were consistently providing:35k obs/month, but changed to the new COST-format in Mardébrraat-
ting error resulted in NKG data not being recognized by thaitoong system.)

AC ACRI|ASI |BKG |GFZ| GOPE IEEC|LPT|LPTR|NKG |NKGS|SGN| Total
#Stns 35 | 42| 64 |214| 52 29 1 61| 38 | 20 | 109 | 55 | 719
#0Obs (<1000)| 56 | 77| 41 | 246| 28 92 | 39| 282 | 4 231 | 29 |1125

5.3.1 Data flow monitoring

Key data flow parameters being monitored included: numbestations per AC, number of unique
stations (as some stations are processed by more than one dM@rapping networks) and timeliness
(delivery delay).

Station numbers and observation volume statistics

During March 2004, 10 ACs (plus SwissTopo’s real-time pssieg, LPTR) processed the number of
sites and provided the number of observations shown in TalileOf the combined total of 719 sites,
430 were unique; 456 unique sites have been processed atisoei@ the NRT period see Figure 5.2.
A peak total of over 1.125 million observations was provideding March 2004.

Station statistics are accumulated for calendar monthsntiMby-month summary time-series plots
covering the COST 716 NRT demonstration period are alsoymexdi (see Figure 5.3 and Figure 5.4 for
plots of the number of stations and number of observationsnpath, respectively.

Delay statistics

Delays are defined as being the time difference between seradiion time stamp for a ZTD sample in

a COST-format file and the receipt time stamp of that samptherMetDB. The average delay from a

file arriving on THORN and the data going into the MetDB is ab®uninutes. On a daily basis, these
two times are extracted from the MetDB for all data samplesifthe previous day and various statistics
calculated. The results are plotted as histograms alorgtirdt summary statistics — a sample daily plot
is shown at Figure 5.5. Similar plots are generated for edclard repeated for 28-day accumulations.
These plots are hosted on the KNMI public website (at URL dhatigove) and are updated daily.

As well as the rolling 28-day accumulations, similar statss are accumulated for calendar months.
Month-by-month summary time-series plots covering the T@8 NRT demonstration period are also
produced - Figure 5.6 shows the percentage of the obsamgadioiving within 1 hour and 45 minutes
and Figure 5.7 shows the time delay for which 75% of all theeoketions have arrived.

During the demonstration period, as the data volume hadfisigmly increased, a number of tasks to
support the monitoring have been fully-automated so thatsiees and new ACs are processed as soon
as they appear in the COST-format files.
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Figure 5.2: Map showing location of TOUGH NRT sites in Eurapevlarch 2004. Not all sites are
processed continuously, e.g. only 430 out of the 456 sitee wecessed that month. The area of the
Met Office’s Mesoscale model is shown by the solid lines adotire UK and neighbouring mainland
Europe.

Number of COST NRT Stations

——ACRI
—=—AS|
BkiG
GFZ
——GOPE
——|EEC

—LFT
LFTR
NKG

——NKGS
SGH

—a

No. of Stations

Figure 5.3: Monthly summary time series showing the numbstations processed by each AC and the
total number of (unique) stations. The reduction in Jan2@@4 was due to a temporary cessation of
processing by NGKS (delivery recommenced on 1 February)2004
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Figure 5.4: Monthly summary time series showing the numbebservations delivered by each AC and
the total. Reduction in numbers for January 2004 as for Ei§us.
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Figure 5.5: Example graphic summarizing delivery delaysSS®PE for one day. Similar plots are gen-
erated covering the accumulated data over the previousy8atal for all analysis centres individually.
These plots are re-generated daily.
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Figure 5.6: Monthly summary of percentage of observatiomiviag in MetDB within 1 hour and
45 minutes of observation time for each AC; the target is 75%are. There was some apparent loss of
performance in October and December 2003 due to the physicalation of key Met Office computer
systems from Bracknell to Exeter, and some loss in Februzeya THORN FTP system problems.
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Figure 5.7: Monthly summary of time delay for 75% of obseitvag to arrive in MetDB for each AC;
the target is 1 hour and 45 minutes. From May 2003, all ACs baes delivering their NRT data within
2 hour and 30 minutes and from November 2003, within 2 houtlsbaminutes. SwissTopo’s “real-time”
(LPTR) products arrive in less than 1 hour.
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Figure 5.8: Example of a 28-day time series and a scattergbltie observed ZTD (station WSRA
processed by GFZ) vs. ZTD derived from the MES.

5.3.2 Data quality monitoring

COST-716 NRT ZTD data are compared with ZTD estimates dérfvem main and update run of
the Met Office’s Mesoscale model (MES) 8 times daily (at 00, @3 09, 12, 15, 18 and 21 UTC).
All GPS stations within the MES domain (shown in Figure 5.8 monitored; European and Global
model monitoring for stations outside the MES area is pldrinde online shortly to allow comparisons
with all NRT stations delivered to the MetDB via THORN. An exple time series and scatter plot
covering a 28-day period is shown in Figure 5.8.
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Figure 5.9: An example of a 1-week time series of ZTD data fatian ABER compared with NWP
equivalent values from the Met Office’s Mesoscale and KNMIIRLAM models.

Monitoring plots and 28-day rolling statistics are uplodde THORN once a day, where they are copied
by KNMI and plotted together with HIRLAM ZTD equivalents. Aaxample plot from the KNMI website
is shown in Figure 5.9.

On occasion, we find various anomalous data points, whictbeartassed as:

e Transients

Variable bias

Consistent “low level” noise or inaccuracies

Consistent “severe noise”

Mixed quality of data for the same station; some processiadegjies appear to give fewer or more
problems.

Some examples of these problems—we leave to the readerstifglthem—are shown in Figure 5.10.
Where problems have been identified, the AC is informed sotti@issue can be investigated and
corrected.

These types of anomalous data points could have seriousquesces for NWP assimilation. This issue
is general for NWP assimilation, as the VAR method (as wilter) in practice has to explicitly assume
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Figure 5.10: Examples of anomalous NRT data.

zero bias for all data types and that errors are distribuggglaaissian. We therefore have to quality control
the observations prior to assimilation to meet this reguést, and this in turn implies an understanding
of the error characteristics, and the flagging, correctimnslimination of errors (upstream, wherever
possible).

This can be done within the assimilation system, but suckggeorors should ideally be trapped at source.
In some cases problems arise due to the processing strasadgscribed in Chapter /refs-theory-accuracy
(e.g. the use of hourly boundaries) and sometimes for eadtegasons (e.g. poor satellite orbits)

The formal error in ZTD value in the COST-format files is a lbagiality control parameter required

for direct use in assimilation. Unfortunately this is notremtly a useful indicator of the sample quality.

Research is continuing within TOUGH to provide a meaningfudlity indicator that can be used to

reject or down-weight individual observations in the agkition process. Work under TOUGH will also

investigate the causes of the biases and other data qusalitgs which are of importance when including
observations in the assimilation process.
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Chapter 6

Applications

Sylvia Barlag

6.1 Nowcasting applications

The quantitative use of GPS data for very-short-range maltagical forecasting, also called nowcasting,
was added to the original objectives of the COST Action 7kblater stage. At the workshop in Potsdam,
February 2001, several interesting direct meteorologipalications of the GPS water vapour data were
shown. This led to a recommendation of the community to aédnibwcasting subject to the list of
applications to be studied.

The value of quantitative use of IWV data only became appamece the real time data flow between the
analysis centres and the ftp server set up by the Met Officdimaly established. Over the period of the
action, more and more GPS analysis centres joined thig défading to a constantly improvement of the
contents of the database and leading to a better coverage Btiropean domain by the GPS data. A real
time comparison between IWV data and NWP data was set up by KidM/alidation and feedback
purposes and was made available on a COST 716 NRT monitorigsite. A running comparison
was shown between IWV from GPS reception stations, proddsge¢he participating analysis centres,
and the corresponding NWP value from the KNMI HIRLAM versiorhe fact that some GPS stations
were processed by more than one analysis centre enableddressess differences between themselves.
However, it also showed some interesting cases of diffeebetween NWP and the real time GPS data.
Due to the multiple processing for some stations, this cémidome cases be directly attributed to the
NWP data being in error. Furthermore, by studying not oné/tdmporal pattern at some sites, but also
the spatial pattern through combining the GPS data in a 2Daspmaph, NWP phase shifts could be
seen. This led to the question how these data could be usednitamthe performance of NWP, and
how they could serve the bench forecaster making very-gbort weather forecasts.

In the following sections several applications will be dissed in more detail. These are:

1. Time series comparison between IWV and NWP for detectifNohase errors
2. The use of 2D IWV fields and time series of these fields

3. The synergetic use of GPS-IWV and Meteosat imagery

97
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Figure 6.1: Times series of GPS IWV and two HIRLAM forecasisthree sites: Delft, Apeldoorn and
Bocholt. The stars are GPS IWV observations plotted evasgethours, the dashed lines shows GPS
IWV observations on a 30 minute time interval. The open eiarle HIRLAM IWV forecast started on
July 20, 2001 at 0000 UTC and the solid squares are HIRLAM IWié¢ast started on July 20, 2001 at
1800 UTC. See Figure 6.2 for the locations of the three sites.

6.1.1 Time series comparison

Siebren de Haan and Sylvia Barlag

The first example of the use of times series of GPS is shownguar€i6.1. This figure depicts the time

series of GPS and HIRLAM forecasts. Phase errors are nohumom in numerical weather prediction

models. Detecting these shifts can be crucial for a goochgnaif for instance a cold front passage.
At what time a band with rain enters a region is very importahen it concerns an extreme weather
event. The occurrence of large phase shifts has already rméed by Cucurull et al. (2000) and

Guerova et al. (2003). Cucurull et al. (2000) showed tharaftfrontal passage the drop in NWP IWV
was less abrupt than observed by GPS. Guerova et al. (2008) fihat during a cold front passage
the NWP IWV and GPS IWV had an offset of several hours. The daseribed here had no extreme
weather but showed a bias and a phase shift when NWP foregab(SPS are compared.

In Figure 6.1 the GPS IWV from three GPS sites are shown. GP& d¥éervations at 30 minute and
3 hour intervals are shown. Also shown in these figures araiadel forecast time series: one starting
on July 20, 2001 at 0000 UTC and the other starting on July 200 1JTC. Note that the forecast time
series have data points every three hours up to the 12 haodst; hereafter every 6 hours. The actual
observation frequency of GPS is 30 minutes but, in order topaoe GPS IWV and HIRLAM IWV, GPS
observations averaged over 3 hours are shown as symboldof panel shows IWV values for the site
Delft, which lies close to the North Sea coast. The middleepanntains IWV values for the location
Apeldoorn, which lies in the eastern part of the Netherlaaold the time series shown in the bottom
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Figure 6.2: HIRLAM forecast 6 hours forecasts valid at a) 20@/20 0600 UTC and b) 2001/07/21
0000 UTC. Contoured is the pressure at mean sea level andrtivesandicate the wind speed and
direction at 850 hPa.

panel are from the location Bocholt which lies in Germanysel®o the Dutch border. These locations
are also depicted in Figure 6.2.

Note that the locations are roughly from west to east wherptrels in Figure 6.1 are read from top
to bottom. Figure 6.2(a) shows the pressure at mean seadesddhe winds at 850 hPa for July 20,
0600 UTC. The flow at this time in the vicinity of the three GAf&sis from west to east. A low
pressure systems moves northward in the coming hoursirgginta high pressure ridge 18 hours later,
see Figure 6.2(b).

The HIRLAM forecast valid for Delft at July 20, 2001 0006 UT@g panel Fig. 6.1) and starting at
0000 UTC does not show the increase of IWV visible in GPS dyitire first few hours. This bias is also
present for the location Apeldoorn (just before 1200 UTQ) Bocholt (just after 1200 UTC). The fact
that this bias has moved in the direction of the flow suggéstsit could be caused by an artifact in the
HIRLAM forecast. A signal of a phase problem occurs for thesDelft and Apeldoorn for this forecast
after July 21, 0000 UTC. At that time the forecast IWV and abed IWV are close to each other, but
the increase of HIRLAM IWV is later than GPS for this forecaBlhe increase observed of GPS IWV at
0300 UTC in Delft is also observed in the forecast startediigt20, 1800 UTC. The maximum of GPS
IWV at 1200 UTC in Apeldoorn and Bocholt is not visible in tR&V forecast. The 1800 UTC IWV
forecast at times after 1500 UTC matches good with the obdeBPS IWV.

By comparing these time series downstream of a front thengjraf the model can be checked. Moreover
local deviations can be detected and when these deviatierieaasported in the direction of the flow an
adjustment to the forecast could be made. It may happentisaddviation in IWV triggers or prevents
convection, depending on the magnitude of the deviation.
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Figure 6.3: NWP temperature forecast and observations édBil. HIRLAM-OI (open squares) is the
output from the operational model run, started on Februdn2@01 at 1800 UTC; this analysis scheme
used for this model is based on optimal interpolation. HIRL-ADVAR (solid triangles) is the output
of a re-run of the model with a 3-dimensional variationallgsia scheme. The hourly observations are
denoted by stars.

6.1.2 2 metre temperature forecast

Siebren de Haan and Sylvia Barlag

The next example of the use of time series discusses a 24 W& fidrecast of the maximum tempera-
ture at De Bilt of February 15, 2001, which was seriously uastimated. A difference between forecast
and observed maximum temperature is not surprising, havtlee@liscrepancy that occurred was marked
by the forecasters as too large. Normally a temperaturerdifice within a few Kelvin is normal, due to
parametrization and orographic modeling difficulties. Tieximum difference on February 15 between
the forecast and observed temperature was more than 6 Kigee B.3.

This cannot be explained by modeling errors and therefoneusgt have a different origin. Two time
series of NWP forecasts are shown in this figure: the modeluiabeled HIRLAM-OI is the operational
model output as was used for the forecast; this version ohtbael uses an optimal interpolation analysis
scheme. The model output labeled HIRLAM-3DVAR is a re-rurtted model with a 3-dimensional
variational analysis scheme. Note that, apart from the I2shours, the temperature forecast for both
models are almost the same and that both are too low withetegpthe observed temperature. The used
analysis method did not cause the problems. All NWP data shwrveafter in this section is based on
the operational model output, that is the HIRLAM-OI.

On February 14, 1800 UTC a high pressure system was situedadda55N and 5E, see Figure 6.4.
In this figure the pressure at mean sea level and wind vect@S0ahPa are shown. The NWP model
forecast a movement of the high pressure system from thehNB@& to northwest Germany, see Fig-
ure 6.5. The weather on February 15, 2001 was foggy in the in@rwith temperatures around the
freezing point. Later that day the fog cleared and it becaswnay day with temperatures around C4
The weather forecast said that the fog was to stay for theewthay.

In Figure 6.6 the observed and the forecast temperaturewandlty profiles at February 15, 0600 UTC
and 1800 UTC are shown. The top panel shows the 12-hour ahd@4¢valid at 0600 UTC and 1800
UTC, respectively) forecast profile from NWP and the bottangl shows the observed profile from the
radiosonde launches at De Bilt. At 0600 UTC the relative Hdityifrom the two lowest observations
indicate that the air at these heights was completely gatlirarhis layer was thin and extended from
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HIRLAM Analyse 2001/02/14 1800 UTC

— 850hPa wind (10 m/s)
— pressure reduced to MSL (hPa)

Figure 6.4: HIRLAM analysis of 2001/02/14 1800 UTC. Conexdlis the pressure at the mean sea level,
the arrows indicate the wind speed and direction at 850 hPa.

HIRLAM FC+18 Forecast valid 2001/02/15 1200 UTC
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Figure 6.5: An 18 hour HIRLAM forecast valid at 2001/02/15002JTC. Contoured is the pressure at
the mean sea level; the arrows is the wind speed and diresttB®B0 hPa. The line indicates the trajectory
of the airmass (in 24 hours), the arrows the direction of the thlong the line. The GPS sites close to
this trajectory are indicate by a white circle.
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Figure 6.6: Temperature and humidity profiles for NWP fosé¢top panels) and radiosonde launches
at De Bilt (bottom panels) valid on February 15 at 0600 UT@& @anels) and 1800 UTC (right panels).
Triangles represent temperature observations; Relatirrddity (RH) is denoted by open circles.

the ground to a height of approximately 75 m. In the model [@dfiis thin layer of fog is less clear,
however it is present at the lowest model level. One shouép ke mind that each model parameter
(e.g. temperature, humidity) represents the mean of thisnpater in the air volume described by the
horizontal and vertical resolution of the model. This istbason why the NWP profile is smoother than
the observed profile. A relative humidity of over 80% is high & level near the ground with a height of
approximately 60 m; this indicates the presence of fog imtbeel.

At 1800 UTC the radiosonde profile showed the onset of theunoat boundary layer; the sunset was
around 1630 UTC. No fog or low clouds were present becauseethive humidity was below 75%.
The NWP profile showed a fog/cloud layer (relative humiditbeer 80%) expanding over the two lowest
layers. This fog/cloud layer cannot originate from the natal boundary layer; it is too deep. The cause
of the occurrence of this fog/cloud layer is investigatelibde Insight is gained in the origin of humidity
in the airmass over De Bilt at February 15, 1800 UTC by foaysin the trajectory of the airmass starting
February 14, 1800 UTC and arriving in De Bilt 24 hours later.

An airmass at a height of 850 hPa starting in eastern Germaay,the Czech border follows a curved
path and arrives 24 hours later in De Bilt. The path of thimaks is based on the NWP model forecast
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Figure 6.7: Integrated water vapour from GPS and NWP fote@ga) Hof, (b) Wirrzburg and (c) Trier.
The passage time of the airmass is indicated by the vertaral b

starting on February 14, 1800 UTC, and is determined byrigattie origin of airmass back in time,
using model winds, see Figure 6.5.

The trajectory of the airmass passes close to the German i@ 3Hef, Wirzburg, and Trier, see Fig-
ure 6.5. Only German GPS sites, processed by GFZ, were laleaifanear real time on February 14,
2001. At February 14, 1800 UTC the airmass is near Hof. The tiffié series shown in Figure 6.7(a),
show that at the time of passage the GPS IWV and NWP IWV coorespery well, although a few
hours later large discrepancies occur: the GPS IWV decseagrdly from 11.5 kg/rhto 9.5 kg/n?
while NWP IWV stays more or less constant.

Moreover, the decrease of GPS IWV is already visible in that fiour after February 14, 1800 UTC.
Six hours later, at February 15, 0000 UTC, the airmass hasedrin the neighborhood of Wirzburg.
Figure 6.7(b) shows that the differences, as well as theggharith time in IWV for time series of GPS
IWV and NWP IWV, are even larger. The absolute differencesdust necessarily indicate that there is a
forecast problem because orography and model resolutigrintraduce biases. However, the difference
in the trends between GPS IWV and NWP IWYV is remarkable andatane explained by biases. GPS
IWV shows, again, a strong decrease of IWV with time, while RWVV shows even a small increase.
At February 15, 0600 UTC when the airmass arrived in the fighood of Trier an almost identical
signal as at Wirzburg 6 hours earlier is observed, see &@ilc).

Along the trajectory, the NWP airmass gains humidity (NWPM\VE increasing), while GPS observa-
tions of IWV observed the opposite: a decrease in the totaluanof water vapour. This implies that,
compared to the GPS IWYV, the airmass according to the modeiray at De Bilt was too humid. A large
proportion of the energy from the sun is used for evaporatidhe (at first) saturated model layers near
the surface. If the airmass in the model would have been lesschthe energy could have been used
to heat the air and the result would have been a higher 2 natyparature forecast. Amendment of
the forecast for the observation that the model was too hwmidd have led to a better estimate of the
maximum temperature.
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Figure 6.8: GPS sensor sites used in post processed arwl@&HRS water vapour measurements over the
UK. The sensors were owned by a variety of organizationduditg Ordnance Survey, Trinity House,
National Physical Laboratory, UK National GPS Site, Herticeux, IESSG, Nottingham University
and the Met Office. Data were collected by IESSG, Nottingharivérsity.

6.1.3 The use of 2D GPS-IWYV fields

John Nash and Jonathan Jones

The use of two dimensional GPS water vapour fields allows dghizdntal structure in the integrated wa-
ter vapour to be identified by the user. Whilst in future, treter vapour observations may be integrated
into an analysis incorporating other observation sourcesNWP model background fields, there are
a variety of users (including observing network plannerepwould benefit from direct visualization
of the GPS water vapour observations at this time. In summennuch of the smaller scale structure
originates from convective precipitation. So, for thisagghe water vapour fields will also be super-
imposed on 2-dimensional precipitation fields measuredg®yational weather radar. Two sets of 2-D
plots will be considered. Larger scale coverage will bernakem 10 July 2001, a day with widespread
convection on different scales across the British Isles.malker scale study is concentrated close to
London on 09 August 2001, when flooding occurred to the naaslt ef London. These analyses were
performed so users could judge whether real time GPS wapgruvaneasurements would be useful in
operational forecasting in the UK. The GPS sites used folldlger scale 2-dimensional analysis are
shown in Figure 6.8.

The 2-dimensional water vapour fields shown in Figure 6.13-@nd Figure 6.15 were generated manu-
ally within the UK Met Office using time series of GPS measueata supplied by IESSG, Nottingham.
Temporal resolution of the water vapour time series was Iitas. Each 2-D plot contains information
from the nominal time, plus additional observations from $ite mostly within 1 hour from the nominal
time. An observation one hour earlier was placed downwinth@fobserving site, using the wind speed
and direction at 2 km above the surface. The winds betweehkat on 10 July, were usually strong
enough that observation from one hour earlier were locaaiden 40 and 80 km downwind to the
east northeast of the observing site. An observation froentmur after the nominal time was located a
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Figure 6.9: Surface analysis of weather conditions at 06 Wm0 July 2001, showing low pressure
centred to the west of the British Isles, with several fratsoss southern UK.
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Figure 6.10: Colour keys for contours of IWV and for weathatar rainfall rates in the plots for 10 July
2001.

similar distance upwind of the site. Comparison with reaktiobservations downwind indicated that the
IWV fields could often modify significantly after 1 hour orwelling more than 100 km in the horizontal,
so use of data at 2 hour time displacements was only condidgnen conditions appeared stable and
advection in the horizontal was limited.

The errors in the GPS water vapour measurements used wezeteso be less than 1 kg/mit was
discovered that the Trinity House [marine navigation] sessieeded a modified adjustment for phase
change in the antenna. Otherwise systematic biases bethvedWV from different sensor sites were
estimated to be within the expected error.

On 10 July 2001, low pressure dominated the weather overiitistBlsles, as can be seen in the surface
analysis at 0600 UTC, in Figure 6.9. Figure 6.10 shows the kaythe following 2-D plots of integrated
water vapour and weather radar rainfall rate.

Figure 6.11 show 2-D plots of integrated water vapour at 3 imdarvals, with the position of the relevant
fronts superimposed on the plots for 06.00, 12.00 and 18T00.Uh Figure 6.12 the same IWV data are
superimposed on radar measurements of rainfall rate. IWikegaabove 26 kg/fare shaded purple,
values below 21 kg/fare shaded green. Blue triangles show positions of windlersfiDunkeswell
(5I°N, 3.5°W) at 12.00, Wattisham (SR, 1°E) at 18.00. Light blue circles indicate thunderstorm
activity at 18.00. The weather fronts moved from west to,@¢aking between 6—9 hours to cross the UK.
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Figure 6.11: Integrated water vapour distribution overtsern and central UK contoured at 1 kg/m
increments for 10 July 2001, from time series of post-preedbservations,

The moistest air in Figure 6.11 was observed at 03.00 UTCguarzce of the first cold front. At this
time the weather radar shows a band of moderate rain to thie west of the maximum values of IWV.
The drop in IWV across the rain band is caused in part by a drdpe average temperature of the air
across the cold front, since values as high as 34 kg¥ere not observed again on this day, even in the
deepest rain. By 06.00 the moistest warm air had advected fora the British Isles across the North
Sea.

Variations in IWV along the length of the occluded front (plerline) were judged to be significant and
not he result of systematic bias between sensor sites. Bite fpbm 06.00 through to 12.00 UTC, are
each totally independent of the other plots, but the pateersist over different parts of the country
as the front moves east. Higher values were spaced aboutmiGpéart. At 12.00 highest values were
downwind of persistent heavier rainfall near the Bristob@hel (51.8N, 4°W) and also downwind of
showers in the English Channel/southern England near tith soast (50.9N, 3°W). The wind profiler

at Dunkeswell was located in a region with slightly lower IWétween these two local maxima. The
time series of GPS water vapour from Dunkeswell was superaeg on the wind profiler signal to noise
from the same site see Figure 6.13. Wind profiler signalsdritiran 82 dB were produced by scattering
from precipitation within showers. Thus, a line of showetsgth 0 to 3 km) passed the profiler just after
12.00. The winds near the top of these showers were strohgerat lower levels and were advecting
moisture forward from the showers.

At 15.00 UTC the weather radar showed two bands of very heainfall along the last cold front.
The band in the north was centred at about 98,%2°W. This was ahead of a dry intrusion behind
the cold front [local minimum in IWV, 3 kg/rhlower than the values to the north and south along the
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Figure 6.12: Integrated water vapour distribution overtisetn and central UK contoured at 5 kg/m
increments for 10 July 2001, superimposed on weather rdgameations.

analysed front, see the 21 kgfroontour]. The second band in southern England was centrabloait
51°N,2°W, ahead of a second dry intrusion [ local minimum in IWV, ab®kg/n? lower than the values

to north and south along the front, see the 23 Kgdontour]. When this area of convection had passed
over Dunkeswell around 14.00 UTC, it was not a single liné vilas split into two parts. These merged
to give the single line with the very high rainfall rates as tlold front moved east, as seen at 15.00 UTC.
The decrease in Dunkeswell profiler signals at 5 km in advahtgs convection suggests that drier air
was present above 4 km. This very dry air descended with tftee the rain bands had passed the site,
as indicated by the dashed purple line on the signal to nd@arpFigure 6.13. This gave rise to the
lower values of IWV seen in southwest England on the plot$aidand 18.00 UTC.

When the southern band of rain passed over the Wattisham prafider, the line convection had split
into smaller segments of heavier rain. However, a strongasdive cell followed by a dry intrusion,
crossed Wattisham, just after 18.00 UTC. During this evéaingest winds were found at heights of
about 2 to 3 km behind the convection.

Changes in IWV measurements and wind profiler signal straatere consistent with stronger winds
feeding dry air into a region behind the convection whereaiswmoistened and hence cooled by precipi-
tation falling from heights between 3 and 4 km.

The analyses demonstrated that an operational GPS net@eds o have a spatial resolution of at least
25 km if it is to resolve the more significant changes in watgpour associated with the organized
convection seen in the weather radar measurements on thidtda also vital that systematic biases
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Figure 6.13: Time series of IWV [white lines] in kgfsuperimposed on 1.3 GHz wind profiler mea-
surements of signal to noise from Dunkeswell and Wattishassociated wind speed measurements are
also shown. The dashed purple line on signal to noise pldlisates the probable depth of the moist
layer above the surface.

between sensor sites are as small as possible since thetasigof the variations in IWV in the hori-
zontal associated with dry intrusions along a front weratietly small, about 3 kg/fh The structure in
the IWV associated with the convective activity in this case others considered changed quite rapidly
with time, so the users judged that the measurements woulklthabe delivered with a time delay of
less than 1 hour if they were to be useful for short term fastieg/ nowcasting.

Combination of GPS water vapour measurements with infdomdtom weather radar and wind pro-
filers to improve understanding of the vertical distribatiof water vapour associated with organized
convection, should lead to a better understanding of thesihmeric processes involved.

On the 10 July 2001, there were few thunderstorms over the Wihgl the period of the analysis,
with just two short lived thunderstorms developing in eastengland (53.9N, 0.5°E) at 18.00 UTC.
The second case looks at thunderstorms developing neaohar&lan upper trough moves eastwards
towards London in relatively cold air. The surface analyetg36.00 and 12.00 are shown in Figure 6.14.

Figure 6.15 IWV plots for 09 August 2001 for the southeast of§land. Colour key for the IWV and
weather radar plots as for Figure 6.10-6.13. Black pixeticate the heaviest rainfall. Light blue
dashed lines surround areas of thunderstorm activity otethband side IWV plots. Red stars indicate
the position of the GPS sensor sites used in the analysis.hé\&eading trough line approached the
southeast at 09.00 the highest IWV in advance of the trougteased by 2 kg/fmfrom 07.30 to 09.00.
The weather radar shows heavy rain to the northwest of tHeebtgWYV, but the high IWV sits in a
ring of clear echo, with small but intense thunderstormeistato initiate around the edges of the area



6.1. NOWCASTING APPLICATIONS 109

]
|

% August 2001 ﬁ*
i
(7 g |

£
o)
i

06.00

3

L.

Figure 6.14: Surface analyses for 9 August 2001.

of higher IWV ahead of the trough. Earlier in the night thees tbeen thunderstorm activity to the
northeast of London, 5, 1.5°E, and this seems to have left a large gradient in IWV nortlotalsto
the east of London. By 10.30 the thunderstorms organizedaine to the north of the highest IWV,
very close to the line of GPS sensor sites As time goes by dzedhigh IWV makes very little progress
eastwards although the weather radar shows rain movingsmlitection. The lower values to the east
of London do not modify significantly when it starts to rainthis area later, so it is probable that the
low values of IWV were associated with a significantly colgenl of air. By 12.00 the passing trough
had triggered a line of small but severe thunderstormsjngithe two areas of activity at 10.30 and
aligned approximately with the IWV gradient to the east ohdon. These small thunderstorms were
slow moving and produced flooding in several parts of nor#t Eandon.

This case (along with other case studies) indicated thawvlatye of the 2-D structure of IWV fields is
clearly one of the factors required for improving the prédit of some types of severe thunderstorm.
Here, IWV fields were probably delineating the extent of wama cold pools of air, since the air over
southeast England was probably close to saturation at loeisle

This case study could not have been performed without aleétkhowledge of the winds near Lon-
don. It is probable that improved wind observations needetedmbined with improved water vapour
knowledge from GPS water vapour if the optimum benefit to tsteom forecasting is to be obtained.

The IWV values to the north of the main line of sensor sitey redavily on assumptions about the

advection of earlier observations in the direction of thedviAs with the earlier case study a good target
GPS sensor site density for operational measurements geelth to be about 25 km, if the integrated
water vapour fields are to be adequately resolved.
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Figure 6.15: 2D IWV plots on a much higher spatial resolutioan in Figure 6.10—6.13, exploiting in
particular a line of GPS sensor sites near London which adlpatial resolution of about 10 km in one
direction. These IWV plots are also superimposed on weatttzr plots as in Figure 6.10—6.13.
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HIRLAM analyse 2002/09/03 1200 UTC

— pressure reduced to MSL (hPa)
«— 850hPa wind (10 m/s)

Figure 6.16: HIRLAM analysis of 2002/09/03 1200 UTC. Contmliis the pressure at the mean sea
level; the arrows indicate the wind speed and direction attg%a.

6.1.4 Synergetic use of (2D) GPS-IWV and Meteosat imagery

Siebren de Haan and Sylvia Barlag

To show that GPS IWV contains information on the possibleetijgment of deep convective clouds
an overlay of 2-dimensional maps of GPS IWV and Meteosat W&ges is made. The change of the
humidity profile with time is estimated using this overlay.

On September 3, 2002 at 1400 UTC a system of deep conveawdsctieveloped in mid-west Germany,
close to the Dutch border and moved toward the Netherlanestbe next hours. The development of
this system was not forecast on the basis of the availableatipeal observations and model data.

Figure 6.16 shows the pressure at mean sea level and 850 héfafawi the HIRLAM analysis of Septem-
ber 3, at 1200 UTC. A high pressure system (over 1025 hPapliesthe south of Norway and a low
pressure region (around 1015 hPa) lies over France. In betihese two pressure systems the flow at
850 hPa was (roughly) from east to west, see Fig. 6.16.

As stated before, Meteosat WV images contain informatia@uathe humidity in the upper troposphere.
In Figure 6.17 the Meteosat WV image of 1200 UTC is shown togewith a contour map of GPS
IWV. Also shown in this figure are radiosonde wind observatiat 500 hPa and 850 hPa. The area with
high brightness temperatures (dark) is an area with verydpper tropospheric humidity, that is dry
above 600 hPa. Underneath this dark area, GPS IWV increasadlie west, with IWV values around
16 kg/n?, to the east with values around 22 kg/mNote that to the north and south of this area the
IWV values are lower; the GPS IWV in the vicinity of the darlearcan be regarded as a ridge of high
IWV. The wind observations at 850 hPa, and the model analgsis200 UTC indicate that this ridge is
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Figure 6.17: Contour map of GPS IWV distribution for 1200 UTthe Meteosat WV image of
1200 UTC is shown in grey scales. At the locations of radidediaunches wind speed and direction at
850 hPa (white arrows) and 500 hPa (black arrows) are shown.

transported westward toward the Netherlands. Moreoverity region higher in the atmosphere (above
600 hPa) is transported in nearly the same direction wittheretist and north side of the region a greater
speed than lower in the atmosphere.

In Figure 6.18 the virtual potential temperature is showrilie radiosonde launch of 1200 UTC at Essen
(Germany) located in the mid-west of Germany not far fromDieéch border, marked in Figure 6.17 by
a white circle. The virtual potential temperature is defiagagcording to Stull (1988),

0s = T(pres/p)¥ " (1 4+ 0.617°), (6.1)

wherep,. s is a reference pressure (usually 1000 hRPajs the observed temperature at presgyreis

the water vapour mixing ratio at pressuyreR is the gas constant of dry air anglis the specific heat of
dry air at constant pressure. The definition of virtual ptiséemperature is chosen such that it removes
the temperature variation caused by changes in height oir graiel, hence the term potential and it
incorporates the moisture of an air parcel into the tempegagiving rise to the term virtual.

The static stability of a profile is related to the increasefdase of), with height, see Stull (1988) for
an extensive discussion. In Figure 6.18, the part of thelprefarting at the surface up to the height
whered, is equal to its value at the surface is unstable, when no cwatien takes place during the
ascent. When condensation occurs @hevill not be constant but increases with height. implyingttha
the unstable part becomes larger. At 1200 UTC clouds mayinesih but the cloud tops remain below
800 hPa, and therefore are not visible on the Meteosat WVéag

In Figure 6.19 the Meteosat WV and GPS IWV contour map for 130C are depicted. Both the ridge
and the black area have moved to the west. Figure 6.20 shovenbéd WV and GPS IWYV distributions
at 1400 UTC. The grey arrow points to the location where dexwerctive clouds developed. Dry air
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Figure 6.18: Virtual potential temperature profile from tlagiosonde launch at Essen (Germany, see
Fig. 6.17 for the location). The solid circles are form the@tved profile, open circles correspond to the
modified profile, see text.
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Figure 6.19: Contour map of the 2-dimensional GPS IWV distion for 1300 UTC. The Meteosat WV
image of 1300 UTC is shown in grey scales.

in the upper troposphere has moved over the indicated regibite the total amount of water vapour
increases. This results in a change in theprofile: 8, in the lower part (around 850 hPa) increases
and the air becomes more humid, while in the upper part of tblgthed, decreases. As a result of
this change irf,-profile with time a larger part of the profile becomes ungalhat is the top of the
unstable layer becomes higher; air parcels reach heigbted@b0 hPa. In Figure 6.18 this modification
is visualized by the open circles. This profile is constrddig increasing the humidity below 800 hPa
and decreasing the humidity above 800 hPa. East of thesecdeepctive clouds no development is
observed. This is due to the fact that the virtual potengahferature profile at Fritzlar (lat. 5108
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Figure 6.20: Contour map of GPS IWV distribution for 1400 UTKhe Meteosat WV image of 1400
UTC is shown in grey scales. The grey arrow points to the iooathere deep convection occurred.

long. 9.17) on 1200 UTC is more stable in the top part of the atmospheae the profile of Essen.
Moreover, the increase of IWV is less. The local increaseVéYI(i.e. the ridge) caused the virtual
temperature profile to change and resulted in deep coneedtivd.

The combination of Meteosat WV, GPS IWV and radiosonde mrafiftormation is useful for signaling
a possible occurrence of deep convective cloud developritéstsignal was already present in the IWV
contour one hour prior to the occurrence of the deep comecTihe strength of using GPS IWV contour
maps lies in the fact that they can be updated frequentlydntly every hour) and that the horizontal
resolution over land is at least 100 km, depending on thetitmts of GPS sites. Moreover, this case
showed that the additional information based on time sefi&PS IWV contour maps could have been
used to forecast the deep convection.
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6.2 Impact on numerical weather prediction

Numerical Weather Prediction (NWP) techniques are essédioti the current practice of weather fore-
casting. NWP techniques, which have evolved extremelynduttie last decade, is basically a forward
integration (following the general laws of physics) of aitial state of the atmosphere. The quality of
the initial state is of crucial importance to the quality loé forecast. This initial state is determined from
a time history of observations and previous model runs. Thstrimportant observations are surface
pressure, wind temperature and humidity.

Upper air observations are sparse; from all conventiondhaus of observation, only radiosonde ob-
servations provide an atmospheric moisture profile. Rermmetsing observations in combination with
modern data assimilation methods have the potential ohlllack of upper air humidity observations
and improve the forecast with respect to for example rdinfal

In the next sections, different forecast models with défdérdata assimilation techniques are explained.
First, the different data assimilation methods used hezebeaefly described. Hereafter the results of

assimilation of GPS data are presented in different sexfimneach operational NWP model. Each sec-
tion contains a short description of the forecast modeldtita used and the results. The last section is
dedicated to the overall conclusions.

6.2.1 Data assimilation methods

In order to produce a forecast using an NWP model a “first umsanalysis of the atmospheric state
over the entire model domain must be made. Since the numbeetgorological observations falling

within the model domain will typically be an order of magmiismaller than the number of degrees
of freedom of the model, the problem of estimating the ihitieodel state is mathematically under-
determined. The process known as data assimilation atsetotombine information available from

both the model and meteorological measurements by usirg@imns to adjust an existing atmospheric
state provided by the model itself. There are several msthbdsing observational data to initialize a
numerical model, two of which are outlined below.

Nudging

The basic concept of the Nudging method is to relax the madelmstic variables towards the observed
ones without significantly disturbing the dynamic balantthe model. A relaxation term is introduced
in the prognostic equation so that, assuming a single oaseny the tendency of the prognostic variable
Y(x,t) is given by:

% (1) = F(t,%,) + G [$7° = p(x*, 1)] (6.2)

The first termE” denotes the dynamical and physical model. The second temgiste of the observation
increment (i.e. the difference between the observati$hi and the corresponding model val@es, t)
multiplied by a weightz which depends on the constant nudging coefficient and thi@&bpad temporal
distance between the observation and the time-space madepgjnt (for more details see Schraff
(1996)). Note that the nudging technique can exploit thé tilme resolution of the GPS. The nudging
technique has been employed by DWD and MeteoSwiss for datiivni of ground- based GPS data.
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Three and four dimensional variational data assimilation @D/4D-Var)

Three-dimensional variational data assimilation (3D}Vas been used for assimilation of GPS data at
SMHI/DMI and the Met Office. 3D-Var is based on the minimipatiof a cost function J, which consists
of two terms;J,, which measures the distance between the resulting asagdia background field (or
a-priori) and.J,, which measures the distance between the analysis and sleevations (e.g. Lorenc
et al. (2000) or Gustafsson et al. (2001)).

1 1
J=Jy+J,= §(x —x)TB Y (x — x3) + §(Hx —x) TR (Hx — x3), (6.3)

wherex is the model state vector to be determined by the miniminaség is a model background state
(e.g. a short range forecast derived from a previous ar®jyand y is the observation vectof! is
the observation operator which transforms the NWP modéablas into the observed quantities. The
matricesB andR represent the error covariances of the background field bseraations respectively.
A general difficulty in the formulation of 3D-Var algorithmris the large dimension of thB matrix
and the required inversion of this matrix. In many 3D-Varesoles, this has been solved by introducing
simplifying assumptions regarding the covariance of fasterrors (e.g. horizontal homogeneity) and by
transformation of the model state vector to an assimilatimmtrol vector whose error covariance matrix
can be assumed to be diagonal. A general advantage of tlatimaal data assimilation approach is the
ability to use a non-linear observation operator and theltiag freedom to use any observed quantities
as input to the data assimilation system instead of beingpetied to use the data mapped into model
variable space by means of some form of retrieval procediings makes it possible, for example, to
directly assimilate satellite radiances or GPS zenitH ttkay (ZTD) observations in the variational data
assimilation scheme, instead of retrieved products suténaggerature or humidity profiles.

One weakness of 3D-Var is that the time evolution of the datx the analysis cycle is not properly

taken into account. The solution to this problem is four-elsional variational data assimilation (4D-
Var). A 4D-Var scheme is being developed within the HIRLAMmmunity (Huang et al. (2002)), but

this is not yet available for experimentation with GPS ZTDedd& he Met Office has a working 4D-Var

system, but this requires further testing and optimizabiefore 4D-Var GPS assimilation trials can be
performed. Itis expected that the assimilation of GPS ZT@a dall have a greater impact using 4D-Var
due to its ability to utilize the very high temporal resoduttiof the observations.

In 3D-Var there is a method to partially compensate for tlo& &f a time Dimension by using a method
known as first guess at appropriate time (FGAT). In this casal@a/not only have a first guess that is
a 6 hour forecast, but several forecasts at different lengthwe, for example, use observations from
plus/minus three hours around the analysis time, we usedetg with lengths between 3 and 9 hours as
first guesses and the observations are compared to the Soi@esest in time to the observation time.
This approach has been used in the ZTD assimilation trigSdvadl.
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6.2.2 Assimilation trial results: DWD

Maria Tomassini
Forecast Model and assimilation system used

At DWD, the current version of the Local Model (LM) was used 8PS assimilation experiments.

LM is a non-hydrostatic regional model for central and westeurope, with a spatial grid resolution of

approximately 7 km and 35 levels in the vertical. The assiticih scheme of LM is based on nudging
towards observations. In the present operational impl¢stien, the LM uses data from surface and
aerological reports and computes observation incremamte every 6 advection time steps of 40 s.
A systematic difference between GPS and LM exists whichegawith season; during summer GPS
indicates a higher humidity content in the atmosphere tHdnih winter almost the same or sometimes
a smaller one. This variability reflects the seasonal creaimgBW and it is mostly due to disagreements
between GPS and LM in the diurnal cycle of humidity.

The operational LM scheme is designed to use observatiopsvatal levels of the atmosphere such
as upper-level observations from radiosondes and aircidfie whole procedure can be regarded as
drawing the model IWV towards observed IWV by preservingvigstical structure. The use of an
integrated quantity such as the IWV from GPS requires a pregssing step which allows the spread of
the information over the model vertical layers.

The nudging of GPS IWV has been implemented following Kuole{1#®93). A "pseudo- observed”
profile of specific humidity;5> is obtained scaling iteratively the model humidity profjJg°? with the
ratio of observed to model PW, i.e. at each single model leaid for one iteration:

obs

= ) (6.
Model pressure and temperature interpolated to the GP®rstatight are used to derive PW from
ZTD. The mismatch between GPS sensors height and LM modgtapwhy for the GFZ GPS network
it is generally not so large. Some exceptions are the statitiA which is 80 m below the lowest
model level, and some stations close to the Alps, e.g. GARNthvis 280 m above the lowest model
level. Since no systematic correlations were found betwkerheight differences and the PW errors,
the approximation of pressure and temperature at the GE8nstaith the model derived ones seems
acceptable.

qobs (k)

(2

Having performed the retrieval, the retrieved profile ofafie humidity is then nudged into the model.

A vertical quality weight function W(k) proportional to thepecific humidity at saturation and to the

thickness of the level k is introduced in the G term for GPSusltne GPS humidity profile is given larger

weight at those levels which can contribute more to the natiegl value PW, normally between 700 hPa
and 800 hPa, and less at other levels. Moreover, the GPSepiwfidlways neglected above 500 hPa
because these levels contributes very little to the intedraalue of water vapour. Given the dense
network of GPS stations available, it was decided to intceda radius of influence of approximately

50 km (for the radiosonde this radius is approximately 130.k&threshold quality control has been

also introduced for GPS, but it was found to reject very fewestsations.

Assimilation experiments

Several numerical experiments have been run to investihatémpact of assimilating ground- based
GPS data, with trial periods run for February, May and Aud@@®91. Initially, LM assimilation cycles

for a single day were examined to test and tune the code maiiliins introduced for nudging the new
data. Once the code had been validated, LM was run over Igregerds to investigate and potentially
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Figure 6.21: Relative humidity vertical profiles at statidndenberg on 16 February 2001 at 00 UTC:
profile from the vertical sounding corresponding to 3.1 kgfthin line), profile from the operational
LM corresponding to 3.0 kg/#(thick line) and the profile retrieved from the operationM profile and
the GPS observation of 2.0 kgfridashed line).

improve the forecast impact of GPS data. Periods charaeteby intense weather events (convective
mesoscale storms, abundant precipitation etc.) and/or ayoa performance of the LM operational
forecast system were selected for the study. More than 86 dhgnalysis and forecast fields were
produced in experimental modus. These fields were compaithdtive operational ones and verified
against observations such as the GPS IWV itself, uppetdegasurements from radiosonde data, synop
and radar precipitation, and satellite cloud cover imagé& main results emerging from this work are
summarized below.

Case 1. Low GPS IWV in winter. During a winter time experiment (16 February 2001), proldem
occurred due to low GPS IWV values (see Figure 6.21). Thedfi&PS IWV with respect to LM IWV

is generally positive, except in very cold and dry condisicguch as those of the experiment. In this
low-level inversion case, the nudging of IWV valued kg/n? below the initial model fields produced
an excessive and unrealistic drying of the LM analysis. Tbewery satisfying performance of the
experiment might be also related to the relative randonr éstddev/mean) of GPS IWV in winter, which
is higher than in other periods. For example, comparisowédxt the IWV from GPS and radiosondes
at the station Lindenberg showed that this error varies fapproximately 8-9% in December—February
to 4-5% during the summer months. As a preliminary measuneinanum threshold of 2 kg/fmhas
been introduced in the IWV nudging code. The impact of GPS IWWinter remains an open issue and
requires further investigation.

Case 2: 3rd May 2001. The 3rd May 2001 experiment including all GPS IWV data imgua\the
analysis of a strong rainfall event in Northern Germany, éay, it produced also excessive rain over
the Black Forest region when verified against rain gauge.s Wais caused by nudging of data from
two stations (Freiburg and Karlsruhe), which observed diiglalues than the model during daytime.
On average, the sequences of hourly GPS data reveal a dayial quite different from that of the



6.2. IMPACT ON NUMERICAL WEATHER PREDICTION 119

—5—-GPS —=—LM forecast —*—GPS correc =©—LM analysis

29,00

28,50

28,00 +

IWV (mm)

27,50

27,00 -

26,50

0 3 6 9 12 15 18 21 24
time (hour)

Figure 6.22: . Mean of diurnal variation of IWV in the GPS détd line), in the LM forecast started
at 18 UTC (blue line), in the GPS data with bias correctiomiige line), and in the LM analysis (green
line) for 103 stations during August 2002.

model (Figure 6.22): GPS IWV starts increasing after 6 UTMEI time), reaches a maximum around
12 UTC, and decreases after 18 UTC. The behavior of the madélahalysis in the figure), tends to
be the opposite, with a small decreases of humidity conteribgl the morning and an increase in the
afternoon. (It is interesting to note that the cycle of tefmodel run or LM forecast is closer to the GPS
cycle, suggesting that radiosondes might be responsibtadadiurnal drying out effect in the analysis).
The extra moisture around noon and in afternoon of GPS IW¥,daten if correct, erroneously triggers
the convective parameterization of the model. The ressiltsat GPS nudging introduces systematically
higher precipitation rate in the daytime analysis and infdrecast started at 12 UTC. The solution of
this would be, of course, to correct the model climate by imaprg the model itself. Since this was not
possible in the time frame of the project, it was decided fosidhe observation values to the model
climate by means of a diurnal bias correction applied dutfiregnudging of the data (GPS corrected data
in Figure 6.22). This approach has been tested during theveak experiment of August 2002 and it
resulted in slightly better results than when no bias ctioads applied to the data.

Case 3: August 2001 An impact study using GPS data in LM was also conducted for dayOperiod
from 16th to 25th August 2001. During the first four days of peeiod an intense south-west circulation
produced unstable and stormy weather conditions over &ldftirope. Afterwards, a Scandinavian high
pressure system brought more stable weather conditionis.p&hiod was selected because of the poor
performance of the operational LM forecast, especialyhwaispect to precipitation.

Two assimilation experiments were run, a control (CNT) @hee as the routine LM), and a GPS trial
run including half-hourly GPS data from 76 stations in Gemgnand surrounding countries. Unfortu-
nately, at the time of the experiments, no data from FrencB &#tions were available. The 24 hour
forecasts started from the assimilation fields of 00 UTC @ IC of each experiment and were verified
against GPS, radiosonde observations, and synoptic aad pegtipitation observations.

Figure 6.23 shows verification of the experiment forecasiterd at 00 UTC against GPS observations.
The RMS error of the difference observed minus forecast IWitiie forecasts of CNT and GPS are
averaged over 9 cases and plotted as function of the foremagt. At forecast step T+0 (analysis) the fit
of GPS to the observations is approximately 1 mm againstahesvof 2.5 mm of CNT. In the forecast
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Figure 6.23: IWV Root Mean Square (RMS) error computed agjaime GPS observations of the 24
hour forecast started at 00 UTC as function of forecast lRRMS of the GPS forecast (circles), RMS of
the CNT forecast (crosses). Mean over 9 cases, from 17 to bgki2001.

range up to T+12 the error of the GPS experiment remains enthtn that of the CNT, but after T+12
the RMS of the two runs are almost the same, implying that iygact of the GPS data has become
negligible after 12 hours.

The upper-air verifications against radiosonde data detratasa clear positive impact of the GPS IWV
data (Figure 6.24). The relative humidity, temperature aimtdi RMS errors of the 12 hour forecast
of the GPS experiment are smaller than those of the CNT expeti at all levels. The most marked
improvement is in the relative humidity between 800 hPa &bl ltPa, with an error reduction of the
order of 10%. The same verification but for the 24 hour range gery similar results for GPS and
CNT, confirming the neutral impact of GPS data at longer fasetimes.

A subjective evaluation of 6-and 12-hour precipitationtgyats from the LM assimilation and forecasts
against precipitation analysis derived from SYNOP obg@wa and against radar images suggests that
GPS has a mixed impact on precipitation. For example, the GShour forecast started from the
12 UTC of 18 August enhances the erroneous excessive taffaNT all over central Germany (Fig-
ure 6.25). In general, the 12 UTC forecast of the GPS expetimenerates more rain than the corre-
sponding CNT forecast. This can be attributed to the pesitias of GPS IWV with respect to LM during
daytime which has been seen in the monitoring results. Ithana@ase, the 0—6 hour forecast started
from the 00 UTC of 21 August, the GPS data correctly reducesatm of CNT over the south-west and
eastwards of Germany (Figure 6.26).

A quantitative evaluation of the precipitation forecast fioe federal state Baden-Wirttemberg in the
south-west of Germany has been also performed (Figure.6A23ecipitation analysis based on hourly
measurements from more than 100 ombrometers spread osearé#a is particularly useful for valida-
tion of short-range NWP forecasts. (The very dense raingaegwork of Germany as a whole delivers
only 24 hour precipitation accumulations.) Unfortunatigre are only 2 GFZ GPS stations in Baden-
Wirttemberg (FREI and KARL) and no stations to the west &rance (upwind during the experiment).
However, the verification demonstrates a small positiveaichpespecially in the 0—6 hour forecast started
at 00 UTC (two forecasts are clearly improved). The impa¢henforecast range T+6 to T+18 is on av-
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Figure 6.24: Forecast mean error (left) and root mean scgraoe (right) of the experiment of August
2001 with GPS data (dashed curves) and of the control (saliges) for relative humidity (top), tem-
perature (middle), and wind velocity (bottom). Averagerol cases (00 UTC and 12 UTC forecasts)
using radiosondes in Germany and surrounding countries.

erage neutral, the only difference being in two forecastgext from 12 UTC, when the GPS experiment
produces more rain than CNT.

Case 4: 1-14 August 200During the first two weeks of August 2002, extremely large ants of rain

fell in many parts of Central Europe, giving rise to overflogirivers and causing severe damage. In two
experiments covering the period of 1-14 August 2002, GPS tafd were introduced into the nudging-
based data assimilation cycle, and 30-hour forecasts fhenamalyses were started daily at 00, 12, and
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Figure 6.25: Accumulated precipitation from 12 to 18 UTC @&August 2001 as observed by radar
observation (left), and from the 0—6 hour 12 UTC forecasthef ¢ontrol run (centre) and of the GPS
experiment (right)
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Figure 6.26: As Figure 6.25 but from 0 to 6 UTC on 21 August)lahd from 0—6 hour 00 UTC forecast
(centre and right).

18 UTC. In the first experiment “gps”, the data were used witheorrection, and in the second one
“gpsbc”, a time-dependent bias correction was also apjpliediously to the GPS data. This correction
reduces the GPS IWV values mainly during daytime to fit thetteb& the model (forecast) climatology.
The output of the experiments is compared to that of the dipe&d runs “opr”. A visual evaluation of
precipitation patterns from both experiments and opematidorecasts against analyses derived from
SYNOP observations indicates a positive impact of the GR& dla average. The bias correction has
very limited impact in most cases, although in some casemes moderately reduce the precipitation
amounts. Compared to previous experiments for August 2@te are fewer cases of spurious rain,
but more importantly, some improvements occur in criticalther situations. The forecasts from the
experiments with GPS data appear to be more accurate ingooaitd strength of some rain patterns. In
the gps 18-hour forecast of 12-hourly precipitation vatidg August, 18 UTC (Figure 6.28), the intense
cell of rain is closer to the Ore Mountains (at the plottedr@am - Czech border) than in the operational
one. The same cell became too weak in the gpsbc experimenghhlt can also be seen that GPS IWV
correctly enhances the rainy patterns in the Hamburg area.

Summary of DWD results

The NWP experimental forecasts of upper-level variable® teeen verified using GPS and radiosonde
data giving the following results:

e The forecast impact of the assimilation of GPS IWV is largedbrecast ranges up to 12 hours.
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Figure 6.27: Precipitation verification for Baden-Wuntteerg: mean precipitation for the area observed
(crosses), forecasted by the GPS experiment (circles)pwtite control experiment (squares).

e Ina 10 day experiment in August 2001 the assimilation of QNS Improves the 12 hour forecast
of humidity, temperature and wind, e.g. the RMS error oftigdahumidity decreases at certain
levels up to 10% (Figure 6.24).

e In a 2 week period in August 2002, GPS IWV have an overall @éumnpact on forecasts and
slightly variable with the forecast range, i.e. positivetba 6 hour, neutral on the 12 hour and
negative on the 24 hour range.

The precipitation results have been verified comparing dnechsts fields to synop analyses and radar
pictures, and indicate:

e The forecast precipitation is sensitive to GPS data at &@texanges of up to 24 hours, although
most of the impact is seen in the 6-12 hour range.

e The nudging of GPS IWV does not substantially modify the mgadeformance; in most of the
cases precipitation patterns are moved or corrected bsttheture is not completely altered.
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Figure 6.28: Accumulated 12 hour precipitation 8 AugustZ2d® UTC, as analysed from synop obser-
vations (top left), as forecasted with a forecast lead tifn&-Ad8 hours by control run opr without GPS
data (top right), by experiment gps with GPS data (bottort), lahd by experiment gpsbc with GPS data
and bias correction (bottom right).

e In a 10 day experiment in August 2001 GPS has a mixed impadiefotecasts of precipitation,
with the forecasts started from the 12 UTC analysis with G&8 dystematically overestimating
the precipitation, while those started at 00 UTC showingtpesimpact at 0—6h forecast ranges.

¢ In a 14 day experiment in August 2002 with intense precijpitathe impact of GPS data is overall
slightly positive, in particular in the precipitation far@sts started from the 18 UTC analysis (few
radiosondes are reporting at this time, thus GPS data &g li&x provide missing information).
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6.2.3 Assimilation trial results: MeteoSwiss

Guergana Guerova
Forecast Model and assimilation system used

Since April 2001 MeteoSwiss has employed the aLpine ModdVi@ for operational NWP. ALMo is
the Swiss configuration of the COSMO (COnsortium for Smak8& MOdelling) non-hydrostatic lim-
ited area Local Model (LM) developed by the National WeatServices of Germany (lead partner),
Switzerland, Italy, Poland and Greece. The Swiss impleatiem of LM has a horizontal resolution
of about 7 km, and the domain extends from 38N.1o 57.03N and from—9.33’E to 23.42E (Fig-
ure 6.29), covering most of western Europe. A terrain follaywertical coordinate system is used, with
45 vertical layers with about 100 m vertical resolution ie fowest 2 km of the atmosphere and the
model top at 20 hPa.

At MeteoSwiss two 48-hour operational forecasts are ruly @i00 and 12 UTC ' initial conditions
obtained from a continuous data assimilation cycle. Theralsgion cycle is based on a Newtonian
relaxation technique, nudging model fields towards dirdideovations. In the nudging all standard
meteorological observations are used (synop, temp, biroyaft wind and temperature) but no satellite
data are assimilated.

The ZTD derived from GPS measurements is assimilated in aubiog the procedure developed at
DWD and described in Section 6.2.2. For the observing systgmeriments (OSEs) aLMo is nested in
the ECMWF global model.

Data used

GPS data provided by the COST-716 NRT campaign was used tiofd8Es using aLMo. ZTD data
from about 100 GPS stations (red dots in Figure 6.29) precelsg three processing centres (LPT, GOP
and GFZ) was used. The selection of processing centres vgasl lna optimal domain coverage, data
quality and availability. For the period May 2001 - Decem®@02 the three centres delivered more then
90% of the data within the selected time window of 1 hour andntutes. As seen in Figure 6.29 the
overall GPS coverage over Switzerland and north of Swereris very good, but is poor in the southern
part of the aLMo domain.

Meteorological situation

For the first OSE the period 9 to 23 September 2001 was sejegtéch was characterized by intense
atmospheric circulation, front passages and cyclogeireiie Gulf of Genoa.

The second OSE was for a shorter period from 9 to 13 Septenilfdr. 2ZThe atmospheric circulation
was driven by a cyclone located over the Baltic Sea and a e¢oltt fnoving slowly eastward, pass-
ing over Switzerland on September 9 and initiating cyclegenin the Gulf of Genoa on the night of
September 10.

The five days period between 10 and 14 of January 2002, setlgmtéhe third OSE, was characterized
by low stratus cloud over the Swiss Plateau and SouthernrBawaduced by an anticyclone with weak
pressure gradients located over Hungary—a typical wiritieatson.

The forth OSE, from the 18th to 24th of June 2002, was a veliyeaperiod with intense precipitation
events and front passages.

Results

Analyses and two daily 30 hour forecasts were calculatet aitd without GPS data assimilation.
The results from the first OSE can be summarized as followsugh assimilation of GPS data a modifi-
cation of the model IWV field is obtained primarily in the shein part of the model domain, with up to
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Figure 6.29: ALMo domain and the location of GPS sites (rett)dosed in OSEs. The colour scale
represents the orography and the thin red lines nationaidauies.

a 30% relative change observed. By visual inspection of tieeadl daily impact one observes a tendency
to increase IWV in the daytime. The results of precipitatienification over Switzerland are commented
here. Figure 6.30a shows the diurnal cycle of IWV for the gi@" to 23 of September 2001 for the
GPS analysis (red dashed line), reference analysis (bksted line) and the GPS observations (black
solid line). While the GPS analysis compares well with theestiations the reference analysis generally
underestimates the IWV. This indicates a negative biaseoféference analysis and successful assimila-
tion of the ZTD in the GPS analysis run. Figure 6.30b prestérgsiiurnal cycle of precipitation for the
same period. It can be seen that the reference analysis tiemtislerestimate the overall precipitation
amount measured by the synop stations (black dashed lifélg the GPS analysis (red dashed line)
improves the precipitation diurnal cycle, especially ia tiours between 12 and 17 UTC.

For the follow up OSEs pressure, temperature and dew poimpeeature at 2 m were verified against
approximately 1000 surface stations from the synop netwlarthe second and fourth OSEs the overall
temperature and dew point temperature biases were mogenapgoved; impact of GPS on the standard
deviation shows the same trend, but with a much smaller radmi In the second OSE, the improve-
ments in 2 m temperature and dew point temperature bias ingP4206 respectively. In the forth OSE

the dew point temperature bias is improved by around 0.1 kpout 14%, and the 2 m temperature is
improved by around 25%.

In the second OSE performed for September 2001, the GPS iropaice precipitation field is moderate
to small with isolated cases of improvements in forecastimarn precipitation. During the fourth OSE,
performed for June 2002, intense precipitation eventsu@B6 mm/6 hr) are reported on the 20-21 and
23-24 June. The first case is the 00 UTC forecast on 20th JuWe &t is presented in Figure 6.31.
The intense precipitation event over the Jura region (Nt of Switzerland) seen in the GPS forecast
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Figure 6.30: a. Diurnal IWV cycle for the first OSE. IWV obsations (black solid line), reference
analysis (black dashed line) and GPS analysis (red dashej lib. Diurnal precipitation cycle for
the first OSE. ANETZ observations (black solid line), refere analysis (black dashed line) and GPS
analysis (red dashed line).
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Figure 6.31: An accumulated precipitation 20 June 2002 framGPS forecast, b. reference forecast
and c. radar observations. The forecast intense preagpitpattern over the Jura region (north-western
Switzerland) in the GPS forecast is confirmed in the radaemasion.
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(Figure 6.31a) is completely missing in the reference fase¢Figure 6.31b). In comparison the radar
data (Figure 6.31c) shows intense precipitation over thaesarea. Through assimilation of GPS data
the moisture deficiency of up to 8 kgfnpresent at 00 UTC reference forecast west of Switzerland has
been corrected and this resulted in the significant impreveérn the precipitation forecast. This is a
case which demonstrates that GPS data can provide impanfantnation at the right time and place,
thus improving the forecast. One case with deterioratiothefanalysis occurred on 23-24" of June
between 18 and 06 UTC. The GPS assimilation resulted in damtizd increase of large- scale precipi-
tation in southern Switzerland with a maximum higher tha@ &0m/6 hr, tripling the reference analysis
value. The observed by the radar precipitation is in googement with the reference analysis. The
reason for the significant overestimation of precipitatizess found to be the continuous feeding of the
model with water vapour through assimilation of the ItaliaRS site Torino.

From the experiments performed with aLMo we conclude thatinipact of GPS data on precipitation
forecast is limited to the first 6 hours and to intense préaiijoin events.

The third OSE, January 2002, was focused on low stratus atoudr. However, due to inconsistent
usage of humidity correction scheme of the model the refralts this OSE are inconclusive.

6.2.4 Assimilation trial results: Met Office

Adrian Jupp
Forecast Model and assimilation system used

During August 2002, the Met Office implemented a completedw mperational version of its Unified
Model (UM versions 5.2 and above, often referred to as then'Wgnamics” with a vertical and hori-
zontal new grid structure and significant improvements émttodel physics. The Met Office operational
NWP data assimilation system has used 3D-Var since 199%pmpnoach to assimilating ground-based
GPS data involves direct assimilation of ZTD estimateseaiathan assimilating IWV or humidity pro-
files derived from ZTD data, as these require further assiomgpto be made which will introduce further
errors. The Met Office runs two configurations of the UM for N\MRposes, the Global and Mesoscale
models. The latter was used for these initial assimilati@ist The Met Office Mesoscale model has a
horizontal resolution of around 11 km, with analyses anddasts run out to 36 hours produced 4 times
daily at 0Z, 06Z, 12Z and 18Z, with intermediate analyses &t forecasts produced at 03Z, 092,
157 and 21Z providing boundary conditions for the next mairefast runs out to 36 hr, resulting in a
total of 8 assimilation cycles per day each assimilating dab hr either side of analysis time. The op-
erational Mesoscale model assimilated surface, radi@esamb aircraft observations at the time of the
assimilation trial. More recent configurations of the Masds model also assimilate radiances from the
AMSU-B instruments and scatterometer winds data.

The ZTD assimilation trial results discussed below werdqguared using the old version of the UM,
which employed a hybrid pressure- level based vertical. gfide new model employs a height- based
staggered vertical grid, such that specific humidity andbiptiel temperature are stored on one set of
levels and pressure on the alternate levels. Since perigrthe initial assimilation trial described here
we have reformulated the ZTD forward model to take into aottie new vertical level structure and to
attempt better corrections for differences in height betwéhe GPS antenna and model orography. We
have also built in the capability for a bias correction schesmould this turn out to be necessary. This for-
ward model has since undergone extensive and routine csaparith COST 716 GPS ZTD data in
order to assess both the gquality of the data and of the formakl itself (see Chapter 5). Generally we
see RMS ZTD differences of between 10 and 15 mm in lowland sitiéhin the UK Mesoscale model
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Figure 6.32: Extent of COST-716 near real time network ity 201, also showing the boundaries of
the Met Office Mesoscale model.

domain. The quality control system has been modified in tji& lof this monitoring, which has high-
lighted the nature of the problems with some of the GPS datpaiticular abrupt, unphysical changes
in ZTD estimates which could have severely detrimentalceffen NWP forecasts. We have observed
systematic biases between model estimates and ZTD datanie Gases. These biases have appeared to
be reasonably stable over relatively long periods and ar@mesent in comparisons between GPS and
other NWP models, suggesting a systematic problem with i @drward model and/or model repre-
sentivity. We are currently investigating a more satigfactsolution to this problem before we embark
on further assimilation trials using the new system.

Data used

All available GPS ZTD data falling within the Mesoscale Mbleundary (see Figure 6.32) was ex-
tracted for assimilation. 3D-Var cannot make use of the tidependence of a series of observations,
and as such for each GPS station the observation closesalygsantime should ideally have be used.
In this case, however, all observations falling within tissimilation time window were presented to the
assimilation scheme. Since this time we have included adeshthinning routine within the GOS ZTD
assimilation scheme which will also be of use for 4D-Var, wivee will require an improved under-
standing of the time correlation of the data. Note the therpdteryth receiver is West Wales (52.4MN,
355.996E) was not operational for the period covered by the trial.

The assimilation trial was started at 0000Z ot duly 2001; here we concentrate on results frdih 3
July, by which time the model will have had time to spin up wiik inclusion of GPS in 16 assimilation
cycles.

Error covariances

Due to our current level of understanding of GPS ZTD obs@wmatrror covariances it was assumed for
the purposes of the trial that the observation errors wetenelated, despite the fact that this is unlikely
to be the case. Due to the lack of reliable ZTD data qualitycatrs or statistics at the time of the trial,
we assumed RMS ZTD observation errors to be constant at 6 mafl &tations assimilated.
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Figure 6.34: Control and trial Met Office Mesoscale Modellgsed precipitation fields for 02,3 July
2001

Meteorological situation

The meteorological situation at the time under considenatvas a complex one, with a high pressure
centre over the eastern UK drifting north- eastwards tos/&chndinavia to be replaced by a slack low
pressure area, with a series of fronts and troughs passergmstern and northern areas of the British
Isles. (see Figure 6.33).

Results

Here we perform a subjective analysis of the modification oflet precipitation fields which results
from the assimilation of GPS ZTD data.

T+0

Some changes to the precipitation structure around theitkrmsite in Shetland (60.L3l, 358.815E)
can be observed in the forecast run. At this time the airflemfShetland is in a northeasterly direction
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Figure 6.36: Control and trial Met Office Mesoscale Model @ithfmrecast precipitation fields valid at
06Z, 3rd July 2001

towards Norway. Changes to the precipitation fields overtisdest Ireland may result from advection
of upstream information from the Cambourne site in Corndvalin previous assimilation cycles, given
the east- southeasterly airflow at this time. Unfortunatatiar data was not available for 0000Z; here we
show data for the closest available time of See Figure 6.84e that the model appears to have produced
a spurious area of rainfall over eastern England in bothdh& ol and trial experiments, which is perhaps
not surprising given that the nearest available GPS semg@res more than 100 km away.

T+6

Alteration of precipitation fields to the North-East of Shatl appear to have persisted, consistent with
downstream advection of information from the Lerwick GP&ish. (See Figure 6.36).
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Figure 6.37: Control and trial Met Office Mesoscale Model @ithfirecast precipitation fields valid at
127, 3rd July 2001

Figure 6.38: UK radar image for 1200Z;%3July 2001

T+12

The most significant differences in precipitation struetare again downstream of Lerwick, with appar-
ent drying over some coastal areas of Norway and intensdicatf forecast rainfall further inland (see
Figure 6.37). Elsewhere few differences in precipitatiatigrns are noticeable.

T+24
Again we observe significant differences over Norway andhéonorth of Scotland. See Figure 6.39.
Conclusions

The results from this experiment show a broadly neutral thpa model precipitation, although some
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Figure 6.39: Control and trial Met Office Mesoscale Model ddihforecast precipitation fields valid at
0Z, 4th July 2001

Figure 6.40: UK radar image for 0000Z"4July 2001

significant changes occurred downstream of the Lerwick GeSvhich we were unfortunately unable
to verify.

Due to the high time resolution of GPS observations (oftenrhare observations per hour), more than
one observation per GPS station per analysis cycle may learedissimilated in the 3D-Var scheme for
this experiment. Since 3D-Var can make no use of the tempdi@mation in the data this may have
led to an averaging out of increments and a smaller impacotiight have been the case were just the
observation closest to analysis time used. The currentselassimilates only the observation closest to
analysis time, in common with other surface observations.

The number of GPS stations available for assimilation betr the UK and Europe as a whole has
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increased dramatically since the time of the experimend, sothe potential for significant forecast
impacts must now be increased. It would, for example, haes lirteresting to see whether GPS data
which is now available over eastern England would have ingmtdhe erroneous diagnosis of rainfall in
the 0000Z analysis on 4th July.

6.2.5 Assimilation trial results: SMHI

Martin Ridal
Forecast Model and assimilation system used

Details of the SMHI assimilation scheme and observatiordiag are described by Gustafsson et al.
(2001) and Lindskog et al. (2001). The experiments used #dasiset up to the operational version
of the HIRLAM model used at SMHI but with different resolutioall experiments were run with a
resolution of 0.8 (= 33 km) and 40 vertical levels. From each analysis 24 hourctsts were run and
FGAT was used in the analysis.

We assimilate the zenith total delay (ZTD). In the assinulatthe observation operator calculates a
model ZTD from the model variables at the latitude and lardgt of the measurements by calculating
the zenith hydrostatic delay (ZHD) and zenith wet delay (2\NThe ZTD is then simply the sum of the
two delays.

The reason why ZTD is preferred in the assimilation to monévdd products (e.g. IWV) is that the
surface pressure and surface temperature or a temperattite s required to derive IWV from ZTD
(see e.g., Davis et al. (1985) or Bevis et al. (1992). Sineeetlis no simultaneous ground pressure
measurement at most GPS sites the pressure needs to be ithkerirem climatology or from surface
observations at synop stations, which will give either lassurate values or a risk of “circular” use of
surface observations which are already assimilated itortbdel.

The orographic height of the HIRLAM grid box in which a measuent is made is not the same as
the height of the GPS receiver. To account for this, the mpdgile is shifted up or down during the
assimilation to match the height of the GPS receiver. Theingoef profiles is performed using a rather
complex algorithm in order to preserve the boundary layreicttre (Majewski, 1985).

A quality control (data screening) prior to the assimilatis performed in order to remove data with
either very large errors or stations that differ signifit@abmpared to the surrounding stations. A quality
control during the variational assimilation is also incdd

Error covariances

For the assimilation of the GPS observations it is also reeaggo specify the covariance of the observa-
tion error, theR matrix in Equation 6.3. In the absence of any further infaiorg we have assumed the
observation errors of individual observations to be urelated. It is likely, however, that this approach
is over-simplistic since nearby stations often see the satadlites (Stoew et al., 2001; Jarlemark et al.,
2001).

With regard to the observation error standard deviatioosnél values are provided by the GPS data
processing centres. These formal values, however, ontgsept the errors in the processing and not the
full observation errors. Error sources that are not takemascount are, for example, satellite positions,
clock errors and errors caused by the mapping function. diitiad, the applied observation error stan-
dard deviations need to be considered in relation to thenasddorecast error standard deviations and
the assumed errors of other observation types (e.g. radlesdata). The assumed ZTD forecast error
standard deviation is of the order 15 mm ZTD, and this cooedp roughly to the assumed error of
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Figure 6.41: Verification scores for assimilation experimfgFom 1-15 July 2002. Blue lines are the
reference case and red lines include GPS derived moistaeetelt for details.

radiosonde data. In order to prevent the GPS data will fromidating the few radiosonde observations
available, we decided to multiply the formal standard dimes provided by the GPS processing centres
by a factor of 3 and to apply a minimum standard deviation ofntd for the ZTD measurements.

Results

Assimilation experiments were run for a two week period ity 002 and another two week period in
June 2003, which were very active periods with low pressysgess and convective storms passing over
Scandinavia as well as over central Europe.

Two experiments were run for each period, each includinthalconventional observations such as data
from synop stations and radiosoundings. The second expstiim the same but GPS ZTD is included
as an additional observation, where we use ZTD data ft@hours from the analysis time.

The standard means of verifying a forecast is to examinéica&tion scores. This means that the forecast
is compared to observations from sites that are regardedliable. In our case we use a list of such
stations (radiosonde and SYNOP) established by the EundpMeaking Group on Limited Area Models
(EWGLAM) (Hall, 1987).

For the experiments run, inclusion of GPS showed very littipact on the verification scores. Figure
6.41 shows examples of the verification for temperature eladive humidity where the upper two panels
show the temperature for 850 hPa (left) and 500 hPa (righd)tha lower panels show the relative
humidity for the same altitudes. The blue curve represdmsréference case and the red curve the
experiment with GPS moisture included.

The relatively small impact on the verification scores is begr expected since these scores show an
average over the entire area and over the whole period. Adamgpact might be expected for isolated
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cases of strong precipitation, primarily convective ppéation where a small change in moisture can be
of importance.

We therefore looked at the accumulated precipitation betwthe 6 and 18 hour forecasts to see if
there were any cases with differences between the runsrébesueh cases were found; one example is
illustrated in Figure 6.42. These graphs show the referemtéFigure 6.42a), the assimilation run with
GPS data included (Figure 6.42b), and a radar image shotngdcumulated precipitation for the same
12 hour period (Figure 6.42c). In this case the starting fion¢he forecast was 1800 UTC on thé of
July. The radar is taken as truth, although in reality it wiBo contain errors (Koistinen & Michelson,
2002).

We can see in this example that the precipitation over soutNerway seems to be too intense in the
reference case as compared to the radar. Over northern NameaSweden however the precipitation
is fairly weak. For the model run including GPS data howetrer,northern part is slightly more intense
and, the precipitation over southern Norway is decreasddrasre similar to the radar image. There is
thus a positive effect in this case when we include the GPS @3 Bn additional observation.

Several other examples with positive effect can be showreaed though these positive effects dominate
there are cases with neutral or even a slightly negative étnga the precipitation when including the
GPS ZTD data.

A new moisture control variable

From the experiments described above we have seen that plaetiof the new moisture information is
rather limited on the forecast fields. One reason for thibas the assimilation scheme used at SMHI is
not yet designed to optimally handle the moisture infororativhich ground based GPS data provides.
Until now the only moisture observations available havenb@diosondes. These are very sparse both in
time and space which have lead to an improper initializatibthe moisture field.

To solve this problem and to improve the impact, work hadetiaio develop a new control variable for
moisture assimilation. The control variable is the vagaled in the minimization of the cost function
described above instead of the observed quantity or the Imadables. The most important property
of the control variable is that its error covariance mathw@dd be a unity matrix. This is necessary in
order to perform the inversion of this matrix, and for an édiit pre-conditioning of the minimization
problem. Another desirable feature is a error distributidmletailed description of how the cost function
is minimized can be found in Gustafsson et al. (2001).

Within HIRLAM work is now underway to implement a new contrariable for moisture following the
approach of ECMWEF, which has shown positive results (Holmalgt2002). The introduction of this
new control variable for moisture will make better use of tleev measurements, not only GPS derived
moisture but also measurements from other satellite imgnis and radar data.

The other obvious solution is to switch from 3D-Var to a 4D-V&similation scheme. In a 4D-Var
scheme the moisture is better handled, for example bettedized and with feedback to the dynamical
variables. We expect to run the first tests with 4D-Var dug0g4.



6.2. IMPACT ON NUMERICAL WEATHER PREDICTION 137

2002070918 2002070918

25I

20

4 8 12 16 20 24 28 32 36
63 e

12 hour precipitation
12 hour precipitation

rr3h_20020710_1200

12 hour precipitation

()

Figure 6.42: (a): 12 hour accumulated precipitation betw&and 18 hour forecast. Reference case. (b):
Same as (a) but with GPS ZTD included as an additional obsenvgc): Radar image for the same 12
hour period as in (a) and (b).
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6.2.6 Assimilation trial results: DMI

Henrik Vedel
Forecast Model and assimilation system used

Software for assimilation of ground based GPS data has baede for the 3- and 4D-Var data assimila-
tion system HIRVDA for the HIRLAM model, driven by SMHI withdalitions from DMI. The system is
capable of utilizing ZTD, ZWD, or IWV. Here ZTD is used , besauit does not rely on auxiliary data
which could degrade its quality. If auxiliary data exisg.docal pressure, assimilation of ZTD and local
pressure would be preferred , not the assimilation of ZWD/MY.I

The ZTD of the model, which is during the data assimilatiompared to the observed GPS ZTD, is
calculated a’TD = ZHD + ZW D, whereZ H D is calculated using the Saastamoinen formula and

R, & ks
W €gs(0) 1'221 qi(k + T, )(Pit1/2 — Pi—1/2) (6.5)

Hereq andT are specific humidity and temperature of the 'full’ modeldksyp is the pressure of the
'half’ model levels. R, is the gas constant for dry aij; the local gravitational acceleration. Prior to
calculation of the model ZTD the model profile of temperatanel humidity, and the surface pressure,
is determined for the GPS site in question. This is done ¥ifsyl linear interpolation horizontally,
secondly a vertical transformation of the profile is madeéntodltitude of the GPS site using the method
of Majewski (1985), after first calculating the altitude betGPS site in the HIRLAM height reference
system.

Data used

Since the year 2000 a number of impact experiments have legfmped with GPS ZTD data. The GPS
data come from the MAGIC and COST 716 (thorn server) projette experiments have been made
as parallel runs. In these the outcome of an ordinary, dpegdtlike assimilation and forecast cycles
was compared to the outcome of a similar cycles in which GPB<Were added on top of the other
meteorological observations.

Here, the result is presented for the run which covered thetimeebruary, 2002.

Prior to assimilation the observation error must be spetifiehis must include both the error of the
observations themselves and the error of representasisenehe latter represents the fact a measured
property can vary significant within a NWP model grid-box asdot well represented by a single,
local observation. Humidity is a highly variable quantityth in space and time. The standard way of
assessing the GPS ZTD observation errors for NWP does néthvesause the errors of the GPS data are
correlated. We have considered instead the standard idegatf the ZTD offsets between GPS and RS
sites with separations smaller than about a grid-box sikés Will include both the observation errors of
the GPS and RS measurements and the error of represergatven the relevant scales. From this one
has to substitute an estimate of the instrumental erroreoRB ZTD. We estimate, based on the above
verification study, that the combined measurement and septativeness error of GPS ZTD is of the
order 10 mm for our model setup. For the period under coreiiter, the formal errors from the GPS
processing centres were multiplied with a constant, yigjdialues which were on average of the order
10 mm.

Such studies should be redone when more data become agaildtdoretically we expect the GPS ZTD
observation error to vary with geographical location aressa (humidity is very strongly dependent on
temperature, proximity to water, prevailing atmospherowjl This is confirmed by the seasonal and
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Figure 6.43: Comparison of observed and predicted 12 haaigtation.

regional variation of the magnitude of ZTD offsets in the Mi@Glata sample (Haase et al., 2003, 2002).
Proper representation of this in data assimilation is alprolof the future.

Conclusions

The general findings are:

e Statistical observational verification of pressure, terapuee, geopotential height, wind, and rel-
ative humidity are largely neutral. In exp. 2 geopotentieights were systematically improved,
though. The verification is done a six hour intervals, thivents us from testing whether there is
an improvement of model humidity on even shorter time scaleseported by some other groups.

e Contingency tables and threat scores indicate that thedsteof 12 hour precipitation above
5 mm is improved with GPS data in short range forecasts. Tikerslight increase in the already
existing over prediction of light precipitation. It has Ipedemonstrated that this is not just a
simple bias resulting in a constant “lift” of the precipitat amounts when including GPS data.

¢ By eye inspection of precipitation maps consistently iatbs that when there is a large discrep-
ancy between 12 hour precipitation forecasts with and with®PS data in connection which
significant precipitation, the GPS forecasts are superior.

Figure 6.43 gives a few examples, more assimilation reguttan be found in Vedel & Huang (2004).
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6.2.7 Overview and intercomparison of results from the diferent centres, potential for
NWP

Overall we see a mixed picture with regards the impact of G&8 dn NWP forecasts. Many of the
forecast impact experiments run thus far used a sparsarstegtwork than is currently available (March
2004), and in addition assimilation schemes have yet tomedtto use GPS data in an optimal fashion.
The initial experiments performed and the ongoing ZTD dabaitoring have been useful for informing

such considerations as quality control and tuning. For gterin some cases GPS ZTD data from
this early period was prone to abrupt changes which bore latioe to the atmospheric state. These
problems sometimes still occur, but improved observatiatgssing quality control should now mean
that poor quality observations are less likely to be preskit the various assimilation systems. Error

covariances for GPS data are currently poorly understamtiffee assumptions made thus far in 3D-Var
trials (uncorrelated errors) mean that the GPS data is heiad sub- optimally.

A greater impact (positive and negative) has tended to berebd for assimilation trials using the nudg-
ing technique in comparison to 3D-Var. This is likely to beedio the fact that nudging can use the

high time resolution of GPS observations. It will be intdirgg to see whether 4D-Var impacts will be
significantly greater in magnitude than those seen for 3b-Va
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Figure 6.44: Outgoing Long Wave Radiation (von Engeln e24104).

6.3 Climate applications

Sylvia Barlag and Siebren de Haan

The use of GPS meteorology data for climate investigatiassteen advertised for several years now.
In the early stages of development of the GPS system it waadlrrecognized that the measurement
of the GPS signal delays could be performed very accuraléig signal processing technique is very

mature, and calibration is therefore not necessary. Atsoimhprovements made in separating the various
sources contributing to the atmospheric delay gave risdfitmabelieve that the GPS data are a unigue
and reliable long term source of consistent atmospheriemvapour values.

The increases in tropospheric water vapour over the laseasyare described by the Intergovernmen-
tal Panel on Climate Change (see Houghton et al. (2001)) al#atively consistent with increases in
tropospheric temperatures and with an enhanced hydrotygle, with more extreme and heavier pre-
cipitation events occurring. A problem, still to be fullyderstood and modelled, is the feedback caused
by water vapour in an atmosphere with increasing levels thfrapogenic gases. An example is given in
Figure 6.44 where the large differences in feedback exgdoben a 20% increase or decrease in water
vapour in the free troposphere are shown. This graph shaatghére is ample reason to monitor and
study the water vapour content of the atmosphere. Givendtweeconsiderations about GPS as a source
of water vapour data their value for the detection, attidgsuand understanding of climate change should
be investigated.

6.3.1 On the climate observing systems

In its Second Report on the Adequacy of the Global Observigiets for Climate in support of the
UNFCCC (see GCOS-82 (2003)), the Parties involved makeralexecommendations aimed at im-
provement of these system. First of all it is important toenibiat humidity is marked as one of the key
atmospheric variables required for climate. The surfacenting networks of the World Weather Watch
(WWW) Global Observing System (GOS) provide the basis farragrehensive network for surface pa-
rameters, among which humidity. However, while observettiof surface humidity are essential for the
monitoring of what we perceive as climate, detailed infaioraon the three-dimensional state of the at-
mosphere is necessary to ensure that climate can be uratkestd predicted on all scales. The specific
variables of interest are upper-air temperature, wind, illityn clouds and the earth radiation budget.
The adequacy report states about humidity in particuldr tha
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“upper air humidity and related quantities such as precipite water in layers
must be measured accurately to validate models of hydolpgicesses, to
calibrate satellite and other remote sensing water vapetnieval methods, to
determine the radiative forcing due to water vapour and theeire of the water
vapour feedback as greenhouse gases increase, and to $ecke@wledge of
atmospheric chemistry processes in the ozone layer”

Although the adequacy report recognizes the radiosondeorieiof the WWW/GOS as the basis of a
comprehensive network for these variables, an extenssesament of the upper troposphere and lower
stratosphere water vapour by the SPARC project of the WCBEPIPARC (2000)) concludes that:

“the operational radiosonde network does not produce watgrour data that
can be used for either analyses of long-term change, pratagges in the up-
per troposphere, or for validation of UTH measurements. E\sy, emerging
data sets from improved quality, quasi-operational aifti@nd ground-based
instrumentation show promise and should be used more @xdnfor process
studies, climate analyses and validation of satellite data

Also the adequacy reports recognizes that radiosondeatldiseate trends are questionable due to in-
strument discontinuities. Differences of more than 10%vken instrument types have caused global
instrument-caused drying by an average of 4% between 19¥3%86 (using preliminary adjustments).
A global average tropospheric warming of around 0.4 K witbhanged relative humidity would raise
total atmospheric water vapour content by nearly 3%. Theeefglobal water vapour trends are not
reliably detected using unadjusted radiosonde data.

With respect to global satellite data the adequacy reportlodes that several long-term projects are now
developing climate data sets by reprocessing long satedlitords with consistent algorithms. However,
the problem of correcting for biases and instrument drifewtltombining several data sources is not
always addressed and may lead to global averages stillinmgadhe biases of the individual sources.

Finally, the report recognizes that that ground-based @&e&ivers show considerable promise for ob-
taining total column water vapour observations over land attributes priority global exploitation of
this promise through international coordination.

6.3.2 Some preliminary results

In order to be able to estimate any trend in water vapour oobiittés essential that the data used in the
processing are homogeneous in space and time. Becausevapter is the most abundant gaseous
species in the atmosphere, and moreover, is highly var@b&edaily as well as on a seasonal time scale,
a clear distinction between signal and systematic measmeerror is required. The discussion in the
previous section shows that the expected increase in waperuv on the decadal to centennial scale is
a few percent of the natural background. To distinguish betwa possible climate trend and a drift
of the observing system, or in other words, a drift of the eysidtic error of this system, a very stable
observation system is required. Changes in for examplersitavork or satellite configuration, which
influence the behaviour of the systematic error, should balad or at least be characterized. This long
term stability requirement (see Chapter 3) seems a chifigrgal even for the GPS (or Galileo) system.

Since the emergence of GPS as a possible source for studiyirjeseveral investigations into the value
of the GPS data have been made with the help of data from Itai@drss and international networks.
These possibilities all assume the use of GPS data as areimdieqt source for observing climate trends.
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Figure 6.45: 28 day batch ZTD statistics for the GPS site D&ltwo processing methods: GFZ (precise
point positioning in NRT) and EUREF (combination of posbgessed solutions). Top panel: mean of
ZTD in each 28 day batch; middle panel standard deviatiorbattdm panel number of observations in
each batch.

Table 6.1: Statistics of the comparison ZTD estimates fra#iREF and GFZ for DELF.

EUREF-GFZ num bias std.dev.
Atime < 30 min. 16850 2.16 36.04

1 day batch 861 1.14 28.97
7 day batch 138 1.67 9.69
28 day batch 34 1.00 4.60

In the framework of the IAG and the EUREF commission a postessed solution is determined, see
Chapter 4. A comparison has been made between the EURERmmeRbined solutions and the NRT
solutions as estimated by GFZ for the GPS site DELF. The 38rdean of these two time series is
shown in Figure 6.45. The top panel shows the mean of 28 dapésitthe middle panel the standard
deviation and the bottom panel the number of observatiomaah 28 day batch. The batches are not
overlapping. The top panel shows that the means of both teriessare very close. Furthermore, the
standard deviation in 28 days is also similar, although ttal number of observations in a batch is
different. From this figure we may conclude that the errors @y for example predicted orbits in stead
of precise orbits, are smoothed out when a signal is averaggda longer period. This can also be seen
from Table 6.1, where the statistics for different batctgtés is shown. Apart from the first row in this
table, the statistics are based on a batch size of 1 day, 7rd28/aays. The first row is the result of the
comparison between the actual observations which arem@diminutes of each other. The standard
deviation between the two types of ZTD estimate decreases Vanger batch sizes are used.
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Figure 6.46: Vertically integrated water vapor, IWV, of ER®&for the period 1958-2001. The dashed
line shows an increasing trend. The full line indicates aexied trend obtained by adding a factor
to the data for the period 1958-1972 obtained from the diffee between ERA40 and the NO SAT
experiment, and by excluding data for the years 1972-198&(Bengtsson et al. (2004)).

GPS data have also been used to quality check the resulte BRIA-40 re-analysis data set, as long as
GPS data is not analyzed. The ERA-40 experiment is an attenptonstruct a homogeneous record
of the atmospheric state over the years 1958-2001 by usimggke satmospheric analysis model for
the whole period, here the ECMWF model, while using all aldé observations for that period (see
Simmons & Gibson (2000)). The advantages of using a thneeional atmospheric state model are
that the gaps left by any single observing systems are ditlesl by other observing systems or by the
model itself in a physically consistent manner. Other intgnairadvantages are that systematic modelling
errors are consistent over the analysed period and that gbserving errors can be detected. All together
re-analysis data may reveal climate trends over the comsidmeriod. Nevertheless, it should be kept in
mind that the data may represent the best estimate but bresthe truth, and that dominant observing
systems will transmit their systematic error to the resuls example of this is given above, where
the dominance of systematic error in the radiosonde systasndiscussed. An analysis of the ERA-40
data in terms of temperature and water vapour trends was hyaBengtsson et al. (2004). Figure 6.46
shows the water vapour trend seen in the ERA-40 data with dhdwt correction for dominant satellite
sounding errors. This analysis and that made by Hagemarin (@083) use GPS observations series
from several GPS stations around the world to test the guaiitlimate time series. They conclude that
GPS observations and (corrected) trends are in line. Thefibehthe use of GPS observations in these
studies is that they are an independent source of informatias from Bengtsson et al. (2004) that the
requirement for the stability of the GPS system as a stamakeabbserving system was deduced.

GPS data may also be used to test results from climate pidiotodels. Vedel & Stendel (2004)
discusses a 110 year model climate simulation by compahmiméjrst and last ten years of the simulation.
The model used is the ECHAM model (see Roeckner et al. (199®)&n with a specific emission
scenario (for more details see Vedel & Stendel (2004)). Therfocus of their work is on climate
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Table 6.2: Behaviour of 10 year global means of ZTD, ZWD, ZHl aWV (from Vedel & Stendel
(2004)).

Current Future Evolution Unit

ZTD 2324 2358 34 mm
ZWD 123 157 34 mm
ZHD 2202 2201 -1 mm

WV  19.71 25.47 5.76 kg/m

ztd variation [mm] ztd diff [mm]

Figure 6.47: Climate induced a) interannual variation ofDZD) evolution of ZTD. (from Vedel &
Stendel (2004))

monitoring and in particular how to optimally use GPS obations for climate monitoring. From the
model simulations the expected trends, both for grounédasd space-based GPS measurements, are
extracted. For ground-based GPS, the results show thateghtst change should be observed in the
wet component of the GPS delay. However, the study also esigdgsathe use of the raw GPS data
in stead of IWV. Auxiliary meteorological data could cobtrte their own systematic error to the trend
(see the derivation models for ZWD and IWV in Chapter 2). THeSZobservable itself is the total
atmospheric delay data. In Table 6.2 the results of thisystwd shown. An evolution of 34 mm in
ZTD is observed, and this is completely due to the increas®MD. This increment is determined by
comparing the 10 year global mean of the first 10 years (ye&alt8)Owith the global mean of the last
10 years (years 100-110). An increment in ZWD will result miacrease in total water vapour. In
Figure 6.47 the interannual variation of ZTD and of the expgchange in ZTD due to climate change
are shown. The conclusion of Vedel & Stendel (2004) is thatraav' GPS data are as sensitive to
climate change as traditional data; b) consequently the stabuld be used in a “raw” form, because
it renders them independent of data from other observingesys thereby independent of the eventual
biases and problems of those systems.

Finally, the Swedish GPS network, which has produced datzesi993, was used to assess the stability
of estimated linear trends in the IWV (Gradinarsky et al.020, both as a stand-alone technique and in
combination with other data sources. The estimated tremdasaexpected very small. In fact the largest
trend is seen at the Onsala site on the Swedish west coaghi§aite there are also Water Vapour Ra-
diometer (WVR) data, geodetic Very-Long-Baseline Intexfaetry (VLBI) data, and nearby radiosonde
(RS) launches, from the same time period. All these methesldtrin an estimated trend in the IWV of
about 0.2 mm/yr for the time period 1993-2002. Each one afetieur techniques, has its individual
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Figure 6.48: Combined time series of IPWV from four differéechniques over 23 years. Shown are
the original data sets, i.e. VLBI (V) without offset, WVR (Wfset by +40 mm, GPS (G) offset by +80

mm, RS (R) offset by +120 mm.

advantages and disadvantages, e.g. in terms of samplingraedoverage, and a combination of the
results may provide a more robust estimate of long-term@bsim IWV than each individual technique
by itself. Figure 6.48 shows the IWV measured by VLBI, GPS #dR at Onsala, and by RS at a
37 km distance at the Goteborg-Landvetter Airport (Haad.e2003). The four independent techniques
also show a similar spectral content for the IWV, i.e. an ahsignal, seasonal signals, and long periodic
signals. The best estimate for a linear trend in the IWV f@@2003 is +0.060.01 kg/nt/yr.

All these examples show comparable expectations for therwaipour trend in a warming climate of
approximately 0.05 kg/Atyr.



Chapter 7

Planning for the Operational Phase

7.1 Introduction

John Nash and Hans-Peter Plag

The material provided in this chapter is based on the work ofkillg Group 4 (WG 4) of COST 716—
“Planning for the operational phase”, which started its kvior mid 2001. At this time, the COST
716 Demonstration Network Experiment was beginning toveeliarge amounts of total zenith delays
in the timely fashion requested by the meteorological users

This chapter summarizes the situation at the end of the CQSiorA\716 with respect to

¢ the physical network of observing sites including data aralyesis centres, information on running
costs,

¢ the application networks that have developed during tleérife of the COST action, including the
demonstration project of WG 2,

¢ the institutional and organizational networks that arelate or developing, including the bound-
ary conditions for future organizational alternatives diumopean level

and ellucidates organizational alternatives for an opmrat phase that would give mutual benefits to
both the geodetic and the meteorological communities. iggbnse, the chapter describes the strategy
needed for a successful exploitation of the growing grobasked GPS infrastructure (and also future
GNSS infrastructure) for meteorological and climatolagjiapplications.

The chapter is separated into two parts, with the first pagtti8ns 7.2 to 7.4) giving the necessary
background information which set the boundary conditiarsahy operational activity in the field and
the second part (Sections 7.5 to 7.7) discussing in detailatternatives and associated costs for an
operational phase.

The rapid progress in the development of the supply of obsens by the Demonstration Network
(van der Marel & et al., 2002) (and Chapter 4) clearly netatsi the development of a strategy for
follow-on activities if the progress achieved by COST Antitil6 was not to be lost with the conclusion
of the project in 2004. Thus, WG 4 was requested to developaseéss options for the implementation
of an operational phase of a GPS network following the cotigpieof COST Action 716. To this end,
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existing national solutions to running a network and pretc&sthe results were reviewed to form the
basis of the proposals (Section 7.2).

Section 7.3 reviews the requirements for NWP and climatdiGgijpns as they were specified by WG3
and this sets the background for the observational netwadkdata processing required for the opera-
tional phase. In Section 7.4, the current state of the aigerof GPS-derived tropospheric information
and the limitations identified during the COST Action arecdissed.

WG 4 was also expected to assess the optimal density for ti@reand the probable impact on the
current observing system. This would then lead to a costfitesnalysis. In practice, estimates of the
probable development of the GPS network applicable for matpour determination in the foreseeable
future were evaluated. The options for future implemeatafor an operational application of GPS-
derived tropospheric parameters for NWP and climate désmlisn Sections 7.5 and 7.6, respectively,
were then based on the existing national experiences takiogaccount the probable development of
the GPS network available for meteorology. The cost imfiics were quantified on the basis of the
current costs identified in the demonstration network aeddtcosts were summarized in Section 7.7.

Finally, a number of recommended strategies for internatimperational work within Europe were
proposed and these are found in Section 7.8. The recommestdgdgies had to take into account
that in many countries the supply of the observations hastripted the capabilities of meteorologists
involved in numerical weather prediction to develop optied assimilation procedures.

Here, it is worth mentioning that operational numerical thea prediction models are the result of a
compromise between accurate scientific representatioa@prdximations necessary to make the models
work as best as possible with a less than adequate densitiaitdlae observations. One of the main
advantages of GPS total water vapour measurements is tlietgoporal resolution and continuity of
observation that can be achieved. In most countries theadatmilation techniques that can benefit most
from this data coverage are under development but are no¢gey for operational exploitation.

The available water vapour observations in current nurakficecast models are not sufficient to spec-
ify the effects of all the scales of motion that need to beasgnted in mesoscale weather forecasting
(200 km down to less than 50 km). For instance, in many coestriloud cover forecasting is crit-
ical for customers affecting the surface temperatures amité national power supply requirements.
Thus, the horizontal structure in relative humidity fieldsthe forecast model is added on the basis of
an assumed relationship between surface observationswd end the vertical distribution of relative
humidity. In the future, merging estimated profiles of relthumidity with the real total water vapour
measurements from GPS may not be straightforward. If ttdioelship between cloudiness and relative
humidity distribution that has been assumed in the numleweather prediction model is actually in
error, significant changes may be required to model paraipatiens if both data sources are to be used.

It follows that, demonstrating GPS total water vapour mesrments improve the occasional precipitation
forecast is not an adequate test in some countries of thatigeal usefulness or suitability of the GPS
measurements. It must also be shown that the assimilatidheobbservations does not disrupt the
cloudiness forecasts and forecasts of associated meigmall variables such as surface temperature.
Precise answers as to how useful total water vapour measatemwill be in future will not be apparent
for some time.

Experts developing the use of water vapour measurementsiiercal weather forecasts agree that wa-
ter vapour is best represented with a model variable sirtulaglative humidity, rather than by absolute
humidity. The numerical model needs to forecast upper chsudell as low cloud. Total water vapour
needs to be transformed into this type of parameter withtmbducing false values of the relative hu-
midity parameter at heights where total water vapour measents are insensitive to the true relative
humidity. The most reliable methods of achieving this hagetg be identified. It is recommended
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that the usefulness of GPS water vapour measurements dhmirdtproved by integrating the GPS net-
work with other upper air observations (laser ceilometkyd radar, weather radar, wind profiler and
radiosonde) to provide a basis for the distribution of reéahumidity in the vertical. This would in-
volve some collocation of the GPS water vapour network sitils upper air or surface meteorological
networks.

Finally, it has to be taken into account that most meteoioldgervices in Europe are currently under
pressure to reduce the cost of conventional observing mk$w&ven small additional expenditure may
be difficult to find. Thus, the proposals must allow for thdfatifnt national GPS networks to be de-
veloped at a rate that is suited to the financial circumstiéghe meteorological community in the
individual countries. They must also allow for the rate aichiithe country can generate the necessary
evidence of benefit from observing system experiments tdyjuke expenditure.

7.2 Presently available semi-operational solutions

7.2.1 Introduction

In the frame of the COST Action 716, in several countries t@adtation of GPS-derived tropospheric
parameters for NWP applications developed into a semiatioeial state. Particularly the demonstration
project run by WG2 stimulated a high level of interactionviietn the geodetic communities traditionally
responsible for the national GPS networks and the metegicalbcommunities interested in using the
new observational data in NWP. In the following sectiongregles selected to illustrated the diversity
in the national solutions are reported briefly. Most of thesgorts reflect the status in 2003 or early
2004. Focus is on the semi-operational implementations pétticular emphasis on the status, plan and
ownership of the physical GPS network, the semi-operaltipracessing of the GPS data and the data
flow to centres, as well as the application of the productsutjin assimilation in NWP. The sections
complement the information given in the final report of WG1high gives an overview of the GPS
networks in the European countries, see Pesec, 2001) antktiegial provided in Chapter 4.

7.2.2 Sweden

Jan Johansson and Gunnar Elgered

The GPS network SWEPOS

Sweden has a continuously operating ground-based GPS nhetailed SWEPOS. In March 2004, it

consisted of 57 sites reasonably well spread over the co(sge Figure 7.1). In total, 22 of these sites
are of geodetic quality, meaning that the GPS antennas astable mounts in solid rock. The other
35 sites have antennas on buildings but this still meanstkiegt are useful for making atmospheric
estimates as long as the actual position is continuousignattd from the GPS data. During 2004, the
SWEPOS network will be further extended and include mora fHastations.

SWEPOS was designed and established in collaboration betthe National Land Survey of Sweden
(NLS) and the Onsala Space Observatory at Chalmers Untivefsifechnology. Data have been ob-
tained from the first twenty established sites since Aug@881 NLS has the operational responsibility
for the network including data archiving.
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Figure 7.1: The Swedish network of GPS sites as of March 2084.red squares indicate the original
geodetic network with antenna pillars on bedrock. The btumded squares show the more recent sites
for RTK applications.

The stations are equipped with 1 or 2 Ashtech high-qualitydgéc receivers and in addition some sta-
tions have a Javad Legacy receiver. Some stations also hetwecdh or Javad receivers for tracking of
both GPS and GLONASS satellites. All stations have the Ddaegolin choke-ring antennas com-
monly used in the International GPS Service and other pegntametworks. All receivers at the same
site are connected to the same antenna using a power gptitvice. The antennas are protected by
hemispheric radomes.

The 22 geodetic stations have the antenna mounted on a 3 nedmighete pillar which is well insulted
and temperature controlled. The other stations have tlemaas mounted on roof tops. All stations also



7.2. PRESENTLY AVAILABLE SEMI-OPERATIONAL SOLUTIONS 151

have a low horizon mask (lower than“l€levation angle).

Other equipment at the stations are: Uninteruptable Powppl8 (UPS), remote power control, air
condition and temperature regulation, TCP/IP connectfonseal-time monitoring and data retrieval,
and telephone lines/modems for redundancy.

The data sampling rate is 1 s and standard data files contai@4l.rours of data in RINEX format with
1, 15, and 30 s sample rate.

The Use of SWEPOS

A major task for SWEPOS is of course to provide a geodetiaeefe frame in Sweden. The data are
sampled and transmitted over Internet to the NLS headquar@avle. Real-time differential corrections
are broadcast over the FM-RDS channel to be used for namigdtapplications. Real time carrier phase
data from SWEPOQOS for relative cm-level positioning may beeieed in certain areas of Sweden via
cellular phone modems or FM-DARC. It is also possible to btilae data at a later time in order to use
these sites as references in geodetic surveying.

The research group active in the area of space geodesy ah@isahnd the Onsala Space Observatory
process all the data from SWEPOS, typically with a time delhgeveral months. This analysis re-
sults in time series of positions of the sites which are usagkbdynamical studies of crustal motions.
These include phenomena such as postglacial rebound aadio@ad atmospheric loading.

Water vapour data from GPS for forecasting

A collaboration between NLS, Chalmers, and SMHI was esthbll with the goals to densify the existing
GPS network making use of the existing observational itfnature at SMHI data acquisition sites and
to carry out a close to real time GPS data analysis followedhieyinclusion of these results in an
operational NWP model at SMHI.

The work to implement the system started in January 2002. ERBCOST purposes the processing
running and the product are official since May 2002. Seveargdrovements have been made since
then. The latest being a modification to the orbit improvetraralysis, which was implemented in
February 2004. A priori satellite orbit and clock infornmatiis obtained from the IGS (Ultra Rapid
Orbits). Thereafter, 20 IGS stations are used to improvedbellite orbits and clocks. These results are
then used to process about 110 stations, including SWEPRKiIBr& as well as other permanent sites in
Northern Europe, in near-real time.

On the average the bulk of the data are delivered around ifndated maximum delay of 1 hour and
45 minutes.

In addition to the near-real time data processing softwae developed for a true-real time application
where ZTD estimates are available within a few seconds ofitita acquisition (Stoew et al., 2001;
Stoew, 2001; Jarlemark et al., 2002)
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The plans for GPS meteorology in Sweden

Today, observing data from the SWEPOS stations are traadfts NLS by TCP/IP. The GPS data (or
rather GNSS data in order to include GPS, GLONASS, as welhp$udure Global Navigation Satellite
System) from SWEPOS and data from about 40 additional siteghier European countries (special
focus on the northern Europe) are analysed in near realttgimg a PC-Linux operating system.

For redundancy, a second PC-Linux computer is placed at Ny 002) for parallel processing trying

to avoid missing data caused by computer break downs. SMith,support from Chalmers and NLS,

operates the NRT processing. SMHI receives preprocesdgt,ddta (e.g. estimates of the total zenith
delay) from the computer at NLS. At SMHI these data will bduded in weather forecasting models.
Meteorological modelling data from SMHI will be sent to NL&dChalmers to be used in research
projects in order to improve the performance of positiorpngcessing et cetera.

Today the delivered estimates only include the ZTDs for esdation every 15 minutes. However, the
intention is to include also the gradient estimation andsitdyg residuals. The ultimate goal could be
to implement the Chalmers real time GNSS data analysis paskas a module in the NWP software at
SMHI. In such a case, all the GNSS data have to be transfesrdx computer facility of the SMHI.

Concerning the application of climate monitoring studiaeséhstarted to assess the size of station depen-
dent biases in the post-processed ZTD estimates. Sevettabdsefor station calibration of the Swedish
GPS sites are used and evaluated. These studies are lilaptioue for several years.
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7.2.3 Norway

Hans-Peter Plag and Oddgeir Kristiansen

The national permanent network

The Geodetic Institute (Gl) of the Norwegian Mapping Auibo(NMA) runs on a continuous basis
a smoothly growing network of CGPS sites which numberedyaar2004 about 35 stations at about
30 geographical locations distributed on the Norwegiamiaad and Svalbard (see Figure 7.2). Twenty-
one of these stations make up the Norwegian SATREF netwodst bf the older SATREF stations were
located mainly along the coast, and three new stations weesntly established further in-land in order
to improve the geographical distribution.

For the purpose of real-time positioning with cm accuragns® networks are established in the more
populated areas. Such local networks are established Dslwearea, on the south-west coast of Norway,
and several parts of the west coast. As an example, in theaBesdg eight stations are established with a
spacing of 75 to 100 km.

From two locations with a total of five operational receivelata is delivered to IGS and four additional
sites provide data to EUREF. One site (Andgya) is estalulistveco-location with a nearby tide gauge,
and there, a second GPS receiver is established very clde tmle gauge. In Tregde, a GPS receiver
is operated directly above and physically connected toitleegauge. These two sites deliver data to the
European Sea Level Service (ESEAS) and through this to GLOSS

SATREF is a geodetic reference and DGPS system, which isrtlyrrmade up of a network of twentyone
reference stations and a control centre. The sites recdedathal provide corrections at 1 s sampling
intervals. Observations and corrections are transmiti¢le control centre in real-time. After a quality
control of the corrections, these are distributed by difftrmeans for navigation and positioning. The
observations are archived at the control centre. The SATRERKoOrk was initially set-up as early as
1991 and the sites have undergone considerable techralafianges introducing inhomogeneities in
the data. However, since June 1998, the sites can be carsisiEble.

The two IGS sites record GPS data at 30 s sampling inten@hiotirly and daily files. Routinely, daily
files are up-loaded to the respective IGS regional datae¢BKG, Germany), while direct access to the
sites may be granted for down-loading of hourly files.

The ESEAS sites as well as ancillary sites on oil platfornse aécord data at 30 s sampling interval.
Down-load of hourly files is in principle possible for all $&sites.

In Ny-Alesund, a VLBI antenna is operated by the Gl in addition tesal GPS receivers and other per-
manent infrastructure. At that location, meteorologidagéervations are available since 1994 including
daily balloon soundings and observations of a Water Vapautidgtneter (WVR).

Analyses related to GPS meteorology

For all research applications, GIPSY is used at the GlI. Itiquaar, tropospheric effects are studied
solely with the help of this program.

NMA contributed to the Demonstration project in the frameé/M® 2 (see Chapter 4 for more details).
Moreover, NMA is contributing ZTD estimates to the TOUGH jeai. This contribution is provided
in cooperation with the Onsala Space Observatory, Chaltdeigersity, Gothenburg, Sweden. For a
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Figure 7.2: CGPS sites of the Norwegian Mapping Authoritycleés are STAREF sites, squares ESEAS
sites, triangles CGPS receivers on oil platforms. Note Thamsg and NyAlesund are also IGS sites.
The ESEAS site at Tregde in southern Norway close to Krisdad is not shown.

large network of sites in Norway, Sweden and adjacent cmsttotal path delay (ZTD) estimates are
provided in near real time (NRT) to a server used by metegicé institute to access the ZTD values
for use in NWP. For the determination of the ZTD, the precisitppositioning technique (PPP, see
Zumberge et al., 1997) is used.
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Figure 7.3: Near-real-time CGPS network in the U.K. in 2002.

7.2.4 UK.
Existing real time network

The UK real time ground-based GPS water vapour network ir2 20@sisted of eight Met Office sites
operating remotely with automated contribution of hourbtadto the national archive at Nottingham
University and to the COST-716 near real time demonstratamether with the data from Herstmonceux
and Morpeth (Newcastle) (operated as part of the IGS EURB#ank) and also the data from the IESSG
receiver in Nottingham (operated by IESSG, Nottingham ®rsity). All sites apart from Beaufort Park
were installed to a standard suitable for reference gemdatik as well as for meteorology. A map of
these sites is shown in Figure 7.3. At the Met Office sites@R& receivers were purchased by the Met
Office and installed to geodetic standards in collaboratwith IESSG, Nottingham. The sensors were
installed to gain insight into the performance of GPS wasgrour measurements in the U.K.

Data were communicated in the RINEX (Receiver independestiange) format and were collected and
archived by IESSG (Institute of Engineering Surveying apdc® Geodesy) in Nottingham at approxi-
mately 15 minutes past the hour or HH+1:15 after the first datat. The data were then collected by
GOPE (the Geodetic Observatory, Pecny) in the Czech RepablH+1:30, processed to obtain Inte-
grated Water Vapour (IWV) measurements using the Berndsgase, and displayed on the COST-716
website at HH+1:45. The time delay was a result of the timerak calculate the IWV for the 46 sites
processed by GOPE, and as such could be reduced if the pragesse site specific to the UK region.

Since March 2001 the UK sites have had a Raw Data capture B¥#@dnd a NRT data capture of 88.9%.
Communication and PC problems have limited the capture.rdiee main areas for improvement were
in the transfer of data either from the GPS site to IESSG irtibghiam (usually a telephone / dial-up
problem) and the interface between the computer at IESSG&TRE in the Czech Republic (computer
problems preventing access to data from IESSG's FTP site).

The sites providing data to the real time demonstration adtvin 2002 were a small fraction of the
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Figure 7.5: Potential NRT CGPS Network in the U.K.

total number of sites in the UK where suitable GPS receiven®weployed. For instance, the Ordnance
Survey (UK national mapping agency) had a network of abousi®®, data from which were freely
available to the public, but not available through a linktahbiie for real time networking. Ordenance
Survey data were made available after the event. Origingilly mapping agency was going to charge
users for the observations from this network and the Met ©ffias not able to pay the amounts asked.
In late November 2002, the Met Office placed a contract withtiNgham University to interrogate
hourly data from six tide gauge CGPS sites. This gave thearktshown in Figure 7.4. Note that care

has been taken to co-locate GPS sensors with other uppdrsgnang systems such as radiosondes and
wind profilers.
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Future directions

1) Network development Within the UK, the Met office is attempting to achieve as highpassible
GPS network resolution through data sharing and partresshith a variety of government agencies
and universities.

In late 2003, the Ordnance Survey (UK) and Met Office agreecbtlaborate in the area of GPS ob-

servatory. OS GPS sensors will be installed on a significantber of Met Office automatic weather

station sites (see Figure 7.5), and in return the Met offidinave access to the output from the real time
kinematic sensors to generate GPS water vapour measuenidrig should provide data from at least
100 sites across the UK in 2005.

2) Establishment of a real time GPS processing centres for thBritish Isles The Met Office plans
to establish a national real time processing centre at thieQffece to process RINEX data instead of
relying on an outside contractor to obtain ZTD and IWV dathisTshould start preliminary operations
in June 2004.

3) Improvement of NRT data frequency In order to increase the data quantity, the communication
links between the GPS sites and the data/processing ceajreaquire improvement. In the long term,
cost effective communications with the GPS sites will begbuand as far as possible Met Office sites
will attempt to share communications with collocated awtimweather stations. It is clear that the
network density achievable will be limited by the paymemtguested for sharing operational networks
with other national agencies.

7.2.5 Germany

Gunter Rampe

The German Weather Service (DWD) cooperates with the GeoRongsZentrum Potsdam (GFZ)
which is an institute of the Helmholtz Association of Gerniresearch Centres (HGF) and is responsible
for an operational determination of water vapour within asenetwork in Germany (see Section 4.3.7).

The German GPS network

In Germany a network of permanent differential GPS refezestations called SAPOS has been estab-
lished by the Land Surveying Agencies of the 16 states (sgar€i7.6). The final network will have a
spacing of about 50 km all over Germany. At present more th&rsies are already in place. This large
network allows for further significant densification if thegming studies will propose it. The network is
supplemented by 20 GPS receivers from GFZ installed at sinsifes of the German Weather Service,
giving optimal possibilities for validation of the GPS résu

For the NRT applications the data are transferred in houallghes to GFZ and checked for quality.
The data retrieval has been stabilized during the COST g@rbjeintroducing Internet connection to the
sites, presently 85% of the data are available within 5 neiut
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Status: Mar¢h 2004
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Figure 7.6: The GPS stations processed by GFZ and monito2d/® (status as March 2004).

Product generation

Near-real time data analysis: The NRT data analysis is based on hourly retrieved data. Tdeeps-
ing of the data has to be very robust, because such hourlgtexptasks have to be completely free from
human interaction. The whole analysis should be finishedimitO to 15 minutes, demanding effective
algorithms and technologies to be developed and implerdeAt@umber of substantial components are
already available and have demonstrated their performdaieg the COST project and in the frame-
work of the IGS Analysis Centre at GFZ. The central softwared.is the EPOS.P.V2 package developed
at GFZ. A technique of parallel processing of a large numlbstations in clusters, where each cluster
may be processed on a separate computer, is implementech wdeps the computation time within
15 minutes for more than 200 stations even with an increasimgber of parameters. The data are ana-
lyzed in sliding 12 hour windows shifted each hour where @sult from the latest hour forms the ZTD
products.

Estimation of the tropospheric results is based on highityu@lPS orbits and clocks. To achieve suf-
ficient quality in the GPS orbits, about 20 well-distributgidbal IGS sites in a 12 hour data window
are used to stabilize the orbit parameters improvement.aFmod clock coverage over Germany five
additional German stations are included. The station éoatels are held fixed after they have been
determined with millimetre accuracy.

Post-processing analysis: Whereas for the weather forecast the only product which eamskd is the
NRT one, all non real-time applications, such as atmosptstidies and climate investigations, will
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focus on post-processed results. These products haveea fetlity than NRT: they rely on stations
globally distributed and on the very precise GPS orbitsjlavie 1-2 weeks later with an accuracy of
about 3—6 cm. Moreover, the post-processing can run witkdhnge software for a long time, providing
homogenous and stable time series of GPS data. In Germapps$itgrocessed results have been used
by GKSS (German HGF Centre) in projects like BALTEX and BRIEG-or the near future, climate
research activities are planned, for example one idea of BR&Z reprocess the past 10 years of GPS
data over Germany in a homogeneous way as necessary fotelnumitoring.

GPS data validation

DWD has monitored and validated the NRT GPS data process&fgyfrom May 2000. The monitor-
ing consisted of routine comparison of the hourly GPS datenag radiosondes and against the forecast
model. Especially important was the identification of bgaaad its temporal variations. The monitoring
focused on the Integrated Water Vapour, (IWV), since thihésquantity to be exploited in the assimi-
lation. IWV is derived from the Zenith Total Delay (ZTD) ugipressure and temperature measured at
the GPS station when available, or pressure and tempenalues derived from the model output for
stations not provided with meteorological sensors. IW\adetm eight GPS sites were compared with
IWV derived from nearby radiosondes (RS), IWV data from tdtisns were compared to IWV derived
from the hourly analysis fields of the limited-area modelKabModell” (LM) of the DWD. The exam-
ination of the monitoring results led to identify some perhk of the GPS data which were afterwards
solved. For example, it was found out that erroneously it/ values from some GPS stations were
due to an incorrect antenna phase centre model.

The results from the comparison GPS versus RS IWV are surnethbielow:

¢ the systematic difference GPS minus RS (bias) is site ane tiependent, but in general GPS
data have a wet bias, in the order of 1 kdfithe bias is particularly high around noon in summer
periods;

e GPS and RS describe a quite different daily cycle of IWV in mwen the former observes an
increase of humidity from night to day, in the order of 1 kd/ithe latter a decrease;

e an upper limit estimate of the RMS error of GPS IWV is 2 k§/m
¢ the relative error (stdv/mean) is higher in winter (appré%) than in summer (approx. 5%)
e there is slight decrease of the standard deviation erron 2600 to 2002, likely due to the im-

provements introduced during the GASP period in the GFZgssing software.

The results from the comparison GPS versus LM IWV are sintdathat from the comparison versus
RS. This is not surprising since the LM analysis fields araioled using radiosonde data. But since with
LM is possible to monitor all GPS sites, some additional itssuere found:

e the RMS difference GPS versus LM IWV varies from 1 to 3 k§/m

e there is no relevant difference in the results for the sitewiged with meteorological sensors
(GFz/DWD) and those without sensors (SAPOS) sites;

e the RMS GPS - LM is slightly smaller for sites below 200 m thanthose above;
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e the IWV daily cycle of GPS tends to agree better with that of BMcoastal sites than at sites
located near the Alps; this might be related to difficultié& e with orography.

In summary, the validation activity at DWD has demonstraegkneral good quality of GPS data pro-
cessed at GFZ, with an estimated IWV RMS error in the order-@f Hg/n?, which is satisfactory for
assimilation purposes. An interesting finding of the momntlthree year monitoring is that the se-
guences of hourly GPS data reveal a diurnal cycle of humiaitycorrectly captured by the model and
the radiosonde observations.

Data assimilation

Once the quality of the GPS data has been assessed, theeexpsrand capacities of DWD were used to
estimate the impact those data would have on the numericthereprediction of regional atmospheric
models.

The experimental assimilation of the integrated water vagb/VV) data into the limited-area model
“Lokal Modell” (LM) of the DWD has been investigated and selenumerical experiments have been
performed to test and tune the use of IWV for the LM (see Sedi@.2.). The experiment verification
has shown that the impact of GPS IWV data is mostly concexttristthe very short range of the forecast
(up to 24 hours). This is not surprising since the IWV nudgihgnges the humidity of the model and
only indirectly temperature and wind, i.e. the model dyranii has been observed that in case of not
so accurate forecast of rain patterns, the nudging of GPSatettributes to give a better picture of the
event. However, if the model has completely missed an etkat)WV data alone are not sufficient
to correct this. The positive impact on the precipitationrfd during the August 2002 experiment is
very promising. The improved performance of the IWV nudgingespect to an experiment of one
year before could be related to the different meteoroldgitaations but also to improvements in the
quality of the GPS data processed at GFZ, on the enhancednedivmore than 100 stations, and on
the reduced radius of significant influence assigned to I\AYQ km instead=60 km in August 2001).
The daytime-dependent bias correction was found to prolittieedifferences but in the good direction.
In order to see if with the latest GPS data the negative imjpattie case of a low level inversion is
reduced, it would be interesting to run a new experiment imavi

It can be concluded that the evaluation and assimilationRS GVV data have been completed success-
fully. However, the impact of GPS data, especially in winteas to be improved before starting to use
them operationally. The crucial question is how to solvettablem of the vertical distribution of the in-
tegrated value of humidity. Ongoing work at DWD is aimed teeistigate the usage of three-dimensional
cloud cover analysis derived from satellites. The asstinitaexperiments give some hints for a future
operational distribution of the GPS-stations. A distant&lkm is sufficient for LM, given the current
resolution of 7 km. However for assimilation purposes a hgemeuos distribution of GPS stations is
more important than a regionally dense distribution.
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7.2.6 France

Philippe Hereill

The GPS permanent network

France has 61 GPS stations distributed in 2 overlapping q@emnt networks:

¢ the RGP network (see Figure 7.7), operated by IGN (NatioraldEaphy Institute), is established
to build a national reference frame for topography and gdrgeodetic purposes (séd t p:
/1l areg.ensg.ign.fr/RG/index. htm). It consists of 46 stations, reasonably well
spread over the country. Of these stations 16 belong to IGidwther stations belong to various
institutes and universities. In total 10 sites contribut¢he EUREF (European Reference Frame)
permanent network while 2 of these are also part of IGS.

e The French part of the REGAL network (see Figure 7.8), magirated by research laboratories,
including 31 stations (in 2004) concentrated in the sowdteen part of France (sde t p://
krei z.unice. fr/regal), designed for direct measurement of the active deformaifche
Alps (16 of these stations are included in the RGP).

Furthermore, 10 of the 61 sites, concentrated in the sostitveapart of France, have contributed to the
MAGIC European project, designed to improve weather ptixis and climate models in the Western
Mediterranean area by deriving measurement of atmosphariadity from GPS data (seat t p: / /
www. acri . fr/ magi c).

Network products

e RGP
In total 34 stations deliver observations with a sampling &f 1 s, archived in files including
1 hour periods of acquired data. Standard data files conthud or 24 hour of data in RINEX
format with 1 s or 30 s sampling rate (see Figure 7.7). Obsiensof the other stations are done
with a 30 s sampling rate with 24 hour collection periods. &Xabm 46 stations are acquired via
dedicated lines to the IGN centre and processed with theeBer(#.2) package on a weekly basis
(use of IGS accurate orbits) to produce SINEX solutions. Baetutions are provided: one for
the entire RGP network, another for the EUREF network forocwhiGN is a processing centre.
This product and the GPS observations are available frebavfje on the IGN web sitén{ t p:
/11 areg. ensg.ign.fr/RG/index.htn).

Facing the increasing interest of customers for near need piroducts, IGN processes the 1-hour
time step stations, using preliminary IGS ultra-rapid telin the Bernese software. Given the
interest of the meteorological community for ZTD, this paeder is also calculated and made
available to the COST-716 community in near real time caokt

ACRI-ST also participates in the near real time ZTD producdf the French RGP stations run-
ning on an hourly basis. Data are processed with the GAMInso€, using IGS ultra-rapid orbits

and a 9-hour moving window with a one-hour forward step. Z$Eaken from the last hour of the
window. This allows the comparison with the ZTD processecbatmon stations by IGN with the

Bernese package.
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Available data
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Figure 7.7: RGP network and available data in Mars 2004 (esyrof IGN).

¢ REGAL
Observations are delivered to the closest GPS centre viademmdransmission. Data is then
transmitted to the storage centre via Internet, converddte RINEX format and submitted to a
quality control. Standard files contain 24 h of data with as3&mpling rate and are accessible to
registered users. IGS accurate orbits are used to proceddywastimates and time series of the
stations positions (use of GAMIT and Bernese softwares).

e MAGIC
Three European centres process observations. ZTD is atdulvith a 15-min time step, and two

ZTD products are currently accessible to authorized users:

— with use of IGS accurate orbits, post-processed ZTD is alviglafter 2 weeks for all the
REGAL stations;
— with use of IGS ultra rapid orbits, near real time ZTD is aaBié within 2 hours after the

last observation for a few MAGIC stations located out of Een
Meteorological applications

e Mesoscale forecasting
Mesoscale modelling is an intense domain of research atd4€tance. A project (AROME) is
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Figure 7.8: REGAL network in Mars 2004 (from A. Walpersdorf)

under study at Centre National de Recherches Météomlegi (CNRM) to develop in the decade
an operational system of assimilation and forecastingeatrtésoy scale (typically 2—3 km resolu-
tion), covering a large part of France. Conclusions of prilary sensitivity studies carried out at
CNRM have reinforced the need of accurate descriptions wiidlity field and boundary layer for
realistic analysis and forecast of convective situatidnghe forthcoming years, CNRM plans to
investigate how new observation sources, including GPS8damntribute to a better description
of humidity fields at the mesg-scale.

In 2003, CNRM started on this last aspect through partimpab the OHMCV (Observatoire Hy-
drométéorologigue Méditerranéen Cévennes Vivamgject implicating the meteorological and
hydrological communities. The aim of this project is to sttide meteorological and hydrological
processes associated with episodes of intense pre@pitatid flash floods in the Mediterranean
area. The strategy consists of:

— collecting a large amount of hydrometeorological data foeaod running at least until 2010
in a limited area submitted to intense precipitation episoid the southeast of France.
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— developing and improving both meteorological and hydraalgmodels. The ability of the
atmospheric model to assimilate new observation sourdébenvihoroughly investigated.

Concerning the last item and its relationship to GPS dataRKINblans to start on first tests in
2004 with the 3D-Var Aladin analysis and the Meso-NH non+ogthatic mesoscale model, with
two main goals:

— to assess the ability of the system to assimilate GPS data ;

— to evaluate the impact of GPS data, in conjunction with otfiisiervations such as radar data,
on the initial conditions and forecast of the model for t@biepisodes of intense precipitation.
In particular, an improvement is expected of the upstreamitiity flow with the GPS data.

e Climatology:
Météo-France climatological centre is interested inititegrated water vapour data calculated
from GPS measurements. In complement to other measurentiee¢e data, presenting a good
temporal continuity, may be useful to study eventual maodiftms of the general circulation re-
lated to the climate change, and in particular concernirdréjectories of large cyclonic systems.

Plans for possible collaborations

To expand the RGP, IGN is looking for durable sites with pos@pply and Internet access to install
new GPS stations with 1 hr / 1 s collection / processing of.ddast of Météo-France stations with
staff offer an interesting environment for installing suekeivers. Inversely, ZTD data, with their high
temporal resolution, have a potential interest for Mé&ance applications (see above). Collaboration
has been engaged in 2003 between the two organisms. Two Gfi%ars were installed in 2002 on the
Météo-France sites Toulouse and Brest. The installadfoanother receiver in Strasbourg is currently
studied by IGN.

Following the agreement terms, Météo-France offers pawpply, eventual Internet access and hosting
of receivers. IGN freely provides to Météo-France ho@RD in the RINEX format, processed in near
real time (within 2-hour time lag) for most of the sites of R&P network. ZTD data processed by IGN
are now available for the COST-716 participants.

7.2.7 Czech Republic

Jan Dousa

The GPS permanent array

Status until 2004 (the COST-716 period):Concerning the operational permanent GPS sites, the sit-
uation in Czech Republic was rather specific among the CAS$Tparticipating countries and it quite
well represents the other Eastern European countries. Hdraderistic is a very sparse permanent GPS
network as concerns the commercial or non-commercial secide reasons and the outlook could be
characterized as follows.

e The still relatively high costs of the GPS instrumentation atable on-line access. Some other
practical limitations consist of the lack of secure locasidor the permanent sites.
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e The missing wide user community capable/willing to pay foy &PS real-time service in most
of the country. The reason is also in the conservativenefisealiser community. It significantly
slows down any investments in the establishment and maintenof the dense permanent GPS
array (still expensive service with a long-time recoveiphi

e Missing a powerful private surveying sector able to prouide investments into the permanent
GPS array, or supporting the example for motivation in wiskecsrum of potential users.

e The delay in setting up a permanent GPS array still gives d gbance to establish a multipurpose
GPS network from its beginning in a very efficient way, polsiis a joint venture of several
subjects. However, the problems can be expected due toeadiiffreadiness of the potential
partners and their ability to share the finances, maintanaesponsibility, know-how, etc.

Only two on-line permanent GPS stations are actually opdray non-commercial institutes in Czech
Republic. Both sites (GOPE, TUBO) were set up as EUREF sisitithus according to the EUREF/IGS
standards for precise applications. Daily and hourly degdraely distributed through the EUREF/IGS
services. At both sites the meteorological data are cekeand distributed in meteo RINEX format, also
on an hourly basis.

Two other permanent GPS stations were installed in Septeiifd by the Institute of Rock Structure

and Mechanics of Academy of Science of the Czech RepublitdrSudeten mountains for the primary
aim of the geodynamical research. Unfortunately, thetatare still without internet access, which will

be solved via a GPRS service in the future. The installatias supported by the CEDR project (Centre
of Earth Dynamics Research - LNOO700A, funded by the MiyisfrEducation, Youth and Sports of the

Czech Republic) as a joint venture of five research and adadestitutions coordinated by the Research
Institute of Geodesy, Topography and Cartography (RIGTC).

Only four permanent GPS stations, located in the region ofti@eBohemia have been run by the
consortium of private companies “byS@t” since the autum2@d1 and the data are charged to the
users. The intention of the consortium is to make a stepwisatcy-wide extension of the permanent
network but due to a lack of capital the realization schedulenclear.

Status change in 2004:Although the above statements have not changed much, thellosiéuation
has dramatically changed in 2004, thanks to the Czech OfftweSurveying, Mapping and Cadastre
(COSMC). Besides the existing two operational GPS siteprasents a plan of setting up 22 other
permanent stations consistently distributed in the cqurithe project called “CZEPOS” was adopted
and launched for the realization within the upcoming 3 y¢a8©4—2006). The project is funded from
the national government and primarily aimed for the sumgypurposes (including an RTK system)
and for the reference frame maintenance in future. Mostcased the multi-purpose service should be
enabled, though the current design is based on the COSMa&sinicture.

Fortunately, during the same period, additional 6-8 sitesulsl be established within various spe-
cial co-operated projects at universities, meteoroldgigaoptic points, geodynamic points and others.
The collaboration between the COSMC, academic institwegsssearch institutes and the Czech Hydro-
Meteorological Institute is thus expected and tentativedgotiated.

The RIGTC/GOP is actually participating in the station aathdlow design (especially for non-COSMC
stations) and negotiating the collaborations for thesessitaking potentially responsibility of the data
distribution through the GOP data centre, preparing thé/aes, etc.

Before the end of 2006, the GPS active network should coon$iabout 30 stations in the Czech Re-
public with mean distance of approximately 80 km. Most of dla¢a should be available for the GPS
meteorology too at least during development and scientifibodtation.
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Analysis and data distribution capability

The Geodetic Observatory Pecny analysis centre (GOP AQxtipg in the collaboration between
RIGTC and the Dept. of Advanced Geodesy of the Czech Tedhdiugersity in Prague has already a
long-term experience with the processing GPS data on anebasis.

Primarily, the GOP AC was established as the local analysisre of the EUREF Permanent GPS net-
work and since 1997 it has been processing the Europeantaulsheof GPS sites for precise geodetic
reference frame realization and densification. After thdREEG special project “Troposphere Parameter
Estimation” was initiated in 2001, the precise estimatibtraposphere has been included in the GOP
EUREF post-processing scheme.

Since 1999, a near real-time analysis system has been gedeilo the GOP AC for the precise tropo-
sphere monitoring and for precise ultra-rapid orbit deteation. From 2001, the tropospheric results
have been provided within the COST-716 NRT demonstrationpaégn and they have already met the
meteorological application requirements. Besides thedperating national sites, GOP has processed
the EUREF sites from other Eastern European countries, dditianally, the GPS data from the Met
Office (UK) and from the Netherlands within the campaign. G®RIso one of the partners in the
TOUGH project, where it is primarily responsible for the GiRr&alyses of the sites from the central and
Eastern Europe.

Finally, GOP operates as the data centre focused on theesdaimme hourly GPS data flow. The centre
contains not only freely available data from EUREF/IGSssitaut also, in its hidden non-anonymous
subsystem, the non-free data from UK and the Netherlandsoniet. Besides, the GOP data centre
collects and updates many other products and informatioergdly useful for the NRT analyses, such
as the precise orbits, ERPs, coordinates, site informagictual status of GPS system, etc.

Meteorological applications

The Czech Hydrometeorological Institute (CHMI) is respblesfor the numerical weather modelling in
Czech Republic. It applies to the densification of the glgllaADIN model originated from the Meteo
France. Nevertheless, due to the finance and man-powes lithire is not any project to study GPS
data exploitation for the meteorological or climatologiparposes as of 2004.
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Figure 7.9: The Swisstopo AGNES (Automatic GPS Network 3svland) network.

7.2.8 Switzerland

Dominique Ruffieux

The Swiss GPS network

The Federal Office of Topography (Swisstopo), in Bern, ipoesible for GPS data processing and
extraction of ZTD from AGNES, the Swiss GPS network (Figui@).7

This network of 30 stations is currently operational. Data processed by Swisstopo and ZTD are
extracted and transmitted to the users (for meteorologigplications, currently the Institute of Applied
Physics at the University of Bern (IAP) and the COST-716 camity via its database). The ZTD
values are used by the IAP in order to estimate IWV hourly ealuThese values are then transferred
to MeteoSwiss to make various analyses in relation with thisSNWP Alpine Local Model (aLMo).
Note that communication to all AGNES sites is performed gisindedicated federal communication
network which is under the responsibility of the Federal €ffof Telecommunication. Figure 7.10
illustrates the data flow as designed for the project phase.

The first main user of such GPS data is the IAP, involved in nmessents of IWV with water vapour
radiometers and sun photometers. This institute is veprésted of using GPS information for com-
parison and validation purpose, as well as a complementagsarement technique. MeteoSwiss is
also interested of using the GPS information, mainly for tyjges of purposes: comparison with the
operational radiosounding performed at the aerologicalast of Payerne (see Figure 7.11), and com-
parison/validation/assimilation of ZTD and IWV data intetSwiss NWP model aLMo. A PHD thesis
is currently performed at the IAP on this topic.
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Figure 7.10: GPS data flow in Switzerland, project phasen{fwiCOST 716 time frame).
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Figure 7.11: Operational comparison of IWV from GPS andasoliindings, example with monthly

statistics. Upper graph, the blue curve represents

the GRS tthe red dots, the values estimated from

the sounding at 00 and 12 UTC, the green dots, the valuesastinrom the other soundings and the
cyan dots, the values estimated from the SnowWhite highitgualmidity sensor. Lower graph, the
difference between the sounding and the GPS data recorda@ &di C (blue line) and 12 UTC (red

line). The table shows an overview of statistics bas

ed ora38 df Feb. 2004 for the 00 and 12 UTC.
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Figure 7.12: Proposal for the GPS data flow in Switzerland€orelogical and climatological applica-
tions), operational phase.

Table 7.1: Draft proposal for a data exchange between Swisstnd MeteoSwiss.

| Mode | Swisstopo | MeteoSwiss \
Quasi-realtime Hourly ZTD from AGNES
Quasi-realtime Hourly temperature
Quasi-realtime Hourly humidity
Quasi-realtime Hourly pressure
Hourly aLMo ZTD
Continuous Access to stations
According to Meteo-Swiss rules First maintenance

Future organization for data exchange in Switzerland

The project period, which is running in parallel with the CIDBL6 activities, is preparing the operational
phase (2004-). This operational phase will be formally cated, based on an agreement between the
two offices. Swisstopo will remain owner of AGNES and will pide customers with GPS informations
like ZTD in quasi-real time. MeteoSwiss is currently worigsian a contract with Swisstopo based on an
equilibrium in costs for both partners. Swisstopo is intézd to get meteorological informations from
the MeteoSwiss network as well as free access to MeteoSidsdar the setup of GPS stations (10 GPS
stations are on or near a MeteoSwiss site at the present tBoa)e aspects of the maintenance of these
stations may also be under the responsibility of MeteoSwissther product may be part of the contract
with Swisstopo: the calculated ZTD from the aLMo outputsbl@ar.1 resumes the type of agreement
planned between Swisstopo and MeteoSwiss.

This view is a preliminary draft on how things may appear ia tiear future between the geodetic
community (Swisstopo) and the meteorological and clinogfical community (MeteoSwiss). Further
discussions still need to be performed in order to formdhseagreement. Figure 7.12 illustrates what
could be the operational organization within Switzerland.
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7.2.9 Finland

A. Lange, M. Poutanen

The permanent network (FinnRef) of dual-frequency GPSivereis operated by the Finnish Geodetic
Institute (FGI). It consists of 13 stations that are sitdateremote rural areas and the data transfer is
quite expensive due to the modem lines used. The Bernese GB&& is primarily used for geodetic
processing but the integrated water vapour (IWV) valuescaraputed from the Zenith Total Delays
(ZTD) processed by Chalmers in Onsala, Sweden. A SuomildBostof geodetic standards is hosted
by the Helsinki University and the Helsinki University ofd@ology and the raw GPS data is available in
real-time through the LDM service of UCAR, Boulder, Colosacdmall-scale GPS-networks are being
established for virtual Real-Time Kinematic (RTK) landseying by enterprises and local authorities.

The Finnish Meteorological Institute (FMI) works on thevi@rd modelling of GPS slant-paths in con-
nection with a TOUGH work package of FP5 (see also Lange, 206br the GPS processing, the
GAMIT software of the Massachusetts Institute of Technpl@lIT), Cambridge, Massachusetts, is
considered to be used in combination with the HIRLAM datsiragation.

7.2.10 ltaly

Francesco Vespe

The Italian GPS network

Permanent networks of GPS receivers are presently estattlisa many countries. They are primarily
devoted to measure the motion of the Earths tectonic platuty deformations associated with earth-
guakes and volcanoes, to monitor the post-glacial rebonddhe global sea-level changes. Beside these
applications they can provide, if properly equipped withface meteorological sensors, continuous and
well distributed measurements of Integrated Precipit&l#ger Vapour (IPWV) which are of great in-
terest for numerical weather prediction and climate reteafhe Italian Space Agency (ASI) manages
a GPS network of 28 stations and further densification is ogmss. The equipment generally con-
sists of a Trimble 4000SSI or a Trimble 4700 receiver with akehring antenna. The growing of GPS
real-time and near-real-time applications requires thatttacking network be switched from a daily to
an hourly or sub-hourly data retrieval. Presently 20 Itab#ations provide hourly data with a nominal
latency ranging from 3 to of 10 minutes, the GPS receivertemtén Matera provides high rate data
as well. GPS raw data collected at the remote stations ataésdfatera/Centro di Geodesia Spaziale
(CGS) through INTERNET or ISDN line, are converted into RINBrmat and are transferred to ASI
web and FTP site GeoDAM{t p: // geodaf. mt . asi.it). As far as the GPS atmospheric appli-
cation is concerned, GPS zenith total delay (ZTD) are relyiproduced in post-processing mode and
monitored for a network of 51 stations covering the Centraldierranean area Pacione et al. (2001).
Over lItaly the network has an higher denser resolution salicthe available Italian GPS permanent
stations are included in the routine processing. This igtstarted in January 1999 in the framework
of the MAGIC project. The validation of the GPS post-proegsZTD has been performed. Through-
out the whole year 1999, a high correlation is found when amng GPS and Very Long Baseline
Interferometry zenith tropospheric delay estimates egieto the three Italian collocated stations Mat-
era, Medicina, and Noto Pacione et al. (2002). Furthermtbieyalidation of the GPS-derived zenith
total delay has been performed according to independehhimees such as ground-based microwave
radiometer (WVR) and RAdiosonde OBservation (RAOB). Theatpcampaign carried out during the
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whole 1999 at Cagliari Astronomical Station (Sardinianslpallows us to compare GPS, ground-based
microwave radiometer and radiosonde Integrated Prebipi&ater VVapour relying on monthly, seasonal
and annual bases, providing hints on of the GPS long-terhilisfaOn an annual basis the comparison
analysis on IPWV estimate between WVR and GPS has shown @asthdeviation equal to 0.136 cm
with a bias of —0.049 cm, while RAOB and GPS IPWV have a 0.193 cm standardatieni and a
bias of —0.022 cm. More details on this campaign as well as on achieuttbmes can be found in
Pacione et al. (2002). An assimilation test, as well as 8eitgiexperiments to verify the impact of
GPS Precipitable Water on the precipitation forecast dveMediterranean area have been performed
considering the IOP7 (Oct 17-19, 1999) as a case-study.n®tine last stage of this event, a line of
thunderstorms occurred over the North Tyrrhenian Sea arabsithe Italian regions, producing pre-
cipitation over the Central and Southern Italy. The resgltmodel using upper-air, surface and GPS
Precipitable Water observations shows an improvementedifiigjh resolution precipitation forecast over
the area where the GPS receivers are located. In the mid@g0dfa near-real-time data stream, relying
on IGS Ultra Rapid products, has been set-up and it is runmjiegatively providing GPS ZTD estimates
for meteorological applications. It has been developediwithe European program COST Action
716 htt p: // ww. 0so. chal mers. se/ geo/ cost 716. ht m ) dedicated to the “Exploitation of
Ground-based GPS for Climate and Numerical Weather Prediétpplications” (Elgered, 2001).

The GPS processing for the delivering of ZTD from a network bfstations, with a nominal latency of
1 hour and 45 minutes, is performed using a 24 hours slidimglevv and a standard network approach.
The IGU orbits, retrieved twice a day 03:00 and 15:00 UTCkaep fixed but checked and possibly satel-
lites excluded based on the analysis of the post fit phase@tiem residuals. The stations coordinates
are kept fixed to values provided by combining 1 month of th&t4poocessed solutions, whose repeata-
bility is at the centimetre level or even better. They areatpd regularly (e.g. monthly) in order to take
into account the tectonic movements of the area. The ZTnastis of the last hour are derived from the
24 hours batch; they are averaged to 15 minutes samplingratato COST format and sent to the U.K.
Met. Office. A dynamic web pagdn{t p://geodaf. m . asi.it/GPSAt no/ ground. ht i )is
updated with the latest results. For more information ofghecessing strategy see Pacione & Vespe
(2003).

In order to be useful for assimilation into the Numerical Wea Prediction Model the requirements of
timeliness and accuracy must be reached, that is 75% of\aigers must arrive within 1h45’ to the
met agencies and predicted GPS orbits must be used with onimidegradation of the ZTD products
with respect to the post-processed ones. The performaftles system for the period June 2001-May
2003 is checked. We experience that 85% of the predictedicauhave been delivered; the statistic of
the GPS hourly data availability per stations shows that 20%em are available to the users too late
to be processed in NRT mode or are lost. We notice that miskatey and gaps cause problems in the
analysis and instability in the ZTD estimates. To asses ¢tbharacy of the NRT ZTD we compare post-
processed versus NRT estimates for the period June 20012BG8/ The monthly station bias ranges
from —6 mm to 10 mm and the related standard deviation from 20 mm tarb this last decreasing
in time due to processing tuning. Starting from February38&l is involved in the TOUGH project
as a regional analysis centre for near-real time ZTD praducind validation and to investigate the
coordinate system bias induced into the GPS-derived ZTD.

GPS PW Assimilation Activities

The MM5 model by PSU/NCAR is run by the University of LAquilehigh is working in close cooper-
ation with the Italian Space Agency in such matter. The MM&p@ nonhydrostatic model. In the first
part of the activities it was run applying the nudging teciuei. Two way nested domains were applied
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whose dimensions are: 59x61 for the coarse domain and 67/tQ@fBe nested one with the distance
between two grid points, respectively, 27 km and 9 km. In th&t xperiments performed all over
Middle-South Italy the GPS PW was successfully assimilaléte contribution of the IPWV estimated
by GPS anyway was only slightly positive on meteorologigalgsis. Such not fully satisfactory evi-
dences was in part due to Nudging technique adopted whicheisng strong manipulation of IPWV by
GPS to reduce them to the mixing ratio; in part to the not gdsttidution of the few GPS stations used
for the experiments. So the Italian Space Agency funded iarratfollow-on project just to perform
the experiment on a restricted area, where it was estatiisliense network of GPS stations centred at
Matera station. In the meanwhile the University of LAquil@vad from the Nudging technique to the
3D-Var approach just to assimilate IPWV and ZTD. The prefiany results obtained working on such
regional network are very promising and will be made avédélalery soon.

7.2.11 Spain

Antonio Rius

Spain has different networks of permanent GPS stationsifigreht applications. For the purpose of
demonstrating a prototype of NRT network for meteorologaaplications, a subset of stations was
selected (See the maps of the Iberian Peninsula and theyClateards, Figure 7.13 and 7.14, respec-
tively.). The stations are maintained and operated by thitlio Geografico Nacional (IGN), the Real
Observatorio de la Armada (ROA), and the Institut Cartbigrde Catalunya (ICC). ROA as well as the
ICC have been the Spanish members of the MAGIC consortiuponsible for the data gathering of the
Iberian Peninsula. In addition the Observatorio Astrafgsie Canarias (Canary Islands) is maintaining
a permanent GPS station to support their efforts in the mong of the atmospheric water vapour con-
tent. In addition ESA and NASA maintain receivers as parhefrtSpace Tracking networks in Madrid,
Villafranca del Catillo and Maspalomas (Figure 7.15).

Hourly data from a subnetwork of these stations is processBURT mode to retrieve Total Zenith De-
lays. These products are forwarded to other COST users iagheed format. In addition, they are
compared with the corresponding HIRLAM predictions congpuby the Instituto Nacional de Meteo-
rologia. Details of the used strategy could be found in Hareal. (2000).

7.2.12 Netherlands

Hans van der Marel

Permanent GPS observations started in The Netherland9hwii¢h a station operated by the Delft Uni-
versity of Technology (TUD) at Kootwijk, which in 1994 becarone of the first IGS stations. In 1997
a second IGS station was installed at Westerbork. In 1998 tHe also started with GPS+GLONASS
observations in Delft.

In 1995 the Survey Department of Rijkswaterstaat, the Gesland TUD, with assistance from the
Netherlands Geodetic Commission, built a network of fivengarently operating GPS receivers in
the Netherlands (AGRS.NL). The AGRS.NL network has beenraijpmal since 1997 and is used for
(height) monitoring, surveying, remote sensing, atmosph&ater vapour retrieval and geodetic re-
search. The data of the AGRS.NL is collected and processexuh drourly basis. Three of the stations
are part of the EUREF permanent GPS network. In the sprin@@d 2ew receivers were installed at the
sites of the AGRS.NL network. The AGRS.NL network was extshdy TUD with two extra stations,
bringing the total of sites with freely available data forese to eight. One of the receivers is located at
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Figure 7.13: CGPS network for meteorological applicationSpain.

- il

Figure 7.14: CGPS network for meteorological applicationganary Islands.

the Cabauw Experimental Site for Atmospheric Remote Sgr{§iESAR), where it is co-located with a
number of other techniques to measure water vapour aneédgbarameters. At some of the sites more
than one receiver is installed.

In addition to the AGRS.NL sites several local GPS-RTK pdevs are active in the Netherlands. As of
December 1, 2000, well over 30 permanent GPS-RTK statianactive, transmitting corrections either
by radio or GSM. Of these GPS-RTK stations, fewer than 20 cakendata available for post-processing
today. In January 2003 also a network of 14 continuously atpeg reference stations was installed by a
commercial provider for Virtual GPS Reference station @6GPS). The RINEX files of these stations
are collected at a central site in real-time by the operattheonetwork. It should be possible to use
(some of) these stations for meteorological applicatidns,today no formal arrangements have been
made to use this data for meteorological applications.

In 1996 the TUD, the Royal Netherlands Meteorological togti (KNMI) and the Survey Department
started a project on GPS Water Vapour Meteorology in the éwaonk of a national project. The ob-
jectives of this project were to set up an infrastructuretii@r acquisition, storage and processing IWV
data in the Netherlands, using the AGRS.NL and some surimogn@S stations to make an assessment



174 CHAPTER 7. PLANNING FOR THE OPERATIONAL PHASE

Figure 7.15: Location of the ESA and NASA GPS sites in Spain.

of the accuracy of GPS-IWV data; to investigate the usefdref GPS-IWV data for weather forecast
models and climate research; to study the feasibility dftie@e processing of GPS-IWV data. The GPS
data has been used during the CLARA project (Clouds and Rawliawhich involved the co-location
of various different techniques, including flight data, avak also used during later BBC campaigns and
in the context of CESAR (Cabauw Experimental Site for Atntesz Remote Sensing). Recently, sev-
eral studies were started on the use of slant delays for mddgy. During the time period 2001-2003
KNMI and TUD worked on 3D-Var assimilation of GPS slant daldg the framework of a national
project (SRON-GO2). Also, KNMI, working together with TUBMI and DMI, is responsible for the
slant delay work package in the TOUGH project.

7.2.13 Belgium

Eric Pottiaux and Re@ Warnant

The GPS networks

The Royal Observatory of Belgium (ROB) started to set upritaigd-based GPS network in 1991. The
number of stations in the network has grown year after yedtas reached the number of 7 permanent
sites in 1996. Four of them participate to the internatidBRIS networks (IGS and EUREF). All GPS
stations have been equipped with geodetic quality recei@ad a particular attention has been paid to
the quality of the sites (lowest possible horizon mask, Itarg stability of the site for geophysics and
deformation studies ). Throughout the years, the statiane bindergone several technological changes
leading to heterogeneity in the data that have to be tak@naotount when processing the observa-
tions and even more when interpreting the results. This liscpdarly important to take into account
when targeting the necessary accuracy/stability for ¢kna@plications. All sites are now equipped with
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Figure 7.16: The GPS Network of the Royal Observatory of Biehgy

ASHTECH geodetic receiver/antenna, computer, Uninteitslgp Power Supply (UPS), remote power
control, and TCP-IP connections. The raw observationd(aigampling rate of 1 second) are sent every
hour to a central data centre at the ROB through the interhetrevthe RINEX files are created and
made available (as it is requested in the IGS guidelinesadtition to the official EUREF/IGS receiver,

4 other receivers are collocated in Brussels for dedicatedis (redundancy of the official receiver, time
transfer, Real time DGPS corrections to EUREF-IP, ionosphstudies ). The Figure 7.16 shows the
configuration of the ROB network.

In addition to the observations of the ROB network we colldggta from 6 international data centres

(BKGE, BKGI, IGNE, IGNI, GOP, CDDIS). Fetching the data asscseveral data centres when neces-
sary ensures the redundancy in case of a communicatiomefailith one of the data centre. Together

with the previous sites this forms a network of about 60 sites Western Europe (Figure 7.17).

Finally, during the year 2003, Belgium has finalized thedHtation of a reference network of 60 per-
manent GPS stations. This network is under the respongibilithe National Geographic Institute, the
Flemish and the Walloon Government. These stations playdleeof reference for real-time GPS ap-
plications in Belgium (land survey, cadastre, topograiiservation, navigation ). The typical distance
between two sites is about 25 km. The high spatial densithe@fnietwork will strongly improve our
capability to observe the atmospheric water vapour ovegiBel (small-scale water vapour structures,
slant delays, gradients, tomography ) and will provide &hle information for many types of meteoro-
logical studies (nowcasting, Numerical Weather Predictimodels ). We are already able to process the
data from this network in post-processing but we still eigrae some problems to access the data in
near real time. The Figure 7.18 shows the configuration efdense network.

Collocation with other instruments

The collocation of Radiosonde balloons (RAOB) and WaterddmiRadiometers (WVR) with the GPS
sites is important in order to monitor the accuracy and thkilitly of the GPS ZTD estimates. The Royal
Meteorological Institute (RMI) owns a long database of RA@Bthe site of Brussels and the GPS
ZTD estimates can be compared to the delay computed fromatinedsigs (from 1991 until 2003).
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GPS Network Processed by the ROB in the frame of the COST716 Action
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Figure 7.17: Network of GPS stations processed by the ROBeifirame of the COST716 Action.
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Figure 7.18: The local network developed in Belgium for +&mle positioning.

In addition, the ROB purchased a WVR and quasi continuous V@lervations are also available at
Brussels since 2001. The collocation of these 3 techniquBsuasels represents a good validation tool
for our ZTD solutions. Moreover, our WVR observations cawrm processed and then compared to
our GPS ZTD estimates in near real time.

WVRs are instruments that need to be operated carefullytataheed an appropriate calibration. There-
fore some of the WVR operators in Europe decided to carryagéther a calibration of their instruments
during the summer 2002 in Wettzell, Germany. During mora téa days, 5 WVRs (of two different
manufacturers), several GPS receivers and a VLBI anterwalteen collocated. Radiosonde observa-
tions were also available at a site not far from Wettzell. Tan goal of this campaign was to calibrate
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Figure 7.19: Diagram of the data and product flow at the ROB.

the WVR instruments and to investigate the results of coossparison between the geodetic ZTD esti-
mates and the in-situ observation of the WVRs and RAOBs. Tladyais of the data is still ongoing but
preliminary results have already been presented at the B@ES#hd the conclusions will be published.

The use of the GPS network

At the present time the observations from the ROB statiodsfram about 50 other GPS sites collected
through 7 international data centres are transferred bytBTPlocal data server at ROB and used for
tropospheric and ionospheric research. A redundant infietsire of 2 Linux servers running the Bernese
version 4.2 software are used in order to compute ZTD estimatvoiding this way missing data due

to computer break down. The redundancy in terms of obsensis ensured by cross-fetching the data
from 6 international data centres in case of communicatioblpm. The Figure 7.19 shows the data and
product flow.

Our processing strategy makes use the IGS ultra rapid ddptdated every 6 hours) and 30 s RINEX
observation files. We compute a running “7-day coordinatalination” on a daily basis. These coor-
dinates are then kept fixed in order to estimate ZTDs (evemnithites) for each station. Our strategy
operates steadily since September 2003 but tuning of treepsing system and implementation of new
sites is still ongoing. The upload of the COST 716-forma#fdd estimations on the COST 716 FTP
server is ready to start since September 2003 but nevesthigleas not been implemented on an opera-
tional basis yet.

A web-based user interface has also been developed in ardeonitor the entire infrastructure and

in order to give a quality evaluation of our ZTD solutions. éng its capabilities it allows the user

to monitor the observation and product database but abb¥epairmits to have access to graphs and
statistics of real-time comparisons between our ZTD egémand those from all the other COST 716
Analysis Centres (AC) for each station included in our pssagg.
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7.3 Product requirements

John Nash

7.3.1 Implication for future operational networks in Europ e

The elements of the meteorological user requirements ibescin Chapter 3 that will influence future
network design and operational procedures to the greatesiteare:

e Horizontal spacing in network: 10 to 100 km for nowcasting and 10 to 250 km for numerical
weather prediction and climate applications.

In meteorological networks, a spacing of 250 km is closeaatirrent spacing between radiosonde
launch sites, but the closer spacing required for nowagstia more similar to the spacing between
stations in meteorological surface observing networksgdodesy, EUREF operations currently
have spacing around 300 km, whilst national real time sungegetworks tend to have spacing of
around 70 km.

e Timeliness of delivery: 5 to 30 minutes for nowcasting, 0.5 to 2 hours for numericahtiver
prediction, and much longer for climate applications.

e Accuracy/ Stability: These requirements are interpreted as IWV targets of 0f5%gr better
stability for climate measurements, accuracy 0.5 to 2 Rgonnumerical weather prediction and
accuracy around 2 kgn? for best use in nowcasting.

Thus, the shorter time of delivery for nowcasting can begdagigainst some decrease in the accuracy of
the acceptable GPS water vapour solutions. Climate worlatagyet for stability which corresponds to
a stability of the geodetic reference frame of the order.@f10~2 mm/yr or better. Currently, the global
geodetic reference frame is far from meeting this demandsTihis important to archive sufficient raw
data and associated meteorological parameters to allowaessing in future if GPS solutions improve.
In addition, sufficient GPS sensor sites should be collacatth radiosonde or microwave radiometer
measurements so drifts in the GPS solutions can be idenbfiecbmparison with the measurements
from these other systems.

In planning for a future operational network, the spacinghaf network considered will probably in-

fluence the structure of the organization. The network demdiere raw GPS data are currently freely
available and circulated internationally is relativelyam Raw GPS data with relatively high network
spacing are normally processed nationally and are not madalale freely in real time.

Experience during 2003 has shown that national meteordbgiervices find it difficult to justify the

expenditure required for a dedicated national GPS wateywagmetwork for meteorology alone. Thus, it
is essential that the future plans for GPS water vapour rré&saare based mainly on the use of multipur-
pose sensing sites and communications, with suitablelzmdion between geodesy and meteorology.
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7.3.2 Quality evaluation

It is suggested that quality control and evaluation sho@gérformed in at least three steps. Respon-
sibility for sustaining meteorological monitoring wouldst with the management of future European
collaborative efforts.

e Quality control of reception of GPS signals. Sites where @&8ption is very noisy or unstable
should be identified by the processing centres, and thenrgon should be fed back to the site
operator. Data from these sites should have adequate \glabitls warning users of the poor
quality. Persistent poor quality should be listed and foded to the network quality centre for
further action.

e Daily evaluation of availability of data and timeliness ddligery should be monitored by the
network quality centre. Responsible site operators shioeldotified of persistent communication
failures. Processing centres should be consulted if tivae$ of delivery becomes poor. If a site
shows large bias or random errors compared to NWP first guessdst fields the site operator
should be notified as soon as possible.

e Quarterly evaluation summaries. Trends in network peréorce should be summarized on a
quarterly basis. First guess forecast fields of IWV over Barbave errors of between 2 and
3 kg/m?. Thus, it is recommended that stability of network prodistsso checked on a quarterly

basis by comparison against good quality radiosondes attabkunumber of locations across
Europe.

The effort required maintaining the quality evaluationteeris likely to be between 1 and 2 staff weeks
per month, depending on the scope of activities requiredfiyuae operational project.
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7.4 Current state of the art and limitations

7.4.1 GPS data and error analysis

Jan Johansson

General aspects of GPS data analysis

In present-day GPS, each satellite is transmitting two ge@andom noise codes. One code is for
civilian use, and the other is normally a military code witgtrer chip rate allowing for a more accurate
positioning. The receiver generates a copy of the code, antinciously correlates it with the code
received from the satellite. The time shift of the internadle is a measure of the signal travel time from
the satellite. Hence, by multiplying the speed of light witik measured time a distance to the satellite is
obtained. Measuring the ranges to three satellites yieRI3 position. However, we also have to solve
for a clock offset in order to match the receiver’s interdakk with the satellite system time. Ranging
towards four different satellites simultaneously givesiaambiguous solution.

For yet higher accuracy, the code measurement is discamtkdhatead the phase of the underlying
carrier, with its higher frequency (compared to the presigumentioned code rates), is used. Because
the wavelength of the carrier is much shorter than the wagghe(bit length) of the codes, the precision
of the carrier phase measurements is much higher than thisipreof the code measurements. For the
satellite-based navigation systems currently availahke wavelength of the carrier is about 20 cm. As
a rule of thumb, phase measurements can be made to about 18¢ wfavelength. This implies a
precision of 2 mm in range measurements, or time synchrmizat the pico-second level. Despite this
apparent superiority, real-time systems are only begintiruse carrier-phase navigation because of the
well-known problem of integer-cycle ambiguity resolutiofll phase ambiguity parameters need to be
resolved in order to estimate, e.g., receiver coordinatdsckocks.

Error sources in GPS data analysis

The accuracy of GPS (or GNSS) positioning is limited by twctdes, namely the range measurement
errors, and the satellite-to-user geometry. Here we givwieh dverview of the main GPS error sources.
Range errors arise from a combination of:

e Uncertainties in the satellite clock bias broadcast froendhtellite.

e Uncertainties in the satellite ephemeris.

e For GPS the intentional degradation (dithering) enforcgdhe U.S. Department of Defense,
called Selective Availability (SA), and is the most sigrafit error source in many real-time appli-
cations of GPS. It is associated with the satellite ephesvaardl clock. Since 2 May 2000, SA has
been discontinued by the U.S. authorities. However, theipility to again degrade the accuracy
remains.

e Phase errors introduced in the receiver tracking, depgratimoise on the received signal and the
type of correlation hardware and software.

e Errors in the model used to correct for ionospheric propagatelay.
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¢ Errors in the model used to correct for propagation delagediy the neutral atmosphere.

e For time and frequency applications, errors in locatiorteana delay, and antenna-cable delay
have to be considered. Signal delay variations in the recéiardware are associated with tem-
perature variation near the equipment.

e Multipath effects due to the antenna environment.
e Undesired signal interference.

e Receiver user friendliness and human blunders. In manycapipins, the installation of the GPS
receiver and antenna plays an important role. A bad choit¢ecation for the GPS antenna may
result in serious multipath problems and difficulties toohes the phase ambiguity parameters as
mentioned above.

Basic definition of the terms

We may divide the GPS carrier phase data analysis into thffsremt categories, depending on the
duration between the time of data collection and actual tifrdata processing.

Real Time (RT) processing results are available within aeosd or less. The main RT applications
of GPS are the navigation and process control, where positisay change rapidly. RT applications
will be based on very accurate predicted orbits, normaltyvioled via the GPS satellites themselves.
Any improvements to the system’s accuracy must also beadlailn RT, e.g. differential corrections.

Near Real Time (NRT) processing results are available withfew hours. The main characteristics
of NRT applications are that positions are computed seéallnand in an operational mode. If there
are problems, these cannot be solved through delayed pmgesExamples are the use of GPS for
meteorological applications, where the final products nimgstvailable within a given delay of, e.g.,
1 hour. The main difference between RT and NRT is in the uskit jparameters, which for NRT solely

rely on processed data and not on predictions. For exampl&,Wtra rapid orbits can computed on the
basis of the IGS network in order to replace the broadcastraptides available in RT.

Postprocessing is defined as any processing that is nottimpetiaand allows advanced processing meth-
ods including problem detection and subsequent correclitiere is no upper time boundary for post-
processing.

GPS analysis strategies

Jan Johansson, Jan Dou3a, Oddgeir Kristiansen

Currently, two basically different strategies are beingdu® estimate tropospheric parameters, namely:

(1) Regional analysis: in this analysis, all GPS sites aterjorated at a time and all tropospheric
parameters are solved for simultaneously. The stationdawates are kept fixed. The standard
IGS ultra-rapid orbit product can be used or satellite srb#tn be relaxed in the network solution.
Advantageously, the double difference solution is appliadhis analysis only a limited number
of stations (of the order of 50) can be processed simultaigolA larger volume of sites can
be handled using a cluster processing, possibly combirtedaiminique solution on the normal
eqguations level.



182 CHAPTER 7. PLANNING FOR THE OPERATIONAL PHASE

(2) Precise point positioning: for a single site, troposjgthparameters as well as station coordinates
are estimated independently of other sites. In this approlae satellite orbits and clocks are
determined separately as global parameters prior to tHgsimaf the single stations. The global
parameter can be ultra rapid products available at IGS or ptBducts determined specifically for
the ppp analyses. The method can be used for an arbitraryeruhbingle stations.

Available software tools for GPS data processing

Several GPS data analysis tools are available today. Matheafommercially available software pack-
ages are aimed at specific applications. However, therdsrareore general and non-commercial tools
available. There are three main software packages usedglirpnecision application of GPS (GNSS),
namely GIPSY/OASIS, GAMIT and the Bernese software. Theyal developed at universities and
research institutes. They share some common features:

e Processing of all observables recorded by the high-acg{caerier phase) GPS and GLONASS
receivers

e Permanent network processing (hourly, daily, etc)

e Ambiguity resolution on short and long baselines

e Modelling of the propagation effects due to the ionospheikthe neutral atmosphere
e Modelling of forces associated with satellite orbit detgration

e Orbit determination and earth rotation parameters

e Geophysical models for such effects as the earth tides, lhaswbe indirect influence of the ocean
tides on the position of the receiver antenna

These three software packages are all providing both theutad@les and the source code to the users.
Thus, the packages are basically developed, maintained@grdded by all users giving feedback and
suggestions of improvement including implementation a¥ neodels.

Even though these software packages share the same bastsitbdre some significant differences
between them. These are related to how the observationgilimeds As mentioned above, a GPS data
observation can be defined as the measurement of the didiahween one satellite and one receiver,
sometimes referred to as a “zero difference”. For highipiae applications, we need to remove or
model as many of the error sources as possible in order tedikgt phase ambiguity parameters and end
up with high-accuracy estimates of e.g. station coordmaBome software packages are based on the
original code and phase observations complemented by spni@iamodel and assumptions. This is the
basis for the GIPSY-OASIS software discussed below. Marth@imost significant error sources, such
as station and satellite clocks, may be eliminated (or yreatiuced) by forming differences between
several satellite-to-station observations. Taking tiffeidince between the observations from two stations
to the same satellite normally is referred to as a singledifice observable. If we in addition take
the difference between two single differences we get a dodifference where we have eliminated the
station and satellite clock errors. In order to form the$fedinces, an a priori use of the code observation
is required for the initial determination of the receivevaits. The code observations cannot be utilized
further in the estimations process. Both the Bernese Saodtarad the GAMIT (see below) are based on
a double-difference approach.
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Double-differences of GPS phase observations greatlyceethe effect of errors in satellite and receiver
clocks and significantly reduce the atmospheric effect fartsbaselines where the GPS signals travel
along nearly the same paths through the atmosphere. The/pasirrelation of the tropospheric effects

is reduced if there are differences in station heights argkfastation separations. We shall note the
inherent geometrical weakness in the GPS baseline reshithiwsually makes the determination of the
vertical baseline component worse by a factor of 3 compaiddtie horizontal baseline component, if

an elevation cut-off angle of 15 degrees is used. Additignahother rule of thumb is that a residual

atmospheric delay error of 1 cm causes a 3 cm error in thevelagight difference between baseline
stations.

Theoretically, the use of a lower cut-off angle could redthis high correlation between atmospheric
parameters and heights and thereby allow for more accuedéendinations of the ZTD and the height

coordinate. However, observations at elevation anglesthen 15 degrees will also include problems
such as less accurate mapping functions, influence of tihehayder ionospheric terms, and also effects
due to signal scattering and multipath related the GPS aatand its environment.

GIPSY-OASIS

The GIPSY/OASIS software (Webb & Zumberge, 1993) was deaat the Jet Propulsion Laboratory
(JPL) and the California Institute of Technology (CALTECid)Pasadena. The software relies on the
original code and phase observations (although the weiglui the phase data is more than 100 times
larger). Thus the software is quite general and is also dapaflprocessing data from other systems
such as e.g. Satellite Laser Ranging (SLR), Very Long Basdhterferometry (VLBI), and Doppler
Ranging System (DORIS). The GIPSY software package deviatsome crucial aspects from most
other available GPS processing packages:

e GIPSY is a “zero difference” software, not based on doubfiedinces (as long as one does not
solve for integer ambiguities).

e GIPSY is based on filtering technique (Square Root InforomaKilter - SRIF) rather than tradi-
tional least square adjustment. The approach in GIPSY istimate all parameters, rather than
eliminating them through differencing techniques. Noigné#he software is used in a network
approach where observations from many stations are peatésgether. In such an approach itis
possible to solve for parameters such as

— Satellite orbital and clock parameters

— Phase ambiguity parameters

— Station coordinates and clocks

— Station-dependent signal propagation path delay

Bernese Software

The Bernese Software is a very popular tool in processingN$&data for geodetic purposes. The soft-
ware has been developed at the Astronomical Institute,ddsity of Berne in Switzerland (Rothacher &
Mervart, 1996). The software is capable to analyse all jpalmbservables by high-accuracy geodetic
GNSS receivers using a differenced or an undifferencedegsieg technique. All relevant parameters
can be solved for simultaneously. The package also proddEgphisticated tool (ADDNEQ?2) for effi-
cient combination and manipulation of the analysis resuitthe normal equations level.
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The software is available with both executable files and thece code for almost any computer plat-
form. The software is not free of charge but the cost is gdiyevary low for scientific use and use
within an organization. It is more expensive if the softwisrto be used for commercial applications.

Software description GIPSY-OASIS

The modelling of the troposphere is based on a stochastieladdch treats the unknown residual delay
as a time-varying parameter, a random walk process. Théhzaelay is modelled at every epoch as the
sum of the previous zenith delay value plus the noise of pusgidom process called the process noise
which constrains the delay changes. The mathematical tatgus is carried out using a Kalman filter
(Brown & Hwang, 1992). Stochastic models are used under shamaption that the propagation path
delay varies within a limited range over a short time intérience the delay parameter can be estimated
in a way similar to clock drift parameters.

After the computation we have precise orbit and clock infation for every observation epoch. Itis then
possible to use this satellite orbit and clock informatiocémpute the precise position of one individual
station from phase observation data. This is the preciset paisition (PPP) strategy, often applied
together with GIPSY. To facilitate quick and easy PPP prsiogsfor GIPSY users, daily precise satellite
orbits, clock information, and earth orientation paramsete provided from JPL. Both fiducial and
non-fiducial products are available. For the non-fiduciadpicts, the transformation files to a terrestrial
reference frame are also supplied. One important aspebed?PP strategy is computation efficiency.
While computation time will grow as the cube of number ofistag when solving for the position of
several stations simultaneously, the computation timé gvdw linearly with the number of stations
when the PPP strategy is applied.

7.4.2 Stability of reference frame and station motion model

Hans-Peter Plag

The Earth’s surface is perpetually deformed due to a vadéipternal and external forces, acting on
time scales from seconds to millions of years. In order tadagontamination of the ZTDs or other tro-
pospheric parameters by the station maotion, the relevahbpthe station motion needs to be accounted
for both in the realization of the reference frame and théstanotion model used in the analysis.

Earthquakes may lead to displacements of several meteasgafrlareas within a few seconds with the
associated displacement field extending for several hdnkitemetres. Seismic ways including free
oscillations of the Earth have periods of up to 1 hour andayafrom the seismic source, these waves
can have amplitudes of a few cm. Earth tides lead to surfad@nsoof up to 40 cm and somewhat
smaller on semi-diurnal and diurnal time scales, respelgtivOcean tidal loading may contribute at the
same periods as the Earth tides up to several centimeteirtical displacement at coastal sites and
several millimeter for the horizontal station componewtsnospheric and hydrological loading induces
vertical displacements of more than 1 cm on up to seasonaldaales. Polar motion introduces motion
of several millimeters at the annual and the Chandler pdthaglatter being approximately 14 months).
Post-glacial rebound leads to secular vertical motion abul® mm/yr and horizontal motion of several
mm/yr. Plate tectonic motion contributes secular horiabnmotion of up to 10 cm/yr while in some
deformation zones at plate boundaries even larger vedsaitin occur.

A good means to understand the state-of-the-art in modedliation motion is the analysis of coordinate
time series determined in geodetic analyses of long CGP&dtons. In these time series, residual
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periodic signals are found to have amplitudes of up to 1-2 Ewr. the seasonal period, a large part
of the signal is assumed to originate from atmospheric artttdiggical loading (see e.g. Blewitt &
Lavallee, 2002) while the origin of several intraseasaighals remains obscure. The seasonal signal
is dominated by large spatial scales and models are emewgiigh will allow to remove the signal
from the time series. On shorter time scales, incorrectlyefied station motion due to Earth tides,
ocean tidal and other surface loading, and polar motion oatribute to periodic degradation of the site
coordinates. However, presently available models foiostathotion are correct on the 1-2 cm level (see
e.g. McCarthy, 1996).

Thus, the degradation of the accuracy of coordinates witle tivill primarily depend on the ability to
predict the secular velocity of the point. Therefore, irsthction we will not discuss these contributions
and only concentrate on secular motion.

All points on the Earth’s surface exhibit a secular velocéiative to the ITRF. In order to maintain the
accuracy of coordinates for any given point over time wittresobservations, models to predict the point
motion with sufficient accuracy are necessary. Long timéesesf daily or weekly point coordinates
derived from continuous GPS (CGPS) observations show tloat Bites in tectonically passive areas
exhibit a linear velocity super-imposed by intraseasonadasonal nearly periodic signals. Here the
station motion model used in the analyses has already takead¢count most of the station motion due
to Earth tides, polar motion and ocean tidal loading.

For most sites on Eurasia, the linear horizontal velocitgfishe order of a few cm/yr while vertical
velocities, particularly in the formerly glaciated regircan be as large as 1 cm/yr. On other tectonic
plates, secular horizontal velocities may reach magn#tudeger than 10 cm/yr. The presently most
accurate global model of the horizontal velocities is theVill-1a-NNR model (DeMets et al., 1994)
which is primarily based on geomagnetic data. This modedgymverage estimates for horizontal ve-
locities over the last 3 Ma. Models based on present-day ejeodbservations have been presented
for example by Drewes (1998) and Kreemer & Holt (2001). Fanedectonic plates the present-day
models show discrepancies of up to 40% with respect to the 2aeage velocities as represented by
NUVEI-1a-NNR.

For the vertical velocities no global model taking into amcbmost major processes exists. However,
for postglacial rebound as one of the major causes in NortBarope and Canada, geophysical models
provide predictions with an accuracy on the 2—-3 mm/yr le¥@ozuracy (see e.g. Plag et al., 2002).

Since its formation, EUREF has made an attempt to realizerasian Terrestrial Reference System
(ETRS) which would result in minimum velocities for any pbam the Eurasian plate with respect to the
ETRS. The degree of success of EUREF in achieving this gaaiges a good measure of how good
coordinates can be maintained over time.

Originally, EUREF used the NUVEL-1A-NNR pole of rotation ttescribe the plate tectonic motion

of the stable part of Eurasia. Altamimi & Boucher (2002) skdvthat in some parts of Europe the
discrepancy between this model and observations was a&sdar§ mm/yr resulting in an error of 3 cm

per decade. Nocquet et al. (2001) studied the problem inidgfan stable part of a tectonic plate on
the basis of selected stations and showed that there is ificagh dependency on the station selection.
Based on a considerations by Plag et al. (2002) of the statiotion model used in the GPS analysis,
Kierulf et al. (2002) showed that using a combined model ifgidrplate motions and intra-plate motion,

the accuracy of the model horizontal velocity field can beselto 1 mm/yr for most of the Eurasian

plate. Based on similar consideration, Ngrbech & Plag (20838e able to determine a transformation
between the ITRF and different realizations of the ETRS erstime accuracy level.

Thus, it can be assumed that for the horizontal componeetscity models with an accuracy of 1-
2 mm/yr seem to be achievable in many regions (particuldré/stable part of the plates). However, for
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presently available models and a time span of, e.g., 10 y#&rsnodel error can be as large as 3 cm and
in tectonically active regions, errors larger than thategppo be likely.

For the vertical component, the situation is far more coopéid. Except for the regional phenomenon
of post-glacial rebound, the spatial scales in the vertiwation are much shorter than for the horizontal
components (typically of the order of a few km) and largeatiéhces (several mm/yr) can be found over
distances of a few tens of kilometres. In some locationssicdenable non-linear vertical motion of up
to several centimeters per year is caused by human adigitieh as ground-water and oil exploitation.
Presently, no models exist to predict these motions.

The global reference frame ITRF currently is defined throagiet of 3-D coordinates and secular ve-
locities for approximately 200 sites distributed globallyansition from one ITRF to the next not only
changes the coordinates of the sites but also the veloeitigsciated with them. Thus, the coordinates
at current epoch used for a certain ITRF site change wittsitian from one ITRF to another. Conse-
guently, such a change introduces a step in the ZTD timessefia given station.

7.4.3 Correlation of tropospheric parameters with other sgnals

In most of the NRT determination of ZTDs, the station cooati#s are kept fixed at their ITRF value at
the central epoch of the observation. However, keepingttteos coordinates fixed at this value does
not imply that the station does not move in the analysis. Tagos motion model normally includes
Earth tides, polar motion and ocean tidal loading as knovwaphgsical processes affecting the station
coordinates. Another known cause is attributed to surfaadihg due to atmospheric and hydrologi-
cal loading, which deforms the Earth surface and changest#tion coordinates at a level of several
centimetres.

Particularly the station motion due to atmospheric loadngrone to be correlated with the tropospheric
delay. Therefore, not accounting properly for atmospHherding will affect the ZTDs and other param-
eters estimated in the GPS analyses.
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7.5 Options for an operational implementation of meteorolgical applica-
tions

7.5.1 Introduction

As discussed in Plag et al. (2000), any network deliveriragipcts to users can be discussed from three
different points of view realizing different aspects of thetwork (Figure 7.20). In the next section,
we discuss the different options for the physical networkjclv is the network of GPS sites as well as
the data centres collecting the GPS observations in a spémifnat (most likely, the RINEX format).
We then turn to the application network, which consists efdhalysis centres computing tropospheric
parameters and the distribution media making these predweiilable to users from the meteorological
organizations. Finally we discuss options for the ingtitgl network with respect to ownership of the
infrastructure, the application network and the products.

Institutional
network

AN

User
requirements

U

Physical ~ ~ =~ Application
network N 4 network

Figure 7.20: The Network Triangle. An operational monitgrnetwork can be considered to consist of
three networks covering the physical, logical and indtndl aspects. ldeally, the application network
meets well defined scientific and/or societal needs. Théutiehal network provides the necessary
resources and the mandate for maintenance of the netwoekpfAysical network needs to comply with

the specifications resulting from the application netwarnkdified from Plag et al. (2000)).

7.5.2 Physical network

Jan Johansson

For the implementation of GPS networks fulfilling the reguirents for use of GPS-derived troposphere
parameters in operational meteorological applicatioasi@ally NWP) several general options exist.

1 Dedicated networks: New networks of dedicated GPS sites are established fromicbcaccord-
ing to the specifications derived from the requirements dem®logical applications. Site speci-
fications are set up and the spatial resolution is selectsat@diog to meteorological requirements
and economical constraints. GPS data are available at thieatied data centres according to the
requirements, most likely hourly data made available irrneal time (i.e., within a few minutes).
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2 Least Cost networks: National and regional GPS data centres of the national giecalethorities
acquire data from existing GPS networks run by these ndtamrthorities available according to
the meteorological requirements.

3 Augmented multi-purpose networks: The existing national GPS networks are, where neces-
sary and reasonable, augmented with new stations impraokangpatial resolution for the mete-
orological applications. New sites are selected, whersiples to serve more than one purpose
(e.g. meteorological application, reference frame issnagigation, or real-time RTK services).
The data of existing and new sites are made available threugting data centres according to
the meteorological requirements or better.

7.5.3 Application network: analysis and distribution of products to meteorological users

Jan Johansson

Here it is assumed that for a considerable time to come, théupts of interest for the meteorological
applications will not be the raw GPS data but tropospheniampaters (i.e. ZTD or slant delays). It has to
be pointed out that the analysis will require considerakik £urrently, a few regional analysis centres
in Europe are capable of providing the tropospheric esgmatith sufficient accuracy and long-term
stability. Taking this situation into account, we identifie following options:

e EUREF: Some of the EUREF analyses centres may be willing to takeasle of computing
tropospheric parameters from a large number of non-EUR&I®ss. The general EUREF scheme
would ensure that the resulting products are in agreemetht @@mmon standards. However,
currently it is not likely that EUREF is willing to commit rearce to this NRT application.

¢ National Meteorological Services:The European NMSs might decide to set up their own anal-
yses centres using GPS observations either from the dedicatthe multipurpose network to
determine the required tropospheric parameters. Thisdybiolwever, require a duplication of the
presently available knowledge in analyses.

e National solutions: In each country, specific solutions might be found eitheetlam agreements
between the geodetic authority running the GPS network atal eentre and the meteorological
office or just based on the meteorological office’s own cdjtgbi

e European service: A special, dedicated service might be set up on Europeat deveprising
regional analyses centres as well as the distribution nfeatise resulting products. This solution
would not only ensure that all relevant sites are analysedlba easily make sure that each NMS
has access to all (and not only the national) products neteea the specific NWP run by this
service.
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7.5.4 Ownership of infrastructure, data, and products
Current situation in the geodetic community

Hans-Peter Plag

In most of the European countries, the national geodetiarorgtions have established CGPS networks
on various levels and for a range of different applicatiod$ese applications may include defining
and maintaining the geodetic reference frame, differei@RS and RTK services, research networks
providing observations of the Earth’s surface kinematia] hetworks for meteorological applications,
monitoring of infrastructure, co-location of tide gauge®ider to determine absolute sea level changes.
The latency of data depends on the different applicationging from real time to latencies of several
days while sampling intervals typically are 1 s for real tiapplications and 30 s for larger latencies.

The spatial resolution of the networks vary from network ébwork (see Section 7.2). Ownership may
be residing with the national geodetic agency, researdiiutes, or national organizations involved in
RTK, meteorology, hydrography. In some cases, the netwam&®wned by private enterprises.

The geodetic community has a long experience in internationoperation. Maintaining a global or
regional reference frame based on space-geodetic te@mitpnnot be achieved on a national level.
Therefore, the advent of these techniques stimulated d gapivth in international cooperation. Most of
this cooperation is based on so-called voluntary commitniime IGS is an example of a very success-
ful service based on this principle.

Current situation in the meteorological community

John Nash

Within Europe few national meteorological services hawtaled GPS sensors for purely meteorolog-
ical use, (see Section 7.2). Access to the water vapour datathe sites contributing to the COST
716 demonstration network is based on research agreemihtthe/ network operators in the geodetic
community or memoranda of understanding with governmeenheigs/ universities operating networks.
Some of these agreements specifically exclude the use ofates vapour for meteorological operations,
as opposed to research. The financial resources availabtgpdéoational ground based meteorological
observations are limited, so convincing evidence of theefienof a new observing system is essential if
available resources are to be diverted from other opei@timeasurements, or new operational funding
is to be made available. Insufficient evidence of the usekdrof water vapour observations has hindered
the progress towards operational arrangements in sevaratr@es. For this reason it became clear that
an immediate transition to operations following the cortipfeof COST 716 was not practical.

Whilst satellite based meteorological observations haenlorganized on a European scale for some
time, co-ordination of operational surface based obsgrgystems on a European scale started more
recently. Most of the projects involving for instance, weatradar (OPERA), wind profiler radar (WIN-
PROF), and observations from commercial aircraft (E-AMDARave been organized by the EUMET-
NET organization. EUMETNET is a co-operation between 18taresEuropean meteorological ser-
vices. In the case of the wind profiler radars, data are seghfilom a variety of organizations, including
research facilities and airport operations, but no payrpasses between the central organization and the
participants. In some cases , national arrangements fordialasupport to research are made to main-
tain the continuity of operational data supply to the Eusspdata hub. In the case of the observations

!See the web page ht t p: / / www. j pl . nasa. gov/ i gs.
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from commercial aircraft, financial support is required &y ffor the data transmission from the aircraft
to the meteorological data network. Arrangements with tiavidual airlines are mostly based on na-
tional arrangements, but the European scale network mamaagecoordination committee also have a
role. Financial resources on a European scale are digdlot support the requirements of the future
European observing networks, as co-ordinated by the EUMEITNomposite Observing System Pro-
gramme (EUCOS). The European co-ordination of the systésossaeks to maintain uniformity in the
software used to derive the meteorological observatiomth EUMETNET wind profiler and Aircraft
projects have established data monitoring hubs so thatimsnt experts can identify problems in the
data received from the various organizations and feedbdeice when remedial action to observing
systems is required.

Circulation of observations between countries on a globalesis organized by WMO on the basis of
co-operative agreements between member countries. V\Hiliope regional observing networks are
specified as part of Region VI which covers a much larger draa the current EUMETNET coopera-
tion. Countries are committed to circulate an agreed ligibsfervations that have been freely available
historically to all other members. Free circulation in riéale is not necessarily the case for the output
from new observing systems. For instance, some types oheeeddar information are not circulated
internationally, particularly if these are being providetler commercial contracts to national users. Itis
recommended that processed GPS water vapour measureraérgatbd by national meteorological ser-
vices as the type of observation that is made freely availabbll national and international users. It is
probable that unprocessed real time GPS data will havefisigni commercial value in future. If this is
the case, it may be unwise to expect all observations frommatGPS network operators to be made
freely available to a European processing centre. ThusPB @ater vapour networks with high spatial
resolution are required by meteorologists then it seembkgirle that national /regional processing for
real time observations may be essential in addition to antrakized processing on a European scale.

The EUCOS programme identified certain observations asgsistor the future observing networks in
Europe necessary for regional forecasting. In the caseeafuirent radiosonde network, the number of
stations identified was about half the total currently mglabservations. In practice most of the remain-
der of the radiosonde sites continue to operate becauseathagquired for national purposes and are
nationally funded. This raises the issue as to whether thie $patial resolution water vapour network
required for nowcasting and short term numerical weathediption should be funded by national re-
sources with a low spatial resolution network processedsapgorted on a European scale. This will be
one of the issues to be addressed by meteorologists withiprtiposed EUMETNET GPS water vapour
project, see Section 7.8.

Future models for ownership
The principal options for ownership or payment are
e Investment share/shared ownership

e Mutual data exchange

e Product- and/or access-based
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7.6 Implementation options for climate applications

Hans-Peter Plag

The requirements for climate applications appear to bedenyanding in terms of stability of the geode-
tic reference frame, which is implicit in the satellite adoand clocks as well as, for some analysis strate-
gies, and in the coordinates of key stations used to fix trexreate frame. Present experience with the
IGS products clearly demonstrates that the products gexeweith relatively low latency (up to sev-
eral days for the precise orbits and clocks) do not exhibdrgterm stability in agreement with the
requirements for climate applications.

However, the requirements given in Section 3.3 are not welkolidated. It appears that the climatol-
ogists somehow will make use of whatever they get, and tbexefirchiving the data and hoping that
future generations will be able to make use of the data seemske sense if the costs are not high.

In applications having demanding requirements to the kengr stability (though still less than for cli-
mate applications), such as vertical land movements atgalges for detection of secular sea level
changes, where the accuracy requirements are as low as 0¥, rperience has shown that only a
reanalysis of long data sets with a homogeneous, well-defilgh-accuracy analysis startegy eventually
may be capable to provide the required long-term stability.

For climate applications, this results in the requiremertittild up GPS data archives that would allow
reanalyses of databases covering 10 years or more. The nfietenation made available in addition
to the GPS observations themselves needs to be compreh@nsiie sense that the possible causes for
inhomogeneities in the data are documented sufficiently.

National, regional and global GPS data archives are builthyup number of different organizations.
On national level, in most European countries, the natiomapping authorities are responsible for a
national GPS network and they archive the GPS observatibosgh with different level of meta data.
Onregional level, EUREF is receiving data from a sparsefssiramitted stations operated normally by
national authorities, and the data is archived in a puliiGatcessible archive. Stations are committed
on a voluntary basis, which introduces some temporal variahto the station distribution and also
some variations in the quality of the meta information pded to the EUREF data centre. ESEAS is
archiving data from GPS sites co-located with tide gauged,itacan be expected that these data will
also be publically available. On global level, IGS is reagjvand archiving observation from a network
of currently about 300 stations. Similar to EUREF, statiomamitment to IGS is on a voluntary basis.

To ensure availability of GPS data for climate applicatitmes climatological community should provide

clear requirements to the geodetic community. With resfeapplications requiring low spatial resolu-

tion (of the order of 500 km), the presently available infirasture for data archiving on regional level

(EUREF) appears to be promising and close to be sufficieniveder, for a sufficient spatial resolution,

sub-regional and national archives will have to be condul®n national level, metadata may not be
sufficient in all data archives, and efforts should be madeftom the operators of relevant networks on
national level about the requirements.
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7.7 Cost analysis for relevant implementation options

The costs shown in this section were based on informatiovigied to the Working Group (WG 4) during
the last year of the project. In certain areas there was geagreement about the costs involved whereas
in others such as communications, there was a wide rangeiibombout the magnitude of the costs
involved.

The cost analysis was split as follows

e GPS site investment
e GPS site maintenance
e Communication

Processing

Validation and monitoring

Archiving

7.7.1 Costestimates

Tim Oakley, Jan DouSa, Gerd Gendt, Daniel Ineichen, ElnracBnann, Oddgeir Kristiansen, Antonio
Rius, and Jan Johansson

The tables below provide estimated costs for the purchasglliation and maintenance of a GPS site.
Additional tables are provided on costs for communicatiand processing centres for the different
member countries, as costs differ significantly nationalihe figures provided are current costs (year
2002) and are given in Euro.

GPS Site costs (per 1 site)

Equipment When installing a GPS site it is recommended that the equipriseco-located on an
existing instrument site, with an enclosure/building. Tigeres in Table 7.2 are based on an installation
on an existing site, with no special requirements for therama mounting and/or cable ducting/length.

Note 1 — It is recommended that GPS equipment is co-locatddexisting surface measurements and
infra-structure. The quoted figure is to purchase the seiifagtruments but does not include installation,
calibration and maintenance.

Maintenance The figures in Table 7.3 below are based on maintenance fandastd site, which also
have a caretaker visiting the site at least once a week.

In Table 7.3, the spares estimate is based on 1 complete ppai® sites but this figure is dependent on
network redundancy and the support agreement with the vendo

Communication The figures given in Table 7.4 are based on the GPS system theiranly user of
the communication link. By co-located the equipment withentinstruments requiring networking/data
transfer the pro-rata costs per system can be substartisded.
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Table 7.2: Cost estimates related to installation of GP&ors.

| Equipment | Maximum Costs (EURQ)
GPS (Antenna + Receiver) 20,000,
Installation (work services) 5,000,
PC + UPS 2,500,
Commes. connection 500,
(National lease line) 2000,
Surface measurements and/or lightning protegtion 5,000,
(see note 1)

Table 7.3: Cost estimates related to maintenance of GP®riefw

| Maintenance | Average Costs (EURQ)
2 Site visits per year 3,000,
(1 maintenance & 1 emergenay)

Spares (see note 2) 2,500,
Rent costs Variable
Local archiving 500,— to 2000,+
(depends on requirement)

Processing centre costs (per 1 centre)

The costs associated with setting up and running a progessintre is very much dependent on the
national costs both for manpower and equipment. Table BMgs an estimate of the current equipment
and staff costs for each of the main European processingesenThese figures should be used as a
guideline for what it would cost to set-up and operate a [ssiog site.

7.7.2 Comments on cost estimates

John Nash

A GPS water vapour network capable of resolving mesoscaletate in water vapour fields requires a
spacing of about 50 km in the horizontal. The installatiostad such a network becomes a non-trivial
investment for operational meteorology, see Table 7.2s Fhggests that some form of shared invest-
ment between GPS network operators and national metearalagrvices may offer the most practical
way of achieving the resolution required, given that furttlemonstrations of the usefulness of the GPS
measurements offer convincing evidence of benefit to uséamtenance, see Table 7.3, is also an area
where national meteorological services may cooperate tivéhmain national GPS network operators.
It is possible that the infrastructure associated with thetemrological services surface observing net-
works can be used to minimize the installation costs of th& G&work operator.

Developments in communications infrastructure offer rmdthof reducing communication costs, but the
methods used will need to be considered in more detail bgvien projects.



194 CHAPTER 7. PLANNING FOR THE OPERATIONAL PHASE

Table 7.4: Cost estimates related to communication of GRS da

| Communication | Estimated Costs per yefar
Leased line

UK London - Glasgow 650 km 15,000,
Bern to Karlsruhe 20,000,
ISDN line

Germany 800,—
Czech Repub. 460,—
Italy 500,
UK, hourly FTP - actuals 1,000,
ASDL (Switzerland)

256 kbit/s 400.—
512 kbit/s 650.—
2 Gbit/s 2'800.—
Telephone line

Czech Repub. 410,—

Methods of minimizing the number of operational data preitescentres will also need to be considered
by follow on projects.



7.7. COSTANALYSIS FOR RELEVANT IMPLEMENTATION OPTIONS 195
Table 7.5: Cost estimates related to geodetic data praogeéeieuro)

Processing| GFZ (Ger{ GOPE IEEC ASI (Italy) |[LPT NKG NKGS
Centre many) (Czech (Spain) (Switzer- |(Norway) |(Sweden)

Rep.) land)
Personnel || 1.0 personl.0 personl.0 person| 1.0 person 1.0 person0.3 person 0.5 person
costs (pefl(split btw|(split btw (split  bet.
year) 3 staff) 2-3 staff) 3 staff)
Hardware
(per 3-5H
years)
Processing 6000,- 4500,- 6000,- 6000,- 30000,- |2000,- 5000,-
Backup 6000,- 3000,- 3000,- (2 Linux 3000,-

PC plug
RAID)
Archive 30,000,- |estimate 10,000,- 3000,-
(RAID below (no
system) |central

res.)
Communi-
cations
(per year)
(1) Inter-||0,- (central0,- (aca{0,- 0,- (ASIl) |0,- (central O,- 0,-
nal Internet) |demic) facility)
(2)  Pri- 4800,- 5000,- 100 000,
mary (leased (fixed, no(fixed line)

line) limit)
Data n/a (cen{3500,- (estn/a n/a (cenin/a (cenin/a (cen{3000,-
archiving ||tral re-| timate) tral re-| tral re-| tral re-
(per year) || source) source) |source) |source)
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7.8 Recommendation for an implementation plan

After extensive discussions, particularly at the Final Kgbiop of COST 716, the following structure was
recommended for an implementation plan. This plan woule thle demonstration phase of the GPS
water vapour network towards operations and would be baresl BUMETNET GPS Water Vapour
Programme to represent meteorological interests coktdingr with EUREF to provide the geodetic ex-
pertise. On the meteorological side one of the aims of thgegravould be to prepare an operational
network that could be handed over to EUCOS as part of the csitepobserving system by about 2008.

A draft proposal for a future EUMETNET Project was prepaned-ebruary 2004 after consultations
between the Chairman and Vice Chairman of COST 716 and thepehsons of WG 2, 3and 4. The main
objectives suggested for this project were:

1. To continue the transition from research to operationthefproduction and exchange of total
zenith delay and total water vapour from GPS networks in gelro

2. To work with the geodetic community and the data processoorder to agree on and implement
a data processing strategy for long term meteorologicdiagtipns and climate research

3. To establish a hub for GPS water vapour measurements alfitigquonitoring facility suitable for
future operations

4. To co-ordinate meteorological exploitation of natiopalirces of GPS data by cost-effective agree-
ments

5. To provide meteorological support for expansion of GPSolking networks

6. To identify the potential benefits of feedback of metemgalal data to the GPS user community
in order to improve the capability of real time surveying gmecise positioning applications

7. To report on the progress of water vapour/total zenithyddhta assimilation research
8. To promote the use of GPS water vapour measurements iatmpe meteorology by the provi-

sion of suitable teaching material and documentation

The suggested structures for such a project are found in detel in extracts from the proposal to
EUMETNET in Appendix C.



Chapter 8

Conclusions and Recommendations

8.1 Conclusions

The COST Action 716 has run for five and a half year, includirgixamonth prolongation due to the
transition of COST from the European Commission to the EemopScience Foundation (ESF). Fifteen
countries have been active in the action and involved in orseweral of the Working Groups (WGS):

1. State of the art and Project Requirement

2. Demonstration

3. Applications

4. Planning for the Operational Phase
The WGs has produced a number of accomplishments. All dootshwan be found on the web page of
action.

e WG 1 delivered a state-of-the-art report in April 2001.

e The demonstration experiment of WG 2, in the MoU planned tthbee months, developed into
a three year long operational experiment. Although thesa @@ of a varying quality there has
been continuous improvements and they meet the operatiegairements in terms of latency of
delivered data and accuracy. It is also worth to mentionithttte MoU there was an estimate of
a ground-based GPS networks of some 85 sites, now, at thef ¢éimel @ction more than 400 sites
are delivering data to the central hub at the UK Met Office.

e The action has developed a GPS data message type in the BUR& fohich has been approved
and agreed upon by the WMO.

e The application of nowcasting was added during the work efattion. In the MoU only NWP
and climate were identified as possible applications. Nstimg has been studied both in WG 3
and WG 4.

e Climate research has, due to the limited lengths of the adailtime series, focused on model
validation.
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e We have studied the user requirements in terms of long tiataligy for climate monitoring and
found that there are large uncertainties in these speaifitsatWMO's requirements do not apply
to all the different applications in the area. We recommédrad these requirements are revisited
and possibly modified/extended.

8.2 Recommendations

Based on the experiences obtained during COST Action 7I6msuized in the conclusions above we
recommend the following actions and activities for the fataxploitation of ground-based GPS data in
meteorology:

e A continued collaboration between geodetic and meteormdbgommunities in order to make
the best use out of already made investments in infra steicising tax payer support within the
different countries.

e Along the same lines, the best return of investments in ne® &tes may be in countries where
the network density is less than in neighboring countries.

e Stronger coordination of data analysis centres—the peap&JMETNET project need support
in order to make such requests. For an operational servige &ble to provide a high quality and
homogeneous data set there is a need for more top-down ktantréess “best effort” accomplish-
ments.

e Careful archiving of RINEX data and site documentation
e Continued impact studies using the full European netwok\viP
e Reuvisit the user requirements for climate monitoring.

e Assessment of the long term stability of GPS water vapoue series for climate monitoring
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APPENDIXA. LIST OF MEETINGS AND WORKSHOPS

Table A.1: List of meetings within COST Action 716

Date Place Management Working
Committee Group

1999 January 8 Brussels, Belgium 1st -

1999 April 23 Delft, Netherlands 2nd WG1

1999 September 28—-28russels, Belgium

WG1, WG2, WG3

1999 September 29 3rd

2000 March 4 Matera, Italy WG2

2000 July 10-12 Oslo, Norway WG1, WG2, WG3
2000 July 13 4th

2000 December 11-12Sophia Antipolis, France WG1, WG2, WG3
2000 December 12 5th

2001 March 28 Nice, France WG2

2001 June 25-26 Norrkoping, Sweden WG2, WG3
2001 June 26 6th

2001 November 6 Bracknell, UK WG3 Expert Meeting
2001 November 12-1Bracknell, UK WG4

2002 May 16 Offenbach, Germany WG2, WG3, WG4
2002 May 17 7th

2002 October 14 Bern, Switzerland WG2, WG3, WG4
2002 October 15 8th

2003 June 16 De Bilt, Netherlands 9th WG3, WG4
2004 October 20-21 |De Bilt, Netherlands Expert Meeting
2003 December 1-2 | De Bilt, Netherlands WG2, WG3, WG4
2003 December 3 10th

2004 February 26-27

De Bilt, Netherlands

Expert Meeting

2004 May 17-18

Delft, Netherlands

Expert Meeting

! Planning for the Final Workshop
2 Planning and writing the Final Report and the EUMETNET pisgio
3 Finalizing the structure of the Final Report

Table A.2: List of workshops within COST Action 716

Date Place Title URL (http://)

2000 Osilo, The COST Open Workshop: www.gdiv.statkart.no/
July 10-12 Norway Towards Operational GPS Meteorolagyst716/

2002 Potsdam, |The Second Workshop of the COST | op.gfz-potsdam.de/

Jan. 28-29Germany

Action 716: Exploitation of Ground-
Based GPS for Meteorology

D1/COST716/

2003
Dec. 1-3

De Bilt,
Netherlands

The Final Workshop of
COST Action 716

www.knmi.nl/samenw/

cost716/final-workshog

~
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B.1 Members of the Management Committee
B.2 Members of the Working Group 1
B.3 Members of the Working Group 2
B.4 Members of the Working Group 3
B.5 Members of the Working Group 4

B.6 Contributors to COST 716 sorted by affilation
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Table B.1: Members of the Management Committee

APPENDIX B. MEMBERS OF MANAGEMENT COMMITTEE AND WORKING GROPS

Representing |Name Affiliation
Country
Sweden Mr. Gunnar ELGEREDB Chalmers Univ. of Technology
Norway Mr. Hans-Peter PLAG Norwegian Mapping Authority
Austria Mr. Peter PESEC Osterreichische Akademie der Wissenschalften
Mr. Gunter STANGL Osterreichische Akademie der Wissenschafften
Belgium Mr. Hamid NEBDI Royal Meteorological Institute
Mr. Ren WARNANT Royal Observatory of Belgium
Czech RepublicMr. Jan DOUSA Research Institute of Geodesy
Denmark Mr. Kai BORRE Dansk GPS Center, University of Aalborg
Mr. Per HOEG Danish Meteorological Institute (DMI)
Finland Mr. Martin VERMEER Helsinki University of Technology
Mr. Antti A. LANGE Finnish Meteorological Institute (FMI)
France Mr. Marcel ZEPHORIS Meteo-France
Mr. Gilles SOMMERIA METEO-FRANCE/CNRM 2
Mr. Joel VAN BAELEN CNRS - CNRM/GAME
Germany Mr. Wolfgang BENESCH Deutscher Wetterdienst (DWD)
Mr. Gunter RAMPE Deutscher Wetterdienst (DWD)
Mr. Christoph REIGBER GeoForschungsZentrum Potsdam (GFZ)
Mr. Gerd GENDT GeoForschungsZentrum Potsdam (GFZ2)
Hungary Ms. Eva Erzsabet BORSS Hungarian Meteorological Service
Mr. Ambrus KENYERES FOMI Satellite Geodetic Observatory, Peng
Italy Mr. Marco FERMI Telespazio S.P.A.
Mr. Francesco VESPE Agenzia Spaziale Italiana
Netherlands | Mr. Hans van der MAREL Delft University of Technology
Ms. Sylvia J.M. BARLAG KNMI Royal Meteorological Institute
Norway Mr. Bjgrn PETTERSEN Agricultural University of Norway
Spain Mr. Antonio RIUS JORDAN Instituto de Estudios Espaciales de Catalufa
Mr. Jose GARCIA-MOYA ZAPATA Instituto Nacional de Meteorologa
Sweden Mr. Nils GUSTAFSSON Swedish Meteorol. and Hydrological Inst.
Switzerland Mr. Christian MATZLER Universitat Bern
Mr. Jean QUIBY MeteoSwiss
U. K. Mr. Alan DODSON University of Nottingham
Mr. John NASH The Met. Office
EC Mr. Magne LYSTAD Rapporteur TC, COST Meteorology
EC Mr. Zoltan DUNKEL Secretary, COST Meteorology (1999-2001
EC Mr. Pavol NEJEDLIK Secretary, COST Meteorology (2002—-)

I Additional coordinates are foundlat t p: / / ww. 0so. chal ners. se/ geo/ cost 716. ht ni

2 Chair
3 Vice chair
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Table B.2: Members of the Working Group 1: State of the Art Bnoduct Requirement

Country

Representin

yName

Affiliation

Austria

Mr. Peter PESEE?

Osterreichische Akademie der Wissenscha|ften

L Chair

2 No other official members were appointed. The national deésyin the
Management Committee acted as corresponding members/ggppl
information for the State of the Art Report from WG 1.

Table B.3: Members of the Working Group 2: Demonstration
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EC)

Representing |Name Affiliation

Country

Netherlands |Mr. Hans van der MAREL |Delft University of Technology

Austria Mr. Peter PESEC Osterreichische Akademie der Wissenschaften
Belgium Mr. Rene WARNANT Royal Observatory of Belgium

Czech RepublicMr. Jan DOUSA Research Institute of Geodesy

France Ms. Olivia LESNE ACRI ST

France Mr. Erik DOERFLINGER |CNRS LGTS/ISTEEM

Germany Mr. Gerd GENDT GeoForschungsZentrum Potsdam (GFZ)
Germany Mr. Georg WEBER Bundesamt fur Kartographie und Geodasie
Italy Ms. Rosa PACIONE Telespazio S.p.A.

Norway Mr. Oddgeir KRISTIANSEN| Norwegian Mapping Authority

Spain Mr. Antoni RIUS Instituti de Estudios Espaciales de Cataluna (IE
Sweden Mr. Jan JOHANSSON Chalmers University of Technology
Switzerland | Mr. EImar BROCKMANN | Swiss Federal Office of Topography

UK Mr. Jonathan JONES The Met. Office

1 Chair
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Table B.4: Members of the Working Group 3: Applications

RepresentingName Affiliation

Country

Netherlands|Ms. Sylvia BARLAG' KNMI Royal Meteorological Institute

Denmark | Mr. Henrik VEDEL Danish Meteorological Institute (DMI)

Finland Mr. Reima ERESMAA | Finnish Meteorological Institute (FMI)

France Mr. Joel Van BAELEN |CNRS - CNRM/GAME

Germany |Ms. Maria TOMASSINI |GeoForschungsZentrum Potsdam

Italy Ms. Rosella FERETTI | University of L' Aquila

Netherlands| Mr. Siebren de HAAN | KNMI Royal Meteorological Institute

Spain Mr. Antoni RIUS Instituti de Estudios Espaciales de Cataluna (IEEC)
Sweden Mr. Nils GUSTAFSSON | Swedish Meteorological and Hydrological Inst.
Switzerland | Ms. Guergana GUEROVANst. of Appl. Physics, Univ. of Bern
Switzerland | Mr. Jean QUIBY MeteoSwiss

UK Mr. Dave OFFILER The Met. Office

UK Mr. Adrian JUPP The Met. Office

! Chair

2 Hosted by the Deutscher Wetterdienst (DWD) during the COB titne period

Table B.5: Members of the Working Group 4: Planning for thee@gional Phase

Representing | Name Affiliation

Country

UK Mr. John NASH The Met. Office

Norway Mr. Hans-Peter PLAG Norwegian Mapping Authority
Czech RepublicMr. Jan DOUSA Research Institute of Geodesy
Czech RepublieMr. Jaroslav SIMEK Research Institute of Geodesy
Finland Mr. Markku POUTANEN Finnish Geodetic Institute

Finland Mr. Antti LANGE Finnish Meteorological Institute
France Mr. Philippe HEREIL Meteo France

Germany Mr. Gunter RAMPE Deutscher Wetterdienst

Germany Mr. Klaus-Jurgen SCHREIBERDeutscher Wetterdienst

Italy Mr. Francesco VESPE Agenzia Spaziale Italiana

Norway Mr. Sofus L. LYSTAD Norwegian Meteorological Institute
Sweden Mr. Jan JOHANSSON Chalmers University of Technology
Sweden Ms. Chatrine GYLLANDER | Swedish Meteorological and Hydrological Inst.
Switzerland Mr. Dominique RUFFIEUX | MeteoSwiss

UK Mr. Tim OAKLEY The Met. Office

I Chair

2 Viice chair
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Table B.6: Contributors to COST 716 sorted by affilation

ACRI ST, France
Olivia Lesne
Jennifer Haase (now at Purdue University, USA)

Agenzia Spaziale Italiana, Italy
Francesco VESPE

Agricultural University of Norway
Bjgrn PETTERSEN

Bundesamt fir Kartographie und Geodasie, Germany
Georg WEBER
Wolfgang SOHNE

Chalmers University of Technology, Sweden
Gunnar ELGERED

Jan JOHANSSON

Lubomir GRADINARSKY

Borys STOEW

CNRS - CNRM/GAME, France
Joel VAN BAELEN

CNRS LGTS/ISTEEM, France
Erik DOERFLINGER

Danish Meteorological Institute
Per HOEG
Henrik VEDEL

Dansk GPS Center, University of Aalborg, Denmark
Kai BORRE

Delft University of Technology, Netherlands
Hans van der MAREL
Maxim KESHIN

Deutscher Wetterdienst, Germany
Wolfgang BENESCH

Gunter RAMPE

Klaus-Jirgen SCHREIBER

continued on the next page
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Table B.6: Contributors to COST 716 sorted by affilation—oared

Finnish Geodetic Institute
Markku POUTANEN

Finnish Meteorological Institute
Antti A. LANGE
Reima ERESMAA

FOMI Satellite Geodetic Observatory, Penc, Hungary
Ambrus KENYERES

Fondazione Ugo Bordoni, Roma, ltaly
Ermanno Fionda

GeoForschungsZentrum Potsdam, Germany

Chistoph REIGBER

Gerd GENDT

Galina DICK

Maria TOMASSINI (now at Deutsche Wetterdienst)

Thomas NISCHAN

Markus RAMATCHI

Yanxiong LIU (now at Institute of Oceanography in Qingdabjr&)

Helsinki University of Technology
Martin VERMEER

Hungarian Meteorological Service
Eva Erzsabet BORBS

Instituto de Estudios Espaciales de Cataliia, Spain
Antonio RIUS

Alex FLORES

Pepa SEDO

Josep SANZ

Lidia CUCURULL

Xepo BADIA

Estel CARDELLACH

Ana ESCUDERO

Instituto Nacional de Meteorologa, Spain
Jose GARCIA-MOYA

KNMI Royal Meteorological Institute, Netherlands
Sylvia J.M. BARLAG
Siebren de HAAN

continued on the next page
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Table B.6: Contributors to COST 716 sorted by affilation—oared

Meteo-France
Gilles SOMMERIA
Marcel ZEPHORIS
Philippe HEREIL

MeteoSwiss, Switzerland
Jean QUIBY

Jean-Marie BETTEMS
Francis SCHUBIGER
Dominiqgue RUFFIEUX

Norwegian Mapping Authority
Hans-Peter PLAG
Oddgeir KRISTIANSEN

Norwegian Meteorological Institute
Sofus L. LYSTAD

Osterreichische Akademie der Wissenschaften
Peter PESEC
Gunter STANGL

Research Institute of Geodesy, Geodetic Observatory Pecn@zech Republic
Jan DOUSA
Jaroslav SIMEK

Royal Meteorological Institute, Belgium
Hamid NEBDI

Royal Observatory of Belgium
René WARNANT
Eric POTTIAUX

Swedish Meteorological and Hydrological Institute
Nils GUSTAFSSON

Martin RIDAL

Chatrine GYLLANDER

Swiss Federal Office of Topography
Elmar BROCKMANN
Daniel INEICHEN

Telespazio S.p.A., Italy
Marco FERMI
Rosa PACIONE

continued on the next page
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Table B.6: Contributors to COST 716 sorted by affilation—oared

The Met. Office, U.K.

John NASH

Jonathan JONES

Tim OAKLEY

Dave OFFILER

Adrian JUPP

Mark HIGGINS (former WG 3 member, currently on secondmerfighanistan)

University of Bern, Astronomical Institute, Switzerland
Urs HUGENTOBLER

University of Bern, Inst. of Appl. Physics, Switzerland
Christian MATZLER

Guergana GUEROVA

Niklaus KAMPFER

University of L' Aquila, Italy
Rosella FERETTI
Claudia FACCANI

University of Nottingham, U.K.
Alan DODSON

Richard BINGLEY

Norman TEFERLE
Samantha WAUGH

Etienne ORLIAC




Appendix C

The EUMETNET GPS Water Vapour
Programme (E-GVAP)

Appendix C contains the main (selected) parts of the prdposmmitted to EUMETNET by DMI, KNMI,
and The Met Office (U.K.):

Version of 2004-08-16, DMI
Correction of duration inconsistencies 2004-09-07, DMI

(The layouts are different due to different typesettingwafes.)

Summary

Title of Programme E-GVAP

Objective Take actions to prepare the European GPS wateuvajgtwork
to function operationally

Starting date 1 March 2005

Duration of programme 4 years

Cost over two years 516,000 Euros

Cost of first year 129,000 Euros

Date of proposal July 2004

The programme will take actions to prepare and coordindtedwperational processing of GPS water
vapour on both European and national scales. It will fat#itthe transfer of the COST 716 GPS water
vapour network from research funding to operational seraig far as possible in liaison with the geode-
tic community. Suitable standards for processing opearatiGPS water vapour measurements will be
agreed with the geodetic GPS community.

Activities will be designed to improve meteorological edibration with operators of national GPS sen-
sor networks. This will include developing possibilitiesr reducing operational costs by sharing fa-
cilities with non-meteorological GPS applications and byviding feedback of meteorological data to
improve the products of these other GPS applications.
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It will also promote methods of introducing the use of GPSewvaapour measurements to operational
meteorologists.

The costs of the programme are expected to be 129,000 Eurgsgreover four years.

The support of the programme shall be investigated afteEthWlETNET council has decided on it and
written a resolution. Amendments to the proposal requdsgettie council can be taken care of through
this and the call for a responsible member.

C.1 Background

C.1.1 Results of the EU COST Action 716
Total water vapour measurements

The COST Action 716 on Exploitation of Ground-Based GPS fpeftional Numerical Weather Pre-
diction and Climate Applications ran from 1998 to April 200%s part of it a demonstration experiment
on near real time (NRT) processing of total water vapour feometwork of GPS receivers was set up
in Western Europe. The experiment was performed as a cdygeedfort between universities involved

in the application of GPS sensing to either geophysics oeametogy, national/international geode-
tic institutions and mapping agencies, and national metegical services within Europe. It clearly

demonstrated the feasibility of delivering high qualitppessed GPS data for NWP in NRT.

The GPS receivers were mostly hosted at geodetic or surtey within Europe, with a limited num-
ber collocated with meteorological observing sites. Theeoations were processed by up to 8 geodetic
institutes interested in GPS research. Water vapour ottseng were forwarded to a central meteorolog-
ical database with most processing centres achieving ptathlivery timeliness suitable for numerical
weather prediction.

Over much of western Europe the GPS measurement techniguarbady provided continuous moni-
toring of total water at a spatial resolution in the horizdrietter than the existing radiosonde network.
The vapour pressure of water drops very rapidly with tempegaso most of the water vapour sensed is
in the lower troposphere, i.e. at heights up to about 3 kménwmter and about 5 km in the summer.
As the GPS technique primarily senses water vapour in therltnwposphere, the measurements can be
expected to complement water vapour measurements froftiteateSatellite measurements (for exam-
ple HIRS, AMSU(B), GPS radio occultations) are best ableravide the distribution in the horizontal

of water vapour in the upper and middle troposphere and th® @&er network the structure in the
lower troposphere.

The GPS water vapour measurements provide an independésit vepour data set that has already
identified day-night variations in radiosonde humidity samperformance. In future, operating the two
systems together offers the advantage of monitoring thailisgaof radiosonde measurements. If a
radiosonde measurement is in a relatively stable situatitim little change of total water vapour with

time it is likely to represent a fairly large area around theakion in the lower troposphere. On the other
hand if the total water vapour fields are changing rapidlyhwiine, the radiosonde ascent can only be
expected to represent a very limited area in the lower tnolpeie. Hence, the availability of total water
vapour from GPS sensors should improve the quality and bmeeefsi of water vapour measurements
available to operational meteorologists. In some coustrieterpolation of humidity fields between

radiosonde sites in numerical models is based on an assumgidcal relationship between vertical
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structure, surface observations and surface cloud oligmrsaGPS water vapour networks should allow
these assumptions to be largely replaced with actual osisens of water vapour.

At the end of COST 716 there were about 450 GPS sensing saéalde for research. The distribution
of available sites varied a great deal from country to cqumtithin Europe. Individual processing
centres typically processed observations from 50 up to 26§, ut none used the complete set of sites
available. Total zenith delay (TZD) observations were $emh the processing centres to a central data
bank maintained by the UK Met Office in NRT, with at target tiok®sen to suit regional NWP. The data
were then validated and used for NWP impact experimentstgr gtartners in COST 716 and by other
research and development projects, such as the currenpéamrd-ramework 5 project TOUGH and the
former EU project MAGIC. In addition KNMI provided a NRT séce displaying on a web site the
GPS integrated water vapour (IWV) against IWV from HIRLAMégasts and neighbouring radiosonde
measurements. A part of the COST 716 network is included en@UGH project, which finishes
by January 2006, but important contributions are not, mositeable the data from Germany, which
amount to roughly half the total COST 716 stations.

Usefulness of observations

Accuracy assessment during COST 716 showed that most piogeentres were capable of producing
NRT observations of adequate quality to be useful. The higheuracy required by climate use was a
continuing challenge, but observations for this use arbaisty best processed with a greater time delay,
avoiding errors inherent in using rapid calculations offihecise orbits of GPS satellites.

Recent observing system studies have shown that a netwaidtef vapour measurements across Europe
is likely to improve the forecasting of extreme rainfall at@mostly from 6 to 24 hours ahead. Research
into improving the assimilation and use of the GPS data isimoimg and relies on the continued supply
of GPS measurements from the European sites.

Total water vapour measurements from a dense network adicudites (typical spacing 50 km) were
shown to contain information useful for nowcasting sumnuvection.

In another application, the GPS water vapour measuremanmtshieen used to identify forecast errors in
operational models and to verify the improvements in nuoatfiorecasts available from the inclusion
of new satellite water vapour measurements.

A BUFR format for GPS meteorological data has been made ialtbge pilot projects and approved by
the WMO, enabling dissemination via the meteorological GRIMBICDN network. GPS TZD data from
a small subset of the COST 716 sites (where the formal agmsroeuld be made) are being distributed
on the GTS network.

Status of GPS water vapour networks

The availability of the water vapour measurements has gmoweh more rapidly than expected within
the COST 716 demonstration. There are considerable diffesein the status of the sensing systems
within each country. In some case, the observations are avdifable for research under the current
national arrangements. In other countries agreements atade that allow the measurements to be used
for meteorological operations. However, the number of toesiregional groups where a permanent
arrangement for GPS water vapour observing has matured.is lo

For GPS observations to be cost-effective for meteordegisooperative arrangements between the
national meteorological services and institutions deiplpyhe GPS surface sensors must be established.
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This process started under COST 716, but it could not be ategblin a satisfactory manner for most
countries by the end of the action. Similarly, most of the GR& processing centres were working
using research funding and were not funded to form the baekloba European processing system for
an operational water vapour network operation.

Thus, this project is proposed to ensure that the avaitglifi GPS water vapour measurements within
Europe does not cease, but rather continues to developvfoliothe successful start by COST 716.
It will be essential to liaise with the geodetic data prooagsentres to establish a long term policy for
processing operational GPS water vapour measurement$y andrdinate national/regional processing
efforts to ensure availability of operational data from #iele of the European network.

The COST 716 action ended in April 2004 and the present ped@isis to continue and improve the
networking activities started by COST 716 and to developarols cost-effective network operations.
COST 716 identified that the costs of a dedicated GPS wateuvagetwork for meteorology at spacing
in the horizontal of 100 km or better would usually be too exgige for national meteorological services.
Thus, national agreements are required so that the costseodting GPS sensing facilities (sensors +
communications) can be shared between meteorology andiagarsing GPS sensors for other appli-
cations. The aim is to reduce operational costs for both&#e®@PS applications. The EUMETNET
project must take actions to foster the necessary colléiberagreements. Both concerning a continu-
ation of the current GPS data processing on operationakteand to initiate/guide expansions in areas
with currently poor coverage.

C.2 Programme

C.2.1 Obijectives of the programme

COST 716 made substantial progress in developing a netwWalrface based GPS water vapour mea-
surements suitable for operational meteorology. Howether,current COST 716/TOUGH observing
networks are mainly based on short-term arrangements dutledelarge extent by European and national
research activities and national survey institutes. Inesgountries, major problems have been experi-
enced when attempts were made to plan the change from reseaperational funding. The problems
regard compensation both for use of GPS data not freelyadplaifor operational meteorological use as
well as for the processing efforts undertaken by the geodetnmunity. COST 716 recommended that a
follow on project to facilitate the move from research todvaperational status was essential. Otherwise
there is a strong risk that the network established wouldrfed disuse within a few years in many coun-
tries. The proposed EUMETNET project is the meteorologieabonse to the recommendation from
COST 16 with the key issue to make sure that data processthgxamange continues.

The main objectives of the programme are:
1. To continue the transition from research to operationthefproduction and exchange of total
zenith delay and total water vapour from GPS networks in gelro

2. To work with the geodetic community + data GPS processéamgres to agree and implement a
data processing strategy for long term meteorologicaliegibns and climate research.

3. To establish a data hub for GPS water vapour measuremmhiguality monitoring facility suit-
able for future operations.
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4. To co-ordinate the meteorological exploitation of nadgilbsources of GPS data by cost-effective
agreements.

5. To provide meteorological support for expansion of GP&oling networks.

6. To identify the potential benefits of feedback of metemgalal data to the GPS user community
in order to improve the capability of real time surveying gmecise positioning applications.

7. To report on the progress of water vapour / total zenithyddhta assimilation research.

8. To promote the use of GPS water vapour measurements iatmpe meteorology by the provi-
sion of suitable teaching material and documentation.

C.2.2 Programme details
It is proposed that three project teams will deal with thegpaonme issues:

1. Operational liaison group for GPS water vapour
[Managing the interaction between meteorologists and idemGPS sensing community]

2. Expert team on data processing and standards
[Dealing with quality issues associated with GPS data msiog]

3. Expert team on promoting use of the observations
[Including liaison with data assimilation and observingteyn experiments, and with other water
vapour network users]

The programme management will set up the agreements withNM@ who will provide the support to
enable the individual project teams to function. The progree management will provide the neces-
sary project co-ordination and organize the half-yeargnpty meetings. The PM will work under the
guidance of PB-OBS, providing progress reports on the defivark packages.

C.3 Organisation

C.3.1 Programme team

The Programme will be run by a responsible member providiReylavho will be responsible to deliver
the necessary results. The overall management of the pnogeawill be handled at meetings taking
place every six months. Each NMS sends a representativede theetings and sponsors its own delegate
who is responsible for the national meteorological coatlom with the operators of the national GPS
sensor network.

C.3.2 Expertteams

Three expert teams who will be responsible for assignedstasthin the project will support the pro-

gramme. The work of the three expert teams will be performeplrallel. Expert team meetings will

be organized where deemed necessary by the programme nraTaggiven the available budget re-
sources. It will be essential that all NMS be representedhéndperational liaison group. The expert
team meetings have to be financed by the programme as thegomilhin many members from the
geodetic side, not funded for this type of work by other means
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C.3.3 Reporting

The PM will provide regular progress reports to PB-OBS dwihg the half yearly plenary meetings,
and will include specific results from expert meetings. Dadailability and quality will be summarized
in quarterly reports, once the necessary monitoring mesherare established.

C.3.4 Risk assessment

The success of the programme will not purely depend on theuress made available by the NMS,

but will be critically dependent on whether successful apenal liaison can be established with the
operators of the various GPS sensor networks and with teeanel data processing centres. Thus, it is
essential that the operational liaison group is strongppstied and financed. with a suitable contract
placed on the member responsible for organizing this agtivi

C.4 Work breakdown

C.4.1 Programme management

The PM will be responsible for the management of the prograrand the three expert teams. A web
site plus an FTP server will facilitate communication begwegarticipants. The PM will organize the
half yearly plenary meetings. The PM will provide the neaggsupport for the expert meetings to be
held. The PM will in all case cooperate with the local organiaf the meetings.

Thus, the PM has to perform the following tasks.

e Set up working and reporting procedures
e Monitor the progress, initiate corrective actions as nemess

e Preparation of meetings, administration for the meetingautes, etc. (in liaison with EUMET-
NET CO)

e Function of a web site for publicity and project documents
¢ Management of the project budget

e To supervise liaison with the GPS sensing community

e To liaise with bodies like WMO, and the user community

e Delivery of the final report

C.4.2 Operational liaison group for GPS water vapour

Atthe moment a few NMS have agreements with national GP Satmarthat can be expected to continue
for several years in operational mode, but many countries hat yet established a long-term agreement.
Data processing centres are currently supported by rés&arding and up to now are not in a position
to assume the permanent responsibility for processingafataEuropean scale, or the costs which are
associated with such a service.

Thus this group should have the following tasks.
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Agree an operational processing policy for a European segi®nal network using data from
sensor sites where raw GPS data are freely available.

Agree an operational processing policy for data from nati@PS sites where the real time GPS
data cannot be made freely available on a European scale.

Review options for the rapid provision of satellite orbitelaclock offsets for use in the real time
processing centres, and implement collaboration with ghevant agencies as considered neces-
sary.

Identify possibilities for collaboration with other GPS terology programmes, such as the EU-
METSAT METOP GRAS SAF.

Identify what services meteorologists can provide to thesGBnsing community, which may
mitigate the operational costs of the GPS sensing network.

Develop policies where facilities associated with the dgplent of surface GPS sensors (e.g.
sensor sites, communications) can be shared between wlegists and the GPS operators, thus
reducing costs to meteorologists.

Monitor and report on the progress in developing the GPSmwatgour sensing network.

Agree a method of identifying sensor sites unambiguousigeptable to both geodetic and mete-
orological communities (which use different naming coricars).

Provide support for the establishment of operational dedagssing centres, especially in areas
where the network coverage is currently poor.

Provide recommendations for design of GPS networks foorediNWP.

Agree with EUCOS a plan for long term financial and admintsteasupport of the GPS water
vapour network.

C.4.3 Expert team on data processing and standards

Within the COST 716 experiment, various methods of datagssiag were being used with varying
degrees of operational stability. This expert team shouwdkvio identify the necessary standards for
operational and climate products. Therefore it is necgdsar

Update user requirements for processed data, partictiratthe light of ongoing data assimilation
experiments, identifying errors that might be harmful tocssful operations

Develop/update the monitoring and reporting practice$dfedback to GPS data processing centres
and GPS stations operators as necessary.

Report on progress in the development of near real time psirog of total zenith delay

Report on the success and errors of various data processthgiques, and recommend those
methods considered sufficiently reliable to meet the aecegata requirements.

Investigate new developments to optimize data quality lionate use.

Support the implementation of an operational data hub amditgievaluation centres (both for
raw GPS measurements and for the meteorological outpuig.operational monitoring will have

active feedback to the various processing centres and rietvperators in order to sustain data
quality.
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C.4.4 Expert team on promoting the use of GPS water measuremes

Within COST 716 the data processing centres have been disapg by the relatively slow response of
operational meteorologists in using the measurementsdady Some users require a deeper evaluation
of the usefulness of the GPS water measurements before ¢tmgntd significant financial support for
operations. Thus, the expert team needs to take on the fotlovesponsibilities.

e Support the development of improved data displays for te$tdm the European networks.

¢ Develop documentation that introduces meteorologistsR8 @ater vapour measurements , origin
of errors, and examples of the use of observations for mategical operations and research.

e Review progress with data assimilation techniques suddthprove the use of GPS water mea-
surements in numerical weather prediction and the restiissmciated observing system experi-
ments.

e Report on the developments of the use of real time measutenremowcasting and real time
forecast verification.

¢ Report on the use of GPS measurements as a component of fugteerological Integrated Ob-
serving Systems.

C.5 Financial costs per year

Based on 85,000 Euros for 1 person for a yeatr.

Project manager per year 0.75 64k
Liaison group meetings 15k
Expert team meetings 10k
Contract to support hub/central processing 30k
Project travel 10k
Total 129k

C.6 Time table

The programme is planned to start on March 1st, 2005 andttfolag years. Four years is recommended
to allow transfer of data processing and data collectiopaesibilities from COST 716 and TOUGH. It
should also allow time for the development of a plan for EUG@8Ivement in the long-term operations
of the GPS water vapour network.

Plenary meetings at 6 month intervals.

Operational liaison group first meeting in spring 2005. Andegular intervals afterwards, possibly
integrated with the plenary meetings.

Expert teams, maximum number of meetings once per yeassiRli®l decides otherwise.
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Table C.1: Project time table

| Subject [Start |[End[Y1 |Y2 [Y3 |Y4 |

Formation of the liaison and expert groups 00 | 03
Liaison group 03 | 48
Expert team on data processing 03 | 48
Expert team on meteorological use of GPS data 03 | 48
Setup of hub for GPS meteorological data 00 | 12
Continuous running of hub + archive 12 | 48
Quality measurement / reporting setup 00 | 12
Quality measurement / reporting working 13 | 24

Quality measurement / reporting automated, NRT 25 | 48 %
Agreement with EUREF on use/processing of EUREF da@8 | 12
Agreement on processing policy for other “free” data 03 | 12
Agreement on processing for national data not available 03 | 24
ternationally

Develop policies for common facilities (meteorology| 3 | 48
GPS)

Agree on method for identification of GPS sites 03 | 24
Discussions with EUCOS on long term running of oper&4 | 48
tional ground based GPS network

Support (know-how) for establishment of operational pr@4 | 48
cessing centres

Update user requirements 03 | 48
Monitor quality of different processing techniques. Idsnt 03 | 48
superior methods.

Investigate processing strategy for climate use 18 | 48
Report on progress in real time processing 18 | 48
Support displays of data from European GPS network | 03 | 48
Make introduction documentation regarding use of GRE | 48
data in meteorology

Review progress with data assimilation of GPS data in NWIR2 | 48
Report on progress in use of GPS data in nowcasting ah2l | 48
real time forecast verification

Report on the use of GPS measurements as part of fut@k | 48

Integrated Observing System
Identify meteorological data of value to GPS community 03 | 24
Identify other services the meteorological community (cad8 | 24
provide the GPS community
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C.6.1 Milestones

Year 1

e Successful setup of liaison group and the two expert grongdiest year reports from those.
e Successful setup of hub to receive GPS meteorological distaipute them and archive them.
e Start of quality measurement/report facility.

e An agreement with EUREF about the use of EUREF GPS data.

e Recommendations for design of regional/national GPS niéssvfor water vapour determination.

Year 2

e Formal arrangements with national organisations assulétigery of GPS meteorological data to
hub for a multi-year period. Either via NMS or directly with@&VAP.

e Operation of quality measurement/report facility. Qualiteasured against NWP, radiosonde and
other available meteorological data. Reporting quarterly

e Workshop on the production and use of GPS data (possiblyrinexiion with project meeting).

Year 3

e Formal arrangement with facility which can process “raw”&ata which might become avail-
able in Europe, but are not processed already by current G&tRgsing centres for whatever
reason.

e Functioning automated real time quality control of GPS medgical data against GPS meteo-
rological data from nearby GPS stations, other GPS netwaeitkscommon stations, and against
NWP data and other meteorological observations. Automaésd real time feedback to own-
ers of problematic stations and processing centres priogeff®e station(s) in question. Periodic
feedback to all involved patrties.

e Organised support for expansion of network in regions withrgcoverage, and for more GPS sites
collocated with radiosonde sites, airport (AMDAR), andestmeteorological sites.

Year 4

e Ongoing processing of ground based GPS data from an inoge&siropean GPS network.

e Review of processing, utilisation, and impact of groundedb&PS data at European meteorologi-
cal services.

¢ A review/discussion of the future route for European grobaded GPS observations for meteo-
rology.
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were published as summary papers distributed at the wopkdHwese are available at the workshop web
page:htt p://op. gf z- pot sdam de/ D1/ COST716.

The workshop on GPS Meteorology in Japan during January712003 is documented iRroc. In-
ternational Workshop on GPS Meteorologgd included many contributions from the COST 716 com-
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