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Abstract
3M™Peltor™develops active hearing and communication hearing protectors for a
variety of fields. The hearing protectors are not only protecting the user against
hearing loss, but also helping to perceive sounds from the surroundings and to com-
municate with colleagues. Since hearing protectors are used at such di�erent occa-
sions, the soundscapes are variant. However, the hearing protectors function equally
in all environments, which means that they may not always function optimally. In
order to do that, the hearing protectors should be adapted depending on the sur-
rounding soundscape. In that case, the soundscape must be identified and classified.

The aim of this project was to find a possible solution for adapting the hearing
protectors to di�erent soundscapes. Interesting soundscapes were defined based on
user areas. Furthermore, it was evaluated which soundscapes that were possible to
identify and classify. Lastly, they were classified. The k Nearest Neighbour (k-NN)
algorithm was used for classification. The classification was based on time and fre-
quency domain audio features. Furthermore, the ability to work in real time was
evaluated by a complexity analysis.

This project shows that k-NN is a method that can achieve good results when clas-
sifying signals of classes that are present in the data set. However, the method
works quite poorly when classifying signals of other classes than those in the data
set. Classification of ’Speech’, ’Industrial noise’ and ’Alarm’ reached an accuracy of
89%. This result was obtained by using the combination of mel frequency cepstral
coe�cients, zero-crossing rate and energy, together with k = 1 and a data set with
45 samples, i.e. 15 samples from each class.

Furthermore, the ability to work in real time is dependent on the size of the data set,
the number of features used and the frame size. However, based on an approximate
computational time of 1.86 ms for audio frames of size 512, it is indicated that is
should be possible to implement this in real time.

Keywords: Audio features, audio classification, k-NN, k Nearest Neighbours, com-
plexity analysis
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1
Introduction

This chapter presents the background, purpose and objectives of the study. Further-
more, the delimitations are declared.

1.1 Background

A landscape is the composition of all visible features within an area and its land-
forms [1]. These features may both be created by humans and be natural. Fur-
thermore, the sound energy created by a landscape is called a soundscape. It is
created by the combination of three distinct sound sources: geophonies, biophonies
and antrophonies. Geophonies are nonbiological sound energies, which are sounds
from natural phenomena such as wind, waves or thunder, while biophonies are the
sounds from animal vocalization such as voices or bird song and antrophonies are
all the sounds from technical devices, such as engines or industries [2].

3M™Peltor™develops active hearing and communication hearing protectors for a
variety of fields, which have a wide variety of soundscapes. Among others, industry
workers, hunters, police o�cers and soldiers use the hearing protectors. They are
not only protecting the user against hearing loss, but also helping to perceive sounds
from the environment and to communicate with colleagues [3].

3M™Peltor™has made it possible to combine communication and attenuation by
using a level dependent function. The level dependent function is an electronic
sound reproduction system, which limits the sound level inside the ear mu�s so
that it never exceeds 82 dB(A) [4]. The A-weighting (dB(A)) curve is a mimic of
the human hearing and it is utilized to measure the relative loudness perceived by
the human ear [5]. If the surrounding sound is low, it is transmitted and played
by a loudspeaker inside the earmu�s, i.e. the sound is amplified. However, if the
surrounding sound is loud, the hearing protectors provide full protection [4].

Since hearing protectors are used at such di�erent occasions, the soundscapes are
varying. The soundscape may also change within the same user area as di�erent
events occur, such as warnings and speech in an otherwise noisy environment. How-
ever, despite the fact that the soundscapes where the hearing protectors are used
vary, they function equally. This means that they may not function optimally for all
occasions. The active hearing protectors that are currently used have high amplifi-
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1. Introduction

cation, which is not always needed nor desired. In order for the hearing protectors
to function optimally, there is a need of more adaptable hearing protectors. Hear-
ing protectors with the ability to adjust the level dependent function depending on
environment may therefore fulfill this need. To make that possible, the soundscapes
must be identified and classified.

1.2 Purpose

The aim of this Master Thesis is twofold;

1. Find soundscapes that are interesting to identify.

2. Evaluate which of these soundscapes that are possible to identify and classify
them.

This means that the project will investigate a possible solution for adapting the
hearing protectors to di�erent soundscapes.

The goal is to create a classifier, which can classify soundscapes into four classes
with over 90% accuracy. These soundscape classes will be determined after evaluat-
ing which soundscapes that are interesting for classification. User areas where the
hearing protectors should have di�erent applications determine the soundscapes of
interest. These applications can for example be attenuation or high amplification.

1.3 Delimitations

In order to have a reasonable size of the project, some limitations had to be made;

• The thesis will focus on classification of recorded signals to predefined audio
classes.

• The number of classes for the classification will be limited to four.

• The possibility to implement the classifier in real time will be evaluated by a
complexity analysis.

• The signals that will be classified are signals that only contain one audio type,
i.e. they do not contain combinations of sounds.

• Feature extraction will be used together with the k-Nearest Neighbor algorithm
for classification.

2



2
Theory

This chapter covers sound, signal processing and audio classification related aspects
intended to provide a foundation for understanding the key concepts of the thesis.

2.1 Soundscape

Simply, a soundscape can be described as a composition of voluntary and involuntary
combination of sounds from physical and biological sources [2]. However, it is not
only defined by the composition of sounds, but also how the acoustic environment
is perceived by humans [6]. The sounds that mix or mask in order to create a
soundscape can be divided into geophonies, biophonies and antrophonies [2].

Geophonies are all the sounds from non-biological natural phenomena. This includes
wind, rain, thunder, and running water. The morphology of a landscape highly
a�ects the geophonies of a soundscape. Elements such as humidity, temperature
and the scenery of a landscape a�ect the transmission of sounds [2].

Biophonies are represented by all the nonhuman sounds from biological agents, which
are sounds from living organisms in a given ecosystem. Latitude, season and hours
of day yield di�erent patters of the biophonies [2].

Antrophonies are the results of artificial sounds such as cars, industries or airplanes.
Due to the urban development, the antrophonies are the most common sound source
in the soundscape of large parts of the Earth [2].

Antrophonies are most common in urban areas while less common in nature and
where human intrusion is decreased. Geophonies are equally common in all land-
scapes since there is wind, thunder etc. everywhere and since these phenomena are
independent of human intrusion. Biophonies are most common where there is less
intrusion by humans [2].

2.2 Audio Features

Giannakopoulos et al. [7] describe audio features as extracted data, which contain
information about the properties of an audio signal. There are many features both

3



2. Theory

in the time and frequency domain that can be extracted in order to find information
about the time and spectral properties of a signal. These features may be used for
recognition of patterns in the signal. In audio classification, a combination of time
and frequency features is often required [7].

Davis and Mermelstein [8] also highlight the importance of representing audio sig-
nals by informative parameters in audio classification tasks. The audio features are
selected in order to eliminate non-informative data and to extract the informative
data of an audio signal. Since the extracted data is further used for classification
of the signal, the choice of representative parameters highly a�ects the classifica-
tion result [8]. In order to classify a signal, it is important to understand which
parameters that are representative for that specific signal.

Features are often extracted from short frames. Audio signals are therefore divided
into 10-30 ms long audio frames[9]. This is due to the fact that most audio signals
are non-stationary and the short frames may be considered as ’quasi-stationary’ [10].
Each frame is then homogeneous, which facilitates the classification of the frames [7].
The features that are extracted from the frames represent the short-time properties
of the signal [9].

2.2.1 Time-Domain Audio Features

Time domain features are extracted directly from the unprocessed audio signal and
may be used to analyze audio signals in a simple way [7]. Common time-domain
audio features are zero-crossing rate and energy. However, these are often combined
with frequency-domain audio features [7]. In the following paragraphs, time-domain
audio features used in this work will be presented.

2.2.1.1 Energy

The short-term energy is given by the equation

E(i) =
WLÿ

n=1
|x

i

(n)|2. (2.1)

x
i

(n) is the data points in the ith frame and W
L

is the length of the frame [7].
In order to obtain a value that is independent of the frame length, the result from
equation 2.1 can be normalized by dividing it by W

L

,

E(i) = 1
W

L

WLÿ

n=1
|x

i

(n)|2. (2.2)

Since speech signals have di�erent characters and silent parts, the energy will have
high variation for these signals. Parts that are silent will have low energy, while
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parts with speech have high energy [7]. In this project, the energy will be used in
order to distinguish between silent and loud audio frames.

2.2.1.2 Zero-Crossing Rate

Zero-crossing occurs when a signal changes sign from negative to positive or vice
versa [11]. The Zero-Crossing Rate (ZCR) is the number of zero crossings during a
constant time period [11] and is given by the equation

Z(i) = 1
2W

L

WLÿ

n=1
| sgn[x

i

(n)] ≠ sgn[x
i

(n ≠ 1)] |. (2.3)

where,

sgn[x
i

(n)] =
Y
]

[
1, x

i

(n) Ø 0
≠1, x

i

(n) < 0
(2.4)

and W
L

is the frame length. Noisy signals often results in a high sign-change rate
and ZCR can therefore be used to measure the noisiness of a signal [7].

Furthermore, the ZCR can be considered a simple way to measure the frequency
of a signal. However, speech signals are broadband signals and the interpretation
of the average ZCR is not as precise, but the average of short time ZCRs can be a
rough estimate [12].

2.2.1.3 Pulse Counter

Teledyne [13] presents a report that describes an approach for pulse detection. Ac-
cording to the report, the first step is to find the baseline, M(k). The impulses will
then be detected relative to the baseline. In order to not detect false impulses, such
as noise and outliers, a smoothing filter may be used on the signal.

Furthermore, the report mentions that the second step is to have a trigger event,
which is the point where the pulse begins. This point is the data point which has a
value higher or equal to a given threshold, T(k), where

T (k) = M(k) + trigger_level. (2.5)

Trigger_level should be chosen such that the trigger level is higher than the noise
level of the signal [13], see figure 2.1.

The next step according to Teledyne’s report is to find the end of the pulse. The
end of the pulse occurs when the signal falls back against the baseline again. A
threshold is set, which is called the Reset level, see figure 2.1. The point where the
signal passes the Reset level, R(k), is the end of the pulse. The reset level is given
by,
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R(k) = T (k) ≠ reset_hysterisis, (2.6)

where reset_hysterisis is a constant that decides the reset level relative to the trigger
point [13].

Figure 2.1: Illustration of a pulse with a trigger and reset level

Sometimes, the signal regions right before and after the pulse, called the pulse
edges, are of interest [13]. This may be due to the fact that one wants to find single
impulses, which are sudden pulses that have a certain number of time without pulses
before and after it occurs.

2.2.2 Frequency-Domain Audio Features

The frequency distribution of a signal is obtained from the Discrete Fourier Trans-
form (DFT) of a signal. There are many important audio features that can be
computed from the DFT of the audio frame. Three of them are Spectral Centroid,
Spectral Flux and Mel Frequency Cepstral Coe�cients, which will be described in
detail below [7].

2.2.2.1 Spectral Centroid

The spectral centroid measures the position of the spectrum [7]. One can say that
the centroid represents the ’center of mass’ of the spectrum and is connected to the
brightness of the sound [14].

The value of spectral centroid for the ith audio frame is given by

C
i

=
q

WfL

k=1 kX
i

(k)
q

WfL

k=1 X
i

(k)
. (2.7)

Brighter sounds yield higher spectral centroid values [7].
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2.2.2.2 Spectral Flux

The measurement of the spectal change between two following frames as called the
spectral flux. It is given by the equation

Fl(i,i≠1) =
W fLÿ

k=1
(EN

i

(k) ≠ EN
i≠1(k))2. (2.8)

It is the squared di�erence in normalized magnitudes of spectra of the two frames.
Due to the di�erent characters and silent parts in speech, the spectral flux have
higher values for these signals than for instance music signals [7]. This feature may
be used in order to determine the timbre of an audio signal [14].

2.2.2.3 Mel-Frequency Cepstrum Coe�cients (MFCCs)

The MFCCs are among the most popular audio features [10] and represent the cep-
strum coe�cients of the signal on the mel scale [7]. The mel scale is the logarithmic
scale of the normal frequency scale. This feature is e�ectively used in recognition of
structures in signals and in modeling the subjective pitch and frequency content of
audio signals [9]. It has been used for speech recognition, music genre classification
and speech clustering among others [7].

Li et al. [15] present MFCCs as the most important feature in speech recognition,
which may be due to the fact that MFCCs contain a large amount of information.
The book further explains that the first coe�cient, MFCC0, often is discarded since
it only represents the mean of the filter bank energies. However, coe�cient 1-13 is
often used in audio classification [7]. The second coe�cient, MFCC1, describes the
spectral tilt and MFCC2 describes the shape of the audio spectrum [15]. Periodicity
of the signal is represented by the higher order MFCCs [15].

There are five main steps in MFCCs extraction, which are shown below.

1. The first step is to divide the audio signal in frames of a fixed size. Pre-
emphasis of the frame is performed in order to improve the e�ciency of the
analysis and a first order ‘pre-emphasis’ high pass filter emphasizes higher
frequencies. Windowing is also performed in order to weight the frame and
eliminate outliers in the audio frame. A Hamming window is used, since it is
the most common for windowing in frequency domain [10].

2. The DFT of the frame is computed, which results in a power spectrum rep-
resentation of the signal [7]. The implementation in frequency domain will
increase the computational e�ciency in the following step [15].

3. The magnitude of the DFT is used as an input to a mel-scale filter bank,
which contains L filters with overlapping triangular frequencies [7], see figure
2.2. The filter bank maps the power spectrum onto Mel-frequency scale bands
[10].
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Figure 2.2: Mel-scale filter bank

4. A discrete cosine transform is performed on the logarithms of the outputs from
the last filter in order to obtain the Mel-frequency cepstral coe�cients [10].
This is given by the equation

c
m

=
Lÿ

k=1
(log ÊO

k

) cos[m(k ≠ 1
2)fi

L
], (2.9)

where ÊO
k

, k = 1, . . . ,L, is the power at the output of the kth filter and m =
1, . . . , L [7]. Figure 2.3 shows the MFCCs of a speech signal.
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Figure 2.3: MFCCs of a speech signal

2.3 Level Detection

In order to obtain a smooth representation of a signal, level detection can be used
[16]. According to Käsbach’s report [17], the detector compares the current data
value, x[ i ], with the previous data value, x[ i-1 ], in order to filter it properly. The
report presents the level detector function as a first order low pass filter, which uses
di�erent time constants depending on whether x[ i ] - x[ i-1 ] is positive or negative.
The time constant is further used in order to calculate the filter coe�cient, – [16].

The level detection filter is given by,

s[n] = –s[n ≠ 1] ≠ (1 ≠ –)r[n] (2.10)

where – is the filter coe�cient, r[n] is the input and s[n] is the output [16].

Giannoulis et al. [16] state that the time constant, · , is defined as the time it takes
for the system to reach 1 ≠ 1

e

of its final value. This gives,

– = e
≠1
·fs . (2.11)

· is the attack or release constant. Which one it is depends on whether x[i] - x[i-1]
is positive or negative. The attack and release constant determine how long it takes
for the smoothed signal to rise or fall to a new input value r[n] [17]. It is the values
of the attack and release constants that define how the smoothed signal will look.
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Larger attack and release constants will result in a smoothed signal that rises and
falls slowly. Contrary, small constants will yield a smoothed signal that rises and
falls quickly, which makes it follow the original signal closer.

Using a level detection function will not only give an envelope of the signal [16],
but it will also smooth out the data by removing noise and outliers, which removes
insignificant variations between data points [18].

Figure 2.4 shows the smoothed and original version of an alarm signal. The attack
time is rather low since the smoothed signal only reaches half of the amplitude of
the original signal.

Figure 2.4: Level detection implemented on alarm signal, where blue represents
the original signal and orange represents the smoothed signal

2.4 Audio Classification

Extracted features are used together with a classifier in order to classify an audio
signal. When classifying, the signal is given a class label, which is estimated based
on the extracted features. Often, an audio signal is classified to a set of predefined
audio classes. This requires a sample set, which consists of data with known class
labels belonging to these classes. For the following presented classification approach,
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it is assumed that audio frames with homogeneous data are classified, i.e. each audio
frame only contains one audio type [7].

2.4.1 The k-Nearest Neighbor (k-NN) Classifier

The k-NN method is one of the simplest machine learning algorithms used for clas-
sification [19]. The book Introduction to Audio Analysis: A MATLAB Approach by
Giannakopoulos et al [7] introduces the k-NN classifier as a classification method
that does not require a training stage. The book further explains that instead of
samples for training, the samples are directly used for classification. These data sam-
ples have predefined class labels, which is necessary when classifying an unknown
object. The samples can for example be vectors of audio features. The samples
will be compared with the feature vector of the unknown object in the classification
process [7].

The k nearest neighbors are detected among the samples, where k is a predefined
integer larger than one. The nearest neighbors are the samples with features that
are most similar to the features of the unknown object. Which objects that are most
similar is evaluated by a distance measure [7].

If x is the feature vector of the unknown object and v
i

is the feature vector of the
ith sample, the distance measure computes the distance between these vectors. The
most common distance measure is the Euclidean distance [7], which is given by the
following equation

d(x, v
i

) =
ı̂ıÙ

nÿ

j=1
(x(j) ≠ v

i

(j))2[20]. (2.12)

Where i = 1, . . . , M, and M is the total number of samples [7]. ’n’ is the dimen-
sionality of the feature space [20]. The dimensionality is determined by the number
of variables that describes each sample [20]. The number of features determines the
dimensionality in the case where each sample is described by a feature vector. The
variable j is updated from 1 to n so that the distance is computed for each dimension
[7].

The k samples with the shortest distance to the unknown sample are the k nearest
neighbors [7]. In order to classify the object, it is evaluated how many of the nearest
neighbors that belong to each class. The object is assigned the most common class
label among the nearest neighbors [21]. In figure 2.5, classifications using k = 1 and
k = 3 are illustrated. The unknown sample will in both cases be assigned to Class
1, since the largest number of neighbors belong to that class.
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Figure 2.5: Illustration of the k-NN method

Furthermore, it is possible to estimate the posterior probability of the classification
by the following equation,

P (Ê
i

|x) = k
i

k
. (2.13)

P is the probability that the feature vector x corresponds to the estimated class
label i [7].

Better results will be obtained with a larger data set [7]. However, an increased
number of samples will yield an increased computational time. Using a smaller
number of samples will therefore reduce the computational burden of the k-NN
algorithm [21]. The best value of k can be found by tests. Usually, a small value is
preferred [7].

A further step when using a k-NN classifier is to weight the contribution of the
neighbors so that the close neighbors contribute more to the result than the distant
neighbors [19]. A common way to weight the neighbors is to compute the weight,
w, as follows

w = 1
d

(2.14)

where d is the distance to the neighbour [19].

2.5 Performance Measures

In order to evaluate the performance of the classifier, the accuracy, sensitivity and
specificity can be calculated. To compute these, it is necessary to count the true
positives, false positives, true negatives and false negatives of a classification. True
positives, TP

x

, are, for a certain class x, correctly classified frames. True negatives,
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TN
x

, are the frames that are correctly not classified to class x. On the contrary,
false positives, FP

x

, are frames that are classified as x, while in fact belonging to
another class. False negatives, FN

x

, are the frames that belong to class x, but are
classified as another class [22].

2.5.1 Accuracy

The accuracy is a measurement of how well the classification works, i.e with what
accuracy it correctly classifies signals. It can be calculated as,

accuracy = number of correctly classified frames
total number of frames [23]. (2.15)

2.5.2 Sensitivity

The sensitivity is the classifier’s ability to correctly classify the frame as x. It can
be computed according to the following equation

SEN
x

= TP
x

TP
x

+ FN
x

[22]. (2.16)

2.5.3 Specificity

The specificity is the classifier’s ability to correctly classify a frame to another class
than x. It can be computed according to the following equation

SPEC
x

= TN
x

TN
x

+ FP
x

[22]. (2.17)

2.6 Complexity Analysis

Vrajitour et al. [24] mention that when analyzing an algorithm, it is examined how
long it takes and how much space is needed for running the code with an input of
size n. In order to find the complexity and estimated running time, all operations
used throughout the code i stated. The complexity of each operation is expressed
as a function of n [24].

In order to find the complexity of the code, the functions will be rewritten in terms of
big-O [24], see section 2.6.1. Furthermore, since the project aims to investigate the
ability to implement the classification in real time, the running time of the code is
of great interest. Section 2.6.2 explains how the running time of a code is estimated.
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2.6.1 Big-O Notation

Vrajitour et al. [25] define Big-O as,

“Let f(n) and A(n) be positive functions defined on the positive inte-
gers. We say f(n) is big-oh of A(n) as n æ Œ if and only if there exists
a positive constant C such that f(n) Æ C · A(n) for all large values of n.
We denote this by writing f(n) = O(A(n)) as n æ Œ” [25].

The big-O notation should not include any multiplicative constants, since the idea
with this approach is to remove irrelevant constants. For example, if a time com-
plexity, T(n), of an algorithm is described by the function T (n) = D · n + C, where
D is the operations in a loop with n iterations and C is the operation that occurs
only once. Then T(n) can be written as O(n), where O(n) is the big-O notation of
the function T(n). Furthermore, the book states that the growth rate of f(n) is no
faster than the growth rate of A(n). However, the growth rate of f(n) may be slower
than the growth rate of A(n) [25].

Donald Bren School of Information & Computer Science [26] gives examples of the
time complexity of built in functions in Python. For example, simple functions such
as get value at index (A[ i ]), store value at index (A[ i ] = 0) or length of array
(len(A)) have the time complexity O(1). All simple operations on integers with less
than 12 digits also have the time complexity O(1).

Furthermore, operations that are performed on a list where the list has to be searched
have the time complexity O(n), where n is the length of the list. Simple operations
on lists such as adding or removing an element or clearing the list have the time
complexity O(1) [26].

One of the most time consuming algorithms according to Donald Bren School of
Information & Computer Science [26] is the sort function, with a time complexity of
O(n · log n). Another operation with the time complexity O(n · log n) is the discrete
Fourier transform (DFT) [27]. Resampling has according to Hol’s report [28] the
time complexity O(n).

Additionally, many algorithms contain loops or nested loops. The time complexity
of loops are determined by the number of iterations. This presumes that basic
operations are executed each iteration. Nested loops will have the time complexity
O(n2) [24].

Donald Bren School of Information & Computer Science [26] furthermore states that
the if-statement,

if test1 :
code1

elif test2 :
code2

has the time complexity corresponding to the maximum complexity of test1 and
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test2, given that the complexity of code1 and code 2 is O(1).

2.6.1.1 Composing of Complexities

Usually, codes do not consist of solely one operation, but a composition of oper-
ations. It is therefore important to know how to combine the information about
the complexities. The composition is performed since it is preferable to analyze the
total complexity of a code, instead of the complexities of single operations [26].

According to Donald Bren School of Information & Computer Science, the law of
addition for Big-O notation is

O(f(n)) + O(g(n)) = O(f(n) + g(n)), (2.18)

where f(n) and g(n) are separate functions. Furthermore, the time complexity of
these functions can be expressed in the same way,

O(n) + O(log n) = O(n + log n). (2.19)

Since only the greater complexity is taken into consideration, it results in

O(n + log n) = O(n)[26]. (2.20)

It is worth noting that the big-O notation only expresses the time complexity of the
code. This means that it shows how the running time of the code is dependent of
the array length n. Figure 2.6 shows how the running time increases with larger n
for di�erent complexities.
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Figure 2.6: Comparison of computational complexities [29]

2.6.2 Estimation of Running Time

In order to compute the running time of a code, the processor that is used must be
known. Furthermore, the clock cycles that are required for each type of operation
must be known, together with the running frequency of the processor. It is also
dependent on how the compiler translates the original code to machine code [24].
The table below lists commonly used operations and their required clock cycles.
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Instruction Clock cycles
Multiplication 1 [30]

Division 12 [30]
Addition 1 [30]

Subtraction 1 [30]
Load 2 [30]
Sort n2 (n=length of array)
log10 115 [31]
FFT 37536 [32]

Absolute value 1 [33]
Compare 1 [30]

Square root 14 [33]
Bitwise and 1 [30]

Table 2.1: Table of instruction and the clock cycles required for the ARM Cortex-
M4 processor

Furthermore, loops require further clock cycles in addition to those required for
the operations within the loop. It requires two additional clock cycles that corre-
spond to two instructions called the loop overhead; decrement the loop count and a
conditional branch [34].
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3
Related Work

This chapter presents related work within audio classification. This will yield infor-
mation and inspiration for possible ways to approach the classification problem.

3.1 Speech Classification

There are several reports on previous work within speech recognition and classifica-
tion, where some of them will be presented shortly in this section.

Liu [35] presents in her paper that Mel Frequency Cepstral Coe�cients (MFCCs)
and Gammatone Frequency Cepstral Coe�cients (GFCCs) has been used in order to
classify emotion and intensity in speech. A neural network was used, which classified
signals based on extracted features from emotional song and speech. This method
gave an accuracy of approximately 75%.

Badshah et al. [36] presents another study that is using MFCCs and random forest in
order to classify di�erent emotions in speech signals. The study showed an accuracy
of 82.2% when classifying the signals to six classes.

Most speech recognition systems use MFCCs [37]. Abdalla et al. [37] presents a
solution for a speaker recognition system. MFCCs are extracted in order to capture
the characteristics of the speech signal, according to the article. The features were
further used for classification of the signal as a speaker or non-speaker signal. The
classification was performed with great success and obtained an average accuracy of
more than 98% on clean signals and 93% on noisy signals [37].

Jalil et al. [38] describe how the short-term energy, magnitude, zero-crossing rate
and autocorrelation can be used in order to discriminate voiced signals from unvoiced
parts of signals. According to the study, high energy and magnitude, while the zero-
crossing rate is low, indicate that the signal is voiced. Additionally, the zero-crossing
rate can also determine where the speech starts and ends [38].
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3.2 Industrial Noise Classification

No previous work within industrial noise classification was found. However, there
are reports that presents solutions for classification of other noisy environments.

Alsouda et al. [39] found a solution for classifying noise into six di�erent classes
with an accuracy of 85-100%. The k-NN algorithm was used as classifier, with k=1,
and the data set consisted of MFCCs of 3000 audio samples.

Another noise classification presented by Xia et al. [40] was to use a Guassian
Mixture Model as classifier. Normalized Sub-Band Power Spectrum was used as
feature in order classify noise in audio signals. An average accuracy for 14 noise
classes was 97.64% [40].

3.3 Alarm Classification

Carmel et al. [14] mention in their report the importance of equipment that can
detect alarm sounds in order to further warn hearing impaired or distracted people.
Furthermore, the report presents a technique built on machine learning that can
detect alarm sounds in a noisy environment with an accuracy of 98%. Several
audio features, extracted from the envelope of the signal, were used to train the
classifier. According to the article, not all features contribute to the detection of
alarm. However, the features that do contribute to a good classification of alarms
were features based on the spectral flux, the pitch, the short time energy and MFCCs
[14].

According to Ellis [41] report on detecting alarms sounds, most part of all alarms
have a frequency that lies within the 3kHz region. The report further claims that the
spectral centroid would be a good feature in alarm detection [41], since it represents
the ’center of mass’ of the spectrum [14].

3.4 k-NN Classifier in Feature Based Classifica-
tion

Several reports show that the k-NN classifier has been successfully used in feature
based audio classification within healthcare [42][43]. Palapinan et al. [42] describe
how the audio feature autoregressive coe�cients may successfully be used together
with a k-NN classifier in order to classify pulmonary acoustic signals. The result in
the paper shows that respiratory sound classification with the k-NN method has a
mean accuracy of 96.12%.

Chin-Hsing et al [43] report shows the result of using MFCCs combined with the k-
NN method when classifying normal and abnormal lung sounds. The mean accuracy
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of these results were 92.25%, where the sound was classified into seven classes. Both
Palapinan et al and Chin-Hsing et al’s studies show an accuracy higher than 92%
when using the k-NN method with feature based classification [42][43].

Furthermore, feature extraction of audio signals has been used in steganalysis [19].
Bhattacharyya et al present in their paper that a k-NN classifier performs well in
feature based steganalysis, i.e. classify audio signals with hidden messages. The
result shows that the classifier had an accuracy of 100%. The features that were
used in the study were SNR and entropy [19].

Another application of the k-NN method is music classification based on mood
feature extraction [44]. Sudarma et al. [44] claim that it is possible to classify the
music that a person is listening to based on extracted mood features. This is possible
since di�erent music will raise di�erent emotions. The article further explains that
the moods were divided into four classes; Contentment, Exuberance, Depression
and Anxious. A data set of 400 samples were used for the classification stage and
di�erent k between 1-16 were tested. The result shows that k = 3 gave the highest
accuracy, which was 86.55% and the average classification time per music file was
0.01021 seconds. According to this study, the accuracy was not increased with a
larger k. On the contrary, the accuracy seems to decrease with a larger k [44].
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4
Methods

This chapter aims to describe how the study was performed and the methods used
throughout the project. It also describes all the tests that were performed in order to
obtain the final solution for the classifier.

4.1 Literature Review

A literature review was conducted in order to find valuable information about the
subject and to create a theoretical framework early in the process. This infor-
mation included knowledge about soundscapes, audio features, audio classification,
feature based classification and other signal processing related aspects to provide a
foundation of understanding of the project. The knowledge of these subjects was
fundamental in order to approach the problem in a suitable way.

During the literature review, an examination of previous work within audio classi-
fication was performed in order to find information about previous studies within
the area. Furthermore, the study gave inspiration how to approach the problem.

To find information and articles related to the subject, the search engines Chalmers
Library and Google Scholar were used together with keywords such as: audio fea-
tures, audio classification, k-NN, k Nearest Neighbours and complexity analysis. Fur-
thermore, articles related to the project were accessed from 3M Peltor.

4.2 Data

Four soundscape classes were specified in this project. The classes were defined from
application areas. The application areas for the hearing protectors were identified
such that there were di�erent needs of hearing protection for each area.

145 audio samples corresponding to the four specified classes were obtained from
wikimedia.com and soundbible.com, where there are several audio files free to use.
The samples were divided into one data set and one test set.
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For the classes ’Speech’, ’Industrial noise’ and ’Alarm’, there were 40 samples of
each class. 15 samples from each class were used to create the data set and the
remaining samples were used for the test set. For the class ’Other’, there were only
25 samples since these were only used in the test set. This resulted in a data set
with 45 samples and a test set with 100 samples.

For the classification of three audio classes, the test set only consisted of industrial
noise, speech and alarm samples. However, for the classification of four classes it
consisted of all samples. In order to correctly evaluate the accuracy, there were an
equal amount of samples from each class.

30 frames from each audio sample were classified each test in order to have a su�cient
amount of test data. True positives, false positives, true negatives and false negatives
were noted for each test to evaluate the method. The sensitivity, specificity and
accuracy were then computed for the classifier.

4.3 Feature Extraction

The selection of features was based on the information obtained in the literature
review, the related work section and on the analysis of the tests that were performed
successively during the project, see appendix A. At first, only normalized MFCCs
were used to classify unknown audio signals. But since a high accuracy was required,
more features were added along the project work.

The feature extraction was implemented as algorithms in Python, where the algo-
rithms were based on the equations in section 2.2 Audio Features. The algorithms
were written in order to extract relevant features of the sound waves. Furthermore,
the features were used to classify sound waves.

4.3.1 Pre-Processing of Data

In order to have a fair classification, the features must be extracted from audio sig-
nals of the same format. By having the same amplitude, sample rate and data format
of all signals, these factors will not a�ect the classification. Instead, the frequency
properties, time properties and shape of the signal contribute to the classification.

The audio signals were therefore normalized in order to obtain the same amplitude
for all files. By doing so, the shape of the signal became of higher importance for
the classification than the amplitude. The signals were also resampled in order to
obtain the same sample rate for all signals. The signals were furthermore converted
to floats since a .wav-file can have the data formats int16, int32 or floats and the
same format on all files is preferred. Moreover, the signals were divided into short
audio frames, where each frame was 512 bits long, which corresponds to a time of
11 ms.

The energy was calculated for each frame. This was done in order to ascertain that
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the frame contained sound. The frames with very low energy are most probably
silent frames. These frames were disregarded due to the fact that silent frames
can belong to any class and may therefore be falsely classified. The threshold that
decides whether the frame contained sound or not was manually obtained. The
threshold was found by comparing the energy of silent and loud frames. Note that
this was performed on the normalized, resampled and converted frames.

Furthermore, the features for the classification can be extracted from the envelope
of the signal as well. This means that the pre-processing of the data was extended
with a level detection function, which smooth out the data. By doing so, noise and
outliers that may disturb the classification could be removed.

4.3.2 Verification of Feature Extraction

All feature extraction algorithms were verified by tests where the right outcomes
were known in advance.

A sine signal was used in order to verify several feature algorithms. First, it was
used to verify that MFCCs were correctly extracted. MFCCs show the envelope of
the short time power spectrum [45]. The power of a sine wave will lie within one
frequency. A plot of correctly computed MFCCs of a sine signal will therefore show
a straight line. The MFCCs of a sine wave were plotted in order to verify that it
showed a straight line.

Furthermore, a sine signal with known frequency was used to verify that the ZCR
was correctly computed. With a known frequency, the expected ZCR could be
calculated. The ZCR-algorithm was verified by controlling that the expected value
of ZCR was obtained.

The pulse counter algorithm was verified with an impulse signal. The feature ex-
traction was verified by showing that the result for an impulse signal was 1.

The energy is the sum of the squared samples of a signal. The energy of a signal
with the constant amplitude 1 and a specific length should therefore be equal to
the length. The algorithm was tested with a signal with amplitude 1 and a known
length. Furthermore, the energy for a signal with amplitude 0 should be zero.

The flux is the spectral di�erence of two successive frames. Using two identical
frames should therefore yield the result 0.

The spectral centroid is according to section 2.2 Audio Features the ’center of mass’
of the spectrum. The center of the mass of a sine signal should lie at the frequency
of that signal, since it only contains one frequency.
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4.4 Implementation of the k-NN Classifier

The k-NN classification method was used in order to classify unknown audio signals.
The classifier was first implemented for only noise and sinus classification. This was
done in order to evaluate its ability to classify audio signals. It was essential that
the classifier worked for simple classification problems before developing it further
for more complex signals. When the noise/sine classification worked correctly, the
classifier was tested for a set of signals with the four specified classes.

The k-NN classifier required a data set of features from audio samples of the specified
audio classes. As mentioned in section 4.2 Data Samples, 45 audio samples were
chosen to create the data set. The data set was created by extracting features from
the audio files. The features were labeled with the true class labels and stored in
.json files.

The features that were saved were average values. The features were calculated for all
frames throughout the signal. These values were then used to compute the average
feature values of the signal. The result was one feature vector, which represents the
average features of that signal. The average was computed since it represents the
signal more in general.

4.4.1 Distance Computation

The classifier computed the Euclidean distances for each feature between the un-
known sample and all the samples in the data set. The values were saved in arrays,
see figure 4.1, where every index of the arrays corresponds to a data sample. Each
array contains distances for one specific feature. After the distances were computed,
they were added in order to obtain the total distance for each data sample, which
is illustrated in figure 4.1. The shortest distance was then found from the resulting
array.
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Figure 4.1: Illustration of the addition of distance vectors.

In order for the features to contribute equally to the classification, the feature values
needed to be normalized. This was due to the fact that the feature values could
di�er in scale from one to several hundreds. Without normalization, the computed
distances could possibly vary as much.

4.4.2 Normalizing Features

The features were normalized when creating the data set. In order to do this, the
greatest possible value of each feature was found, i.e. the normalization factor.
Dividing the features by the normalization factor resulted in values between 0 and
1. The features of the unknown sample were normalized in the same way. In order
to find the normalization factor for each feature, the equations used to extract the
features were studied together with the frame length and sample rate.

The MFCCs were normalized by the maximum value of the MFCC vector and the
spectral centroid was normalized by the frame length, as described in the book
Introduction to audio analysis: a MATLAB approach by Giannakopoulos et al. [7].

The normalization factor for the ZCR was defined as the maximum zero-crossings
that can occur during one frame. The maximum number of zero-crossings is ob-
tained if the signal changes sign between each sample. A frame with n samples
can maximum have n-1 zero-crossings, which became the value of the normalization
factor.

The energy is computed as the sum of all squared samples. Since the signal was
normalized in the pre-processing stage, the maximum value that each sample can
have is 1. A frame with n samples can therefore have the maximum value n, which
was chosen as the normalization factor. The theory section 2.1 also states that the
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energy is often normalized by the frame length, n.

Furthermore, the normalization factor and maximum value for the pulse counter is
the frame length divided by the minimum pulse length.

The maximum value that can be obtained for the spectral flux is half of the frame
length, n/2. This is due to the fact that the frame is divided in half and the max-
imum value which the subtracted samples can obtain is 1. Because, the maximum
value of normalized magnitudes is 1 and the minimum value is 0.

The classifier computed the distances between the normalized feature values.

4.4.3 Weighting of Distances

When studying the feature values after the normalization it was clear that they
were still in di�erent scales. MFCCs had values between 0.1-1, while the ZCR and
energy had values that were a tenth of that size. The distances for each feature
could therefore di�er as much.

This information gave the idea of weighting the distances in order to increase the ac-
curacy by increasing the impact that the energy and ZCR have on the classification.
Several weightings were tested for both the ZCR and energy in order to evaluate
which was the best weighting. The weighting of the features are illustrated in figure
4.2.

Figure 4.2: Illustration of the weighting of feature distances described in section
4.4.3

4.5 Evaluation and Testing

A number of tests were performed in order to evaluate the accuracy of di�erent
feature combinations. These tests were performed with the test set mentioned in
section 4.2 Data Samples. The feature combinations were tested for both the original
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and smoothed signal in order to evaluate which one that gave the highest accuracy.
Furthermore, tests were performed in order to evaluate the number of k that shall
be used to obtain the highest accuracy. A fourth test was performed to find the
threshold for the distance where signals should be assigned the class ’Other’. The
sensitivity and specificity were calculated according to section 2.5.2 Sensitivity and
2.5.3 Specificity. The accuracy was calculated according to section 2.5.1 Accuracy.

Test 1: Evaluation of Feature Combinations To find a classifier with high
accuracy, di�erent combinations of features had to be tested in order to find the
combination, which yields the best results.

The first test was performed using only MFCCs. The next feature selection was
based on the results of this test together with the theory in section 2.2 Audio Features
and 3 Related Work. Further features were chosen based on the tests that were
successively performed. The number features used was therefore increased along
the project work. New features and combinations were tested until a high accuracy
was obtained. Each combination was tested for a classification of 2250 audio frames,
i.e. 750 frames from each class ’Speech’, ’Industry’ and ’Alarm’.

Test 2: Evaluation of Classification Using Smoothed Signal In order to
evaluate if classification of the original signal or the smoothed signal gave the best
results, the feature combinations in test 1 were used in classification of a smoothed
signals as well. The results gave an indication which method that was best to
proceed with. The data set in this test contained features extracted from smoothed
signals.

Test 3: Evaluation of Number of k Di�erent values of k were tested in order
to find the number of neighbours that yield the highest accuracy. These tests were
performed on the feature combinations that showed the best results for k = 1.

Test 4: Finding Threshold for Fourth Class ’Other’ Once a good accuracy
for classification of ’Speech’, ’Industrial noise’ and ’Alarm’ was found, the next step
was to add the fourth class ’Other’. This class covers all the sound signals that do
not belong to any of the three previously mentioned classes.

The data set used by the classifier does not contain any features corresponding to
signals of the class ’Other’, i.e. the data set only have ’Speech’, ’Industrial noise’
and ’Alarm’ samples. This means that test signals of the class ’Other’ do not have
samples in the data set which they should be paired with.

Whether a signal should be assigned the class ’Other’ or not should therefore be
determined by the distance to the nearest neighbor. If the distance is too long
between the unknown sample and the nearest sample in the data set, the unknown
sample does probably not belong to any of the classes represented in the data set.
The unknown sample should in that case belong to the class ’Other’. A threshold
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should define this distance. If the distance from the unknown sample to the nearest
neighbor is larger than the threshold, the sample should be assigned the class ’Other’.

Several thresholds were tested aiming to find the value where as few samples as
possible are falsely classified. By studying the distance for correctly classified frames
of the first three classes, an approximate value of the threshold was found. Several
thresholds around this value were tested in order to find a suitable threshold.

The test set used for this classification contained, in addition to the previous test
set, signals with sounds of animals, football crowds and songs. These are sounds,
which should be assigned to the class ’Other’. The tests were performed with the
feature combination and k that gave the best results in the previous tests.

4.6 Complexity Analysis

A complexity analysis was performed in order to evaluate the classifier’s ability to
work in real time. The analysis was divided in two parts:

1. Big-O notation

2. Estimation of running time

All operations used in the code had to be stated in order to find the Big-O notation
and the estimated running time. The Big-O notation for each operation was deter-
mined in order to evaluate to total complexity of the code. The estimated running
time was found by computing the total number of clock cycles required for running
the code. The number of clock cycles and the running frequency of the processor
were finally used to estimate the running time in seconds.

The analysis gave an indication of which processes that are computationally costly
and which have a short computational time. It also gave an indication if the classifier
is possible to use in real time.
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Results

This chapter presents all the results of the project.

5.1 Specification of Classes

Four audio classes were specified in this project:

1. Speech

2. Industrial noise

3. Alarm

4. Other

A user area or a specific need defined each class. As mentioned in the limitations,
the sounds that are classified in this project only contain one audio type.

Hearing protectors are often worn by users who communicate with each other or
with other people in the surroundings that do not wear hearing protectors. Thus,
the class ’Speech’ was chosen. It could be a usable function to identify and classify
speech so that the users are aware of when someone is speaking to them.

Workers in noisy industrial environments often use hearing protection. However,
the user may move between noisy and noiseless areas of the industry. It is therefore
desirable that the hearing protectors can identify when the user is located in a
noisy environment. The sounds that belong to this soundscape class only consist of
antrophonies.

Alarms may also be triggered in environments where hearing protectors are used.
The alarms can range from warnings from machines and trucks to fire alarms. If
the user is located in a noisy environment, the hearing protectors are providing
full protection in terms of attenuation. In that case, there is a risk that the user
may not notice the alarm. This can in turn lead to injuries since the user may
not be aware of risks in the surroundings. A hearing protector that can identify
alarm sounds and warn the user can therefore be helpful. Thus, the third class was
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chosen to be ’Alarm’. The sounds that belong to this soundscape class only consist
of antrophonies.

The goal with this master thesis is to classify sound signals into four classes. The
fourth class was therefore specified as ’Other’, which include all the sounds that do
not belong to the three previously mentioned classes. It was important to have a
class that covers all other audio signals, even though they might vary. The sounds
that belong to this soundscape class can consist of geophonies, biophonies or antro-
phonies.

5.2 Feature Selection

A list of the features that were chosen for this project are shown below.

• MFCCs. According to the literature and related work review, this is the fea-
ture that contains the most information and is also the one that has been most
frequently used in previous work. It has also shown to be a successful feature
in both speech, noise and alarm classification. Since earlier classification tasks
have shown a high accuracy by using only MFCCs, this was an obvious choice.
Using MFCCs, the periodicity, spectral tilt and the spectral shape is obtained
with only one feature.

• Zero-Crossing Rate (ZCR). Since the specified classes have signals that
either are semi-periodic or noisy, the ZCR was a good choice as the second
feature. This feature distinguishes well between noisy and clean signals. Fur-
thermore, it can be considered a rough estimation of the pitch, which has
shown to be a good feature for alarm classification.

• Pulse Counter. Since the ZCR did not show much improvement from only
using MFCCs, see appendix A, the next step was to try a pulse counter. When
studying di�erent signals of the classes, speech seems to contain several clear
pulses in each frame. On the other hand, the frames that contain industrial
noise or alarm sounds are very noisy, see figure 5.1. A pulse counter should
therefore be a good feature to distinguish between speech and the other classes.
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(a) Speech (b) Industrial noise

(c) Alarm

Figure 5.1: Signals of speech, industrial noise and alarm. Note that the speech
signal has two clear pulses, while the others are very noisy.

• Energy. As mentioned in section 3.3 Alarm Classification, the short-time
energy has been successfully used in alarm classification. Furthermore, when
studying the energy of frames from the di�erent audio classes, it turned out
that they had very di�erent values of energy for each signal. For that reason,
energy was chosen as a feature.

• Spectral Centroid. Since alarm signals seemed to be the most di�cult
to classify, features that are most useful in alarm classification were chosen.
It was interesting to investigate if the combination of MFCCs and a feature
that is especially powerful in alarm classification could yield good results. As
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mentioned in section 3.3 Alarm Classification, the frequency of most alarms
is in the area of 3 kHz. The spectral centroid may therefore be useful when
distinguishing between alarm, industry and speech.

• Spectral Flux. Spectral flux is one of the features that contribute most to
alarm classification according to the article that was mentioned in section 3.3
Alarm Classification. The feature was chosen since alarm sounds seem to be
the most di�cult to classify, see appendix A. However, the spectral flux may be
tricky to implement in real time since successive frames should be compared.
In order to overcome that problem, each frame was divided in two segments.
These two segments were in turn compared with each other, instead of two
successive frames.

5.3 Classification

The classification was divided in two parts:

1. Classification of sound signals that belong to the three classes ’Speech’, ’In-
dustrial noise’ and ’Alarm’, see section 5.3.1.

2. Classification of signals that belong to the three previous classes together with
signals that belong to the class ’Other’, see section 5.3.2.

5.3.1 Classification of Three Classes

After several tests, it was clear that the classification of the original signal gave
better results than the classification of the smoothed signal, see appendix A - B.
This is probably due to the fact that smoothing the signal removes many important
details. The tests in appendix C also showed that k = 1 gave the best accuracy,
while increasing k decreased the accuracy. Larger k may give lower accuracy since
the data set is too small.

The tests in Appendix A - C showed that the combination that gave the best ac-
curacy was MFCCs, ZCR and Energy together with k = 1 for original signals.
The accuracy was further increased by weighting the distances, as described in sec-
tion 4.4.3 Weigthing of Distances. By changing the impact of the distances to w1·
MFCCs, w2· ZCR and w3· energy, the accuracy increased. This gave the results
presented in table 5.1 below. The green cells represent correctly classified frames
and the red cells represent falsely classified frames.
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Classified label æ Speech Industry Alarm
True label ¿

Speech 628 99 23
Industry 9 739 2
Alarm 3 116 631

Table 5.1: Test using Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1

These results correspond to the accuracy

Accuracy = 628 + 739 + 631
2250 = 88.8% (5.1)

the sensitivities

Sensitivity
speech

= 628
750 = 0.837 (5.2)

Sensitivity
industry

= 739
750 = 0.985 (5.3)

Sensitivity
alarm

= 631
750 = 0.841 (5.4)

and the specificities

Specificity
speech

= 739 + 2 + 116 + 631
1500 = 0.992 (5.5)

Specificity
industry

= 628 + 23 + 631 + 3
1500 = 0.857 (5.6)

Specificity
alarm

= 739 + 9 + 628 + 99
1500 = 0.983. (5.7)

The industrial noise has very high sensitivity but rather low specificity, which is due
to the fact that many speech and alarm samples are falsely classified as industrial
noise. This means that 98.5% of all industrial noise signals are correctly classified.
However, there is a high risk that some of the samples that are classified as industrial
noise in fact belong to another class.

On the contrary, the speech and alarm classification has low sensitivity. 83.5% of
all speech signals are correctly classified and 84.1% of all alarm signals are correctly
classified. However, the classification has high specificity. The frames that are
classified as speech or alarm are correctly classified with a 99.2% respectively 98.3%
certainty. Approximately 15% of speech and alarm signals are falsely classified
industrial noise.
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Note that table 5.1 only shows the test results for one classification. The classifi-
cation method was tested several times using random frames from the training set
and all results showed an accuracy between 88-91%.

5.3.2 Classification of Four Classes

A study of the distances for correctly classified frames in the test presented in section
5.3.1 Classification of Three Classes showed that most distances were between 0 and
1. However, some distances for alarm sounds had values up to 1.5. Thresholds close
to 1 were therefore tested in order to find a suitable value.

The results showed that the classification of four classes did not yield as good results
as the tests for three classes, see appendix A and E. It seemed hard to classify signals
that did not have any samples in the data set to be paired with. However, the best
threshold was T = 0.8, which gave the results presented in table 5.2 below. The
green cells represent correctly classified frames and the red cells represent falsely
classified frames.

Classified label æ Speech Industry Alarm Other
True label ¿

Speech 618 97 0 35
Industry 9 739 2 0
Alarm 0 67 341 342
Other 124 232 102 292

Table 5.2: Test using normalized Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1, T =
0.8

These results correspond to the accuracy

Accuracy = 618 + 739 + 341 + 292
3000 = 66.3% (5.8)

the sensitivities

Sensitivity
speech

= 618
750 = 0.824 (5.9)

Sensitivity
industry

= 739
750 = 0.985 (5.10)

Sensitivity
alarm

= 341
750 = 0.455 (5.11)

Sensitivity
other

= 292
750 = 0.389 (5.12)
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and the specificities

Specificity
speech

= 739 + 2 + 67 + 341 + 342 + 232 + 102 + 292
2250 = 0.941 (5.13)

Specificity
industry

= 618 + 35 + 341 + 342 + 124 + 102 + 292
2250 = 0.824 (5.14)

Specificity
alarm

= 618 + 97 + 35 + 9 + 739 + 124 + 232 + 292
2250 = 0.954. (5.15)

Specificity
other

= 618 + 97 + 9 + 739 + 2 + 67 + 341
2250 = 0.832. (5.16)

According to these results, the ’Speech’ and ’Industrial noise’ classes were not af-
fected by the threshold. However, the ’Alarm’ class was highly a�ected. It is also
clear that the signals of the class ’Other’ are almost randomly classified.

The tests with lower thresholds than 0.8 showed that ’Industrial noise’ retained
the high accuracy, while the classification of speech and alarm sounds decreased in
accuracy, see appendix E.

5.4 Complexity Analysis

There are three main steps in the classification that were each examined separately
in order to find the computational complexity and running time of the code. The
three parts are shown in figure 5.2.
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Figure 5.2: Simple flowchart of the main steps in the classification process

5.4.1 Big-O Notation

The big-O notations for the operations in the code are all found in theory section
2.6.1 Big-O Notation.

The first step in the classification is the pre-processing stage. Only the normalization
is taken into consideration in this stage, see table in figure 5.3. Furthermore, the
big-O notation for the operation is stated. As seen in figure 5.3, the maximum
complexity of the pre-processing stage is O(n).

Figure 5.3: Table of the operations in the pre-processing stage

Step number two is the feature update stage. This stage computes the features for
the current audio frame. Figure 5.4 shows a table of the processes required for this
stage, together with the big-O notation for each operation. The highest complexity
for the feature update stage is O(n · log n), where n = 512, which is the frame size.
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Figure 5.4: Table of the feature update operations

The last step is to classify the audio frame based on the extracted features, which is
the k-NN update stage. All operations and big-O notations for this stage is stated
in the table shown in figure 5.5. The maximum complexity for the k-NN stage is
O(x · m), where x = 45 and m = 41.
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Figure 5.5: Table of the k-NN operations

The combined complexity of the three parts is O(n) + O(n · log n) + O(x · log x).

The complexity of the pre-processing stage and the feature extraction stage is O(n)
+ O(n · log n). This means that the complexity of both stages depend on the frame
size. The total complexity of these stages is O(n · log n), since it is defined by
the highest complexity of the algorithms. This means that the computational time
increases more than linearly with a larger frame size.

The total complexity of the third stage, the k-NN classification, is O(x · log x). This
stage is not dependent on the frame size, but on the size of the data set. The
computational time of the classification increases more than linearly with a larger
data set.

Since the big-O notation of the separate parts of the code is O(n · log n) and
O(x · log x), it is clear that the computational time increases depending on sev-
eral parameters. The computational time will increase more than linearly with a
larger n and x. A graph of the increase in computational time can be seen in figure
2.6 in section 2.6 Complexity Analysis.

5.4.2 Estimation of Running Time

In order to find the estimated running time of the code, the operations listed in figure
5.3-5.5 are compiled together with the required clock cycles for each instruction. See
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table 5.3 below.

Instruction Quantity Clock cycles required per instruction
Multiplication 3929 1

Division 4 12
Addition 2499 1

Subtraction 2566 1
Load 135 2
Sort 1 x2 (x = 45 (size of sorted array))
FFT 2 37536

Comparison 677 1
Bitwise and 82 1

Log 1 115
Absolute values 1846 1

Table 5.3: Table of total number of instructions and the required clock cycles

The total number of clock cycles required for the classification of one frame is 89129,
which can be computed from table 5.3 above. Note that this number of clock cycles
do not include the loop overhead, since it is disregarded in this calculation.

If, for example, an ARM Cortex-M4 processor with the running frequency 48 MHz
is used, the running time of the code is

1
48 · 106 s/cycle · 89129 cycles = 1.86 ms. (5.17)

This means that it takes 1.86 ms for the classifier to classify a frame of size 512,
when using a data set with 45 samples. Note that this is an approximation of the
running time. However, even with an 100% margin of error, classification in real
time would be feasible.

The computational time increases with both a larger data set and by using more
features in the classification. This is due to the fact that with more samples in the
data set, more distances have to be computed in order to find the nearest neighbors.
The same is for the number of features used. When using more features, more
distances have to be computed since the distance for each feature is calculated.
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Discussion

This section will discuss and analyze the results of this project. The method of this
project will be debated with reference to the results. Furthermore, factors that might
have contributed to the results will be analyzed.

6.1 Classification

The results of this project indicate that the k-NN method works well for classifying
signals of classes that have samples present in the data set. However, signals that do
not correspond to any of the classes in the data set are more di�cult to classify. The
distances to the nearest neighbor for di�erent classes seem to vary. It is therefore
hard to find a suitable threshold for the samples that should not be classified.

However, a suggestion for solving this problem is to enlarge the data set. A broader
variation of samples within the classes ’Speech’, ’Industry’ and ’Alarm’ may result in
shorter distances between the unknown sample and the nearest neighbors. A larger
data set means more samples to compare the unknown sample with. The possibil-
ity that the unknown sample matches really well with a data sample is therefore
increased.

Furthermore, industrial noise seems to be the easiest to classify correctly. Many
speech and alarm signals are also falsely classified as industrial noise. This may be
caused by noisy test signals, which can have features that are similar to those of
industrial noise. Moreover, both industrial noise and male voices have low funda-
mental frequencies. This can be a contributing factor to the falsely classified speech
signals.

The accuracy of industrial noise classification may also be high since these sounds
do not vary much. Speech signals, on the other hand, can vary a lot. Factors such
as who is speaking, the fundamental frequency of the speech, di�erent words and
characters, silent parts, etc. makes each speech signal di�erent. It may therefore be
hard to find a close neighbor for speech signals in the data set.

Since the classification is performed in real time, it is just short frames that are
classified. Furthermore, it is only frames which contain sound that are classified.
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This might remove some of the characteristics of speech and alarm signals. It is
typical for both signals to vary between silent and loud parts. However, this property
is impossible for the classifier to analyze since no whole signals are classified and
since all silent frames are disregarded.

Another aspect to take into consideration with this classification is that only frames
with homogeneous data were classified. This means that each frame only contained
one audio type. It is not clear how the classifier would perform if the data was
contaminated by noise or other disturbing errors. Or, if the data contain combined
audio signals from several classes. However, signals that contain several types of
sounds should be possible to classify with this method. Either by extend the data set
with samples of combined sounds or by always classify the loudest of the combined
sound.

6.2 Data

When using the k-NN method it is reasonable to question if a su�cient amount of
data was used and if the data covers all cases that the method is expected to classify.
The data set obviously contained data samples from all specified classes. However,
it is not certain that it contained samples that cover all variations of the classes. A
larger data set may therefore increase the accuracy of the classification. But unfor-
tunately, a larger amount of data will make the classification more computationally
costly. This is due to the fact that the unknown sample will be compared to a larger
data set.

The data set in this project was balanced so that it contained an equal amount
of samples from each class. However, more samples from the classes that are most
di�cult to classify can be beneficial. Additionally, since industrial noise signals seem
to be the easiest to classify, the number of samples from this class may be decreased.

According to previous work mentioned in section 3 Related Work, 400 to 3000 sam-
ples were used in the data set in order to achieve good classifications. This indicates
that the data set used in this project contains too few samples in order to obtain
the best possible accuracy. However, if the data set was enlarged to 3000 samples,
the computational time would be extremely long. Further work must therefore be
performed on the data set. By studying the samples of the data set it is possible
to merge all samples that are very similar. The data set can then be reduced to a
few samples, which may represent several hundreds. This results in a small data set
which covers a broad range of signals. A threshold must be set in order to determine
how much the feature values may di�er in order to merge them. The merge also
results in fewer samples of the classes that have similar sound signals, while the
classes with varying signals will be represented by more samples.

With a larger data set, a larger k may also be used in order to possibly increase
the accuracy. Since there are more samples in the data set, the possibility to match
with several samples of the correct class must be increased.
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6.3 Reliability of The Tests

Another question relevant for this project is if the classification tests were limited
by the size of the test set, since only 100 audio files were available. 30 frames from
each file had to be used for each test in order to have a su�cient amount of samples
to classify. Even though each frame looks di�erent, they are taken from the same
files and may therefore be very similar. The quality and content of the audio files
may also a�ect the test results to a higher extent with a small test set. Files that
are, for example, contaminated by noise will always be included in the tests and
may lead to false classifications.

A larger data set could eliminate such problems. Samples may be contaminated by
noise in a larger data set as well. However, since random files are chosen for each
classification test, these may not always be included. The tests would also be more
trustworthy if the tests were performed with a broader range of signals and with
di�erent random signals each time.

Despite all these concerns, the tests in this project have given a good indication of
how well the classifier works.

6.4 Implementation in Real Time

The results of this project show that the classifier has a rather low computational
time when classifying 512 samples long audio frames with a data set of 45 samples.
It also showed that the highest computational complexities were dependent on the
frame size and the size of the data set. So, by decreasing the frame size, the com-
putational time could be even lower. Furthermore, the code could possibly be made
more e�cient.

The highest accuracy that was obtained in this project was approximately 89%.
Even though this is a high accuracy, it is not su�cient enough to use in hearing
protectors. An accuracy closer to 100% is preferable. However, such accuracy is
not reasonable to try to achieve. There may always be deficiencies or cases were
the classification will be incorrect. Since the hearing protectors are used in order
to protect people from hearing impairment, there has to be a fallback plan for
the cases where the classification is inaccurate. The fallback plan will ensure the
safety of the user. For example, a very noisy environment can be falsely classified
as an environment where high amplification is required. In that case, a backup is
needed which perceives that the sound level is high and which ensures that the right
protection is given.

Furthermore, the probability mentioned in section 2.4.1 can be used. If the probabil-
ity that the samples is correctly classified is high, the level dependent function may
be updated according to the classification. If, on the other hand, the probability
is low the level dependent function will be updated according to the fallback plan.
This approach requires that a k larger than 1 is used.
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6. Discussion

As mentioned in section 5.1 Specification of Classes, the classification of alarm signals
was chosen since it may help users to easier detect alarms and warnings around them.
If hearing protectors o�er this function, the users might rely on the fact that they
will be warned when there is an alarm or warning nearby. This could lead to less
attention on events around them. On the other hand, if the users are aware that
they might not hear alarm signal, they may be more observant. Thus, it is of high
importance that this function works properly if it is o�ered in the hearing protectors.
Otherwise, it might lead to more injuries due to inattention.
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7
Conclusion

The k Nearest Neighbor is a method that can achieve good results in classification
of signals that are present in both the data and the training set. Using MFCCs, the
Zero-Crossing Rate and the short time Energy with k=1 achieved an accuracy of
approximately 89% for this task. However, according to the results of this project,
it works quite poorly when classifying signals of other classes than those that are
represented by the samples in the data set.

Furthermore, the ability to work in real time is dependent on the size of the frame,
the data set and the number of features used in the classification. However, the
computational time achieved with the frame size, data set and features used for this
project is well below what can be considered real time. Therefore, even an increased
data set could work in real time applications.

In order to further evaluate the ability of this method, the number of data samples
in the data and training set should be extended. The data set should be extended in
order to increase the accuracy of the method and the training set should be extended
in order to ascertain the reliability of the method.
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A
Classification with normalized

features

This section presents results from tests using di�erent combinations of features.
The green cells in the tables represent correctly classified frames and the red cells
represent falsely classified frames.

A.1 MFCCs

Classified label æ Speech Industry Alarm
True label ¿

Speech 622 96 32
Industry 10 734 6
Alarm 2 271 477

Table A.1: Test using normalized MFCCs, k=1

Accuracy: 81.5%

A.2 MFCCs and Zero-Crossing Rate

Classified label æ Speech Industry Alarm
True label ¿

Speech 614 113 23
Industry 9 726 15
Alarm 0 243 507

Table A.2: Test using normalized MFCCs and ZCR, k=1

Accuracy: 82.1%
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A. Classification with normalized features

A.3 MFCCs and Pulse Counter

Classified label æ Speech Industry Alarm
True label ¿

Speech 628 83 39
Industry 30 680 40
Alarm 7 205 538

Table A.3: Test using normalized MFCCs and pulse counter, k=1

Accuracy: 82.0%

A.4 MFCCs, Zero-Crossing Rate and Pulse Counter

Classified label æ Speech Industry Alarm
True label ¿

Speech 629 94 27
Industry 30 672 48
Alarm 4 213 533

Table A.4: Test using normalized MFCCs, ZCR and pulse counter, k=1

Accuracy: 81.5%

A.5 MFCCs, Zero-Crossing Rate and Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 618 109 23
Industry 9 737 4
Alarm 1 210 539

Table A.5: Test using normalized MFCCs, ZCR and energy, k=1

Accuracy: 84.8%
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A. Classification with normalized features

A.6 MFCCs and Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 621 106 23
Industry 9 737 4
Alarm 2 176 572

Table A.6: Test using normalized MFCCs and energy, k=1

Accuracy: 85.8%

A.7 Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 172 409 169
Industry 215 440 95
Alarm 72 82 596

Table A.7: Test using normalized energy, k=1

Accuracy: 53.7%

A.8 Zero-Crossing Rate

Classified label æ Speech Industry Alarm
True label ¿

Speech 422 245 83
Industry 298 307 145
Alarm 57 167 526

Table A.8: Test using normalized ZCR, k=1

Accuracy: 55.8%

III



A. Classification with normalized features

A.9 MFCCs and Spectral Centroid

Classified label æ Speech Industry Alarm
True label ¿

Speech 610 100 40
Industry 23 687 40
Alarm 0 231 519

Table A.9: Test using normalized MFCCs and spectral centroid, k=1

Accuracy: 80.7%

A.10 MFCCs, Zero-Crosssing Rate and Spectral
Centroid

Classified label æ Speech Industry Alarm
True label ¿

Speech 605 112 33
Industry 22 680 48
Alarm 0 212 538

Table A.10: Test using normalized MFCCs, ZCR and spectral centroid, k=1

Accuracy: 81.0%

A.11 MFCCs, Pulse Counter and Spectral Cen-
troid

Classified label æ Speech Industry Alarm
True label ¿

Speech 589 111 50
Industry 36 668 46
Alarm 4 217 529

Table A.11: Test using normalized MFCCs, pulse counter and spectral centroid,
k=1

Accuracy: 79.4%
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A. Classification with normalized features

A.12 MFCCs, Zero-Crossing Rate, Energy and
Spectral Centroid

Classified label æ Speech Industry Alarm
True label ¿

Speech 599 125 26
Industry 33 695 22
Alarm 9 109 632

Table A.12: Test using normalized MFCCs, ZCR, energy and spectral centroid,
k=1

Accuracy: 85.6%

A.13 MFCCs, Zero-Crossing Rate, Energy and
Spectral Flux

Classified label æ Speech Industry Alarm
True label ¿

Speech 566 153 31
Industry 47 685 18
Alarm 12 95 643

Table A.13: Test using normalized MFCCs, ZCR, energy and spectral flux, k=1

Accuracy: 84.2%
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A. Classification with normalized features
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B
Classification of smoothed signal

This appendix presents the results from the classification of smoothed signals. The
green cells in the tables represent correctly classified frames and the red cells repre-
sent falsely classified frames.

B.1 MFCCs

Classified label æ Speech Industry Alarm
True label ¿

Speech 329 253 107
Industry 259 346 145
Alarm 27 90 633

Table B.1: Test using normalized MFCCs, k=1

Accuracy: 58.1%

B.2 MFCCs and Zero-Crossing Rate

Classified label æ Speech Industry Alarm
True label ¿

Speech 329 253 107
Industry 259 346 145
Alarm 27 90 633

Table B.2: Test using normalized MFCCs and ZCR, k=1

Accuracy: 58.1%
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B. Classification of smoothed signal

B.3 MFCCs and Pulse Counter

Classified label æ Speech Industry Alarm
True label ¿

Speech 307 271 172
Industry 278 187 285
Alarm 36 87 627

Table B.3: Test using normalized MFCCs and pulse counter, k=1

Accuracy: 49.8%

B.4 MFCCs, Zero-Crossing Rate and Pulse Counter

Classified label æ Speech Industry Alarm
True label ¿

Speech 307 271 172
Industry 278 187 285
Alarm 36 87 627

Table B.4: Test using normalized MFCCs, ZCR and pulse counter, k=1

Accuracy: 49.8%

B.5 MFCCs and Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 329 367 54
Industry 270 423 57
Alarm 53 131 566

Table B.5: Test using normalized MFCCs and energy, k=1

Accuracy: 58.6%
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B. Classification of smoothed signal

B.6 MFCCs, Zero-Crossing Rate and Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 329 367 54
Industry 270 423 57
Alarm 53 131 566

Table B.6: Test using normalized MFCCs, ZCR and energy, k=1

Accuracy: 58.6%

B.7 MFCCs, Zero-Crossing Rate, Energy and Spec-
tral Flux

Classified label æ Speech Industry Alarm
True label ¿

Speech 329 367 54
Industry 220 467 63
Alarm 76 132 542

Table B.7: Test using normalized MFCCs, ZCR, energy and spectral flux, k=1

Accuracy: 59.5%
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B. Classification of smoothed signal
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C
Evaluation of number of k

This appendix presents the results from the evaluation of which number of k that
yield the best result.

C.1 MFCCs, Zero-Crossing Rate and Energy

Two values of k were tested for the combination MFCCs, ZCR and energy in order
to evaluate the accuracy when using k>1. The green cells in the tables represent
correctly classified frames and the red cells represent falsely classified frames.

C.1.1 k = 3

Classified label æ Speech Industry Alarm
True label ¿

Speech 662 63 23
Industry 60 690 0
Alarm 9 381 360

Table C.1: Test using normalized MFCCs, ZCR and energy, k=3

Accuracy: 76.1%

C.1.2 k = 7

Classified label æ Speech Industry Alarm
True label ¿

Speech 621 106 0
Industry 60 690 0
Alarm 5 406 339

Table C.2: Test using normalized MFCCs, ZCR and energy, k=7
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C. Evaluation of number of k

Accuracy: 73.3%

C.2 MFCCs and Energy

Two values of k were tested for the combination MFCCs and energy in order to
evaluate the accuracy when using k>1. The green cells in the tables represent
correctly classified frames and the red cells represent falsely classified frames.

C.2.1 k = 3

Classified label æ Speech Industry Alarm
True label ¿

Speech 663 64 23
Industry 60 690 0
Alarm 10 385 335

Table C.3: Test using normalized MFCCs and energy, k=3

Accuracy: 75.0%

C.2.2 k = 7

Classified label æ Speech Industry Alarm
True label ¿

Speech 625 102 0
Industry 60 690 0
Alarm 10 436 304

Table C.4: Test using normalized MFCCs and energy, k=7

Accuracy: 72.0%
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D
Weighting of distances

This appendix presents the results from the weighting of features. The green cells
in the tables represent correctly classified frames and the red cells represent falsely
classified frames.

D.1 MFCCs + Ê1· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 621 106 23
Industry 9 738 3
Alarm 2 144 604

Table D.1: Test using normalized MFCCs + Ê1· Energy, k=1

Accuracy: 87.2%

D.2 MFCCs + Ê1· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 625 102 23
Industry 9 739 2
Alarm 2 135 613

Table D.2: Test using normalized MFCCs + Ê1· Energy, k=1

Accuracy: 87.9%
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D. Weighting of distances

D.3 MFCCs + Ê1· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 628 99 23
Industry 9 740 1
Alarm 6 131 613

Table D.3: Test using normalized MFCCs + Ê1· Energy, k=1

Accuracy: 88.0%

D.4 MFCCs + Ê1· ZCR + Ê2· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 628 99 23
Industry 9 739 2
Alarm 3 116 631

Table D.4: Test using normalized MFCCs + Ê1· ZCR + Ê2· Energy, k=1

Accuracy: 88.8%

D.5 MFCCs + Ê1· ZCR + Ê2· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 627 100 23
Industry 9 737 4
Alarm 2 155 593

Table D.5: Test using normalized MFCCs + Ê1· ZCR + Ê2· Energy, k=1

Accuracy: 87.0%

XIV



D. Weighting of distances

D.6 MFCCs + Ê1· ZCR + Ê2· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 629 98 23
Industry 9 737 4
Alarm 2 118 630

Table D.6: Test using normalized MFCCs + Ê1· ZCR + Ê2· Energy, k=1

Accuracy: 88.7%

D.7 MFCCs + Ê1· ZCR + Ê2· Energy

Classified label æ Speech Industry Alarm
True label ¿

Speech 629 98 23
Industry 9 739 2
Alarm 4 117 629

Table D.7: Test using normalized MFCCs + Ê1· ZCR + Ê2· Energy, k=1

Accuracy: 88.8%

D.8 MFCCs + Ê1· Energy + Ê2· Spectral Flux

Classified label æ Speech Industry Alarm
True label ¿

Speech 627 100 23
Industry 9 741 0
Alarm 6 121 623

Table D.8: Test using normalized MFCCs + Ê1· Energy + Ê2· Spectral Flux, k=1

Accuracy: 88.5%
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D. Weighting of distances

D.9 MFCCs + Ê1· Energy + Ê2· Spectral Centroid

Classified label æ Speech Industry Alarm
True label ¿

Speech 631 96 23
Industry 9 740 1
Alarm 5 130 615

Table D.9: Test using normalized MFCCs + Ê1· Energy + Ê2· Spectral Centroid,
k=1

Accuracy: 88.3%
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E
Testing Threshold for Class

’Other’

This appendix presents the results from the tests of threshold for the class ’Other’.
The green cells in the tables represent correctly classified frames and the red cells
represent falsely classified frames.

E.1 T = 1

Classified label æ Speech Industry Alarm Other
True label ¿

Speech 618 97 0 35
Industry 9 739 2 0
Alarm 1 114 375 260
Other 153 275 144 178

Table E.1: Test using normalized Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1, T =
1

Accuracy: 63.7%
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E. Testing Threshold for Class ’Other’

E.2 T = 0.8

Classified label æ Speech Industry Alarm Other
True label ¿

Speech 618 97 0 35
Industry 9 739 2 0
Alarm 0 67 341 342
Other 124 232 102 292

Table E.2: Test using normalized Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1, T =
0.8

Accuracy: 66.3%

E.3 T = 1.2

Classified label æ Speech Industry Alarm Other
True label ¿

Speech 627 99 0 24
Industry 9 739 2 0
Alarm 2 115 479 154
Other 163 300 196 91

Table E.3: Test using normalized Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1, T =
1.2

Accuracy: 64.5%

E.4 T = 0.7

Classified label æ Speech Industry Alarm Other
True label ¿

Speech 476 28 0 246
Industry 9 734 1 6
Alarm 0 26 319 405
Other 84 181 49 436

Table E.4: Test using normalized Ê1· MFCCs, Ê2· ZCR and Ê3· energy, k=1, T =
0.7
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E. Testing Threshold for Class ’Other’

Accuracy: 65.5%
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