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A multimodal deep learning approach for real-time fire detection in aerial imagery
Daniel Posch, Jesper Rask
Department of Electrical Engineering
Division of Signal processing and Biomedical engineering Chalmers University of
Technology

Abstract
An increasing wildfire risk is a reality for a big part of the world. Warmer temper-
atures and drier conditions are the major contributors. The key to control a fire, is
to quickly locate the affected area, before it reaches an uncontrollable state. As a
consequence, researchers have shown an increased interest in a solution to a reliable
early fire detection. Fire departments need an effective solution to locate and map
the possible fires in an area. By introducing aerial fire detecting units, the fires
could quickly be located and suppressed.

Convolutional neural networks are the current state of the art technique regarding
image classification. This thesis explores the possibilities of extracting fire features
by trained models, with the purpose of improving the accuracy and detection speed
of the traditional approaches. By evaluating known CNN architectures such as
VGG16, FireNet, DenseNet and InceptionV3 using transfer learning, a fire detection
system was created. These architectures were applied by training models in different
modalities, namely thermal and RGB. A multimodal approach to this problem is
suggested, where the most accurate thermal and RGB model are combined together
in a late fusion fashion.

By implementing several architectures, the evaluation of a single stream network
and multimodal architecture became possible. The results clearly indicate that a
multimodal approach could increase the performance of the model, compared to
traditional CNN approaches. The multimodal architecture achieved a TPR of 100%
and FPR of 0% while the best single streamed CNN reached a TPR of 97% and
a FPR of 0,02%. The models were evaluated on a testset composed of 300 images
taken from a surveying drone, that is independent from the train- and validationset.
However, the combination of thermal and RGB data from the exact same scene
is too limited to make any definitive conclusions of the multimodal architecture
compared to the single stream network. Hence, the amount of varying scenarios in
the multimodal testset is less compared to the RGB testset. During the project,
extensive data augmentation of the original dataset was made and compared to the
original dataset, which led to a conclusion that augmenting data could result in an
increase in performance.

convolutional neural network, multimodal, late fusion, deep learning, CNN, fire
detection, wildfire, transfer learning
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1
Introduction

The forests are one of the key characters in nature, they stabilize soil, store water,
dictate weather patterns and work as the planet’s lungs by manipulating the carbon
dioxide levels in the atmosphere [3]. The forests also have an economic impact, due
to its contribution to a large number of job opportunities. Unfortunately, there has
been a significant increase of wildfires in the past years. Since 2000, an average of
73 000 wildfires ravages 7 million acres every year [17]. This threatens both human
infrastructure as well as the ecosystem near the fires. Therefore, forest fire fight-
ing is one of the most important methods in the preservation of natural resources.
Traditional methods of forest fire monitoring include watchtowers near vulnerable
areas, air patrols and calls from the general public. These are inefficient methods
considering vulnerable areas could change from year to year, and requires human
interaction which could potentially threaten the observers’ safety.

In the age when we witness a long-term rise in the average temperature of the
planet, any reduction of CO2 emissions is critical to prevent the irreversible increase
of the world temperature. Although estimates vary and have some uncertainties,
experts approximate that the wildfires account for up to 20% of the greenhouse
gas emissions, and are estimated to increase [20]. Furthermore, wildfires and global
warming are two phenomena that reinforce each other. Consequently, prevention
and suppression of wildfires is a growing task. Carmenta Public Safety [29] focuses
on emergency response systems with customers all over the world which handle call
taking, dispatch and communications technologies. Customers of Carmenta, who
experienced an increase in the number of wildfires in recent years have expressed
the need for reliable fire detection technology in order to aid firefighters with valu-
able information such as fast localization and area affected. The company wants an
implementation of a fire detection system that can be used by an unmanned aerial
vehicle (UAV), equipped with different sensors in order to safely extract information
of the wildfire. A UAV with computer vision techniques is capable of covering the
need for a safe, mobile and efficient wildfire monitoring.

1.1 Aim
This thesis aim to develop a computer vision based technique suitable to achieve a
fast and robust fire detection system from the perspective of a UAV. The system
will be able to locate if there is a fire present in an image and locate where in the
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1. Introduction

image the fire is. When a fire is located, its coordinates are exported to the fire
visualizer and displayed as an affected area. The solution will be based on both
RGB and thermal images in an attempt to increase the robustness of the system.
Furthermore, we will investigate if one could benefit from using both RGB and ther-
mal images as input to a two-streamed neural network to detect a fire in a frame
which, as a result increases the true-positive and true-negative rates.

By implementing a two-streamed Convolutional Neural Network (CNN) based on
the leading architectures in the field, the objective is to achieve a binary classifi-
cation task with high accuracy compared to previous models and yet maintain a
speed that is viable for a real-time system. The goal is to produce one CNN for
each modality and combine them as a multimodal network. The reasoning behind
creating a classifier and not a localization network is that the precision gained from
a localization system is not needed for mapping an area of a fire. This is due to the
fact that the fire department want information about the surrounding environment
such as vegetation, buildings, etc. of the fire. Hence, detailed bounding boxes are
not needed, minor segmentation of the image is adequate.

The main questions that this thesis will address are:

• Could a two-streamed multimodal CNN’s binary classifier outperform previous
approaches that are explicitly based on color values and temporal information
in a fire in terms of detection rates?

• Could data augmentation on the relatively small dataset increase the perfor-
mance of the classification model?

• How does a two-streamed multimodal CNN perform compared to using a single
streamed CNN in terms of fire detection?

• Is this approach appropriate for the hardware equipped on a UAV?

1.2 Approach
To answer the presented research questions, the work is divided into three parts.
The first step is to create two separate fire detection algorithms, one classifying
RGB images and one thermal images. The second step is to combine these two
CNN’s in a multimodal fashion, by using both thermal and RGB images as input
to the CNN. The final step of this thesis will evaluate the different solutions in
terms of precision and speed to conclude if this solution is suitable for a real-time
drone-based fire detection application.

1.3 Delimitation
This project will develop and evaluate a computer vision system, that could poten-
tially be equipped on a UAV. The data provided from Carmenta is from real-life
scenario video streams of wildfires, taken from sensors that were placed on a man-
ually driven UAV. The videos extracted are both from sensors of an RGB camera
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1. Introduction

and a thermal camera. Therefore, this project will touch neither the hardware nor
the control system that is needed for maneuvering the UAV. The UAV perspective
will be simulated using the data provided by Carmenta.

We will take into account that a UAV-based machine has limited processing power,
but will assume that the vehicle is equipped with the highest level of general devel-
opment hardware.

The system will extract potential candidates of fire exposed regions and if the can-
didate is evaluated to be a real fire, that region should be plotted on the map. The
map API is a developed software provided by Carmenta, and will be used for the
creation of the visualization application.

1.4 Outline
In this thesis, the theory behind neural networks will be explained, more precisely
the different techniques required to build a convolutional neural network, what the
different layers do and why they are used. Furthermore, different techniques used
to prevent low accuracy of a neural network model will be covered. The thesis will
illustrate different multimodal approaches to deep learning such as early, middle and
late fusion.

In the methodology section, the different frameworks used during the project will be
presented. The experiments conducted on presented network structures will be cov-
ered, as well as how the multimodal approach was solved. Furthermore, techniques
regarding training a neural network such as training a CNN from scratch and using a
pre-trained models are evaluated. The construction of a multimodal model and how
it is trained are introduced, followed by an explanation of the evaluation process.
The training process is further explained by showing the structure of the dataset,
the pre-processing steps and the data augmentation performed on the dataset. Fi-
nally, the implementation of the CarmentaEngine application is presented.

The result chapter will cover the experimental outcome of our approach compared to
benchmarks presented by the baseline models using the evaluation metrics explained
in the methodology chapter. Lastly, future work and the results of the thesis are
discussed in the discussion and conclusion chapters.
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2
Theory

2.1 Artificial Neural Network
Since the discovery in 2010 of the computational power in GPUs (Graphical Process-
ing Unit) for machine learning [31], the field of neural network has massively grown
in popularity. This section aims to simplify the idea of the biological model of neural
networks and explain how artificial neural networks grew from that idea. Further-
more, this section will introduce the fundamentals of convolution neural networks
and its vital parts.

2.1.1 Biological structure
By looking at an image, the human brain can extract a huge amount of informa-
tion in seconds. Information about the scene, people’s identities, actions and even
intentions. The human brain is capable of unfolding an image of RGB values into
information, and so are computers.

To replicate the function of the human brain, one has to understand the structure
of the nervous system. The neuron doctrine Cajal [5] state that the brain is made
from elementary signaling units called neurons. There exist many different neurons,
but they all share some basic components.

Figure 2.1: Examples of different neurons sharing the same components [8].

As shown in Figure 2.1, the basic morphology of the neurons are the axons, dendrites,
cell bodies and synapses. One analogy is to think of a neuron as a tree where the
dendrites, axon and cell body represent the branches, root and trunk of the tree [44].
Information flows from one neuron to another across a synapse, which is the contact
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2. Theory

point between them. The dendrites form a fine filamentary bush with thinner fibers
than the axon and work as the input channel for a neuron. The axon is a thin cylin-
der carrying impulses from the body to other cells and splits into endbulbs as the
output channel. A neuron could have several dendrites, however, only one axon [44].

The given description of a neuron is heavily simplified, compared to how the neuron
actually operates. The individual neurons are complicated, as there exist hundreds
of different classes of neurons, they have a myriad of parts, control mechanisms
and sub-systems. Together, the different types of neurons form a process which is
asynchronous and not continuous. The modern artificial neuron try to replicate the
most basic functions of this highly complex organism.

2.1.2 Artificial neurons

The artificial neuron is the primary unit of a neural network, that simulates the
most basic functions of the biological brain neurons.

Figure 2.2: An artificial neuron with basic functionality [33].

The artificial neuron represented in Figure 2.2 receives multiple inputs represented
by Xn that is multiplied with a connection weight Wn. The products are summed
and fed through a transfer function and produce an output. This is one example of
how an artificial neuron operates and it is not the general structure, since there ex-
ist several implementations of structures that utilize different summing and transfer
functions.

The output of the summing function is sent as input to the transfer function. The
transfer function takes the input and transforms it to a certain value depending on
the function. The most common transfer functions are Sigmoid, Tanh, ReLU and
Softmax.

6



2. Theory

ReLU function The Rectified Linear Unit is most commonly found in deep learn-
ing models and is defined as the positive part of the argument x:

f(x) = x+ = max(0, x),

where x defines the input to a neuron. The function returns a non-negative value x
> 0, otherwise it returns 0, see Figure 2.3c on the following page.

Sigmoid function The logistic sigmoid function is mathematically defined as:

σ(x) = 1
1 + e−x

= ex

ex + 1 .

The function is characterized by its S-shaped curve as can be seen in 2.3b on the
next page. The return value of the function tends towards zero when the input
moves towards negative infinity while the function tends to one when the input
moves towards positive infinity. The sigmoid function is often used as the output
layer’s activation function for binary classification problems [33].

Tanh function The hyperbolic tangent function is a rescaled version of the sig-
moid function, but the output values ranges from [-1,1]. Strongly negative inputs are
mapped to negative outputs, inputs with the value zero will be mapped close to zero
and large positive values are mapped to a positive output [48]. The mathematical
expression is defined as:

tanh(x) = sin(x)
cos(x) = ex − e−x

ex + e−x
,

and visualized in Figure 2.3a on the following page.

Softmax function The softmax function is an exponential activation function
that is commonly used in the output layer, where the input values S(yi) are nor-
malized into a vector that is fed into a probability distribution whose total sums up
to 1 with range [0,1]. Since the softmax function has a range [0,1], it is suitable to
apply the softmax function in network with multiple classes [15]. The mathematical
expression of the softmax function is defined as:

S(yi) = eyi∑
j e

yj
.

2.1.3 Artificial Neural Networks
A neural network consist of groups of artificially created neurons, called layers. An
artificial neural network typically consist of an input layer, a number of hidden lay-
ers and an output layer, as visualized in Figure 2.4 on the next page. Each layer
consists of multiple artificial neurons, and the information that flows between the
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(a) Tanh (b) Sigmoid (c) ReLu

Figure 2.3: A graphical representation of the transfer functions described [48].

neurons is indicated with the black lines.

The first layer presented in Figure 2.4, is the input layer. This layer is considered
to be passive, meaning that it does not change the data. The input layer’s neurons
receive values on their input channel and passes that information to their individual
connections. Unlike the input layer, the hidden layers are considered to be active
layers, meaning they can modify incoming data. In Figure 2.4, each value is sent
to all the hidden neurons (represented by the arrows), this is called a fully inter-
connected structure. The number of hidden layers differ for every network and are
heavily dependent on what type of problem the network is trying to solve. The
hidden layers may also use different types of transfer functions, such as ReLU, Tanh
and Sigmoid. The problem in question and what data is being processed are two
deciding factors when it comes to choosing the right transfer function [45].

Figure 2.4: An example of a three layered neural network, compromised of an
input layer, a hidden layer and an output layer [42].
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2. Theory

2.1.4 Convolutional neural network
Deep-learning networks are commonly distinguished from the shallow neural net-
works by their depth. A neural network that consists of more than one hidden layer
is generally defined as a deep neural network. The convolutional neural networks are
similar to the neural network as they are made of neurons with learnable weights and
biases, and the whole network still expresses a single differentiable score function.
However, the convolutional neural network is typically defined by the type of hidden
layers it uses, such as convolution, fully connected, normalization and pooling layers.

Using neural networks for image pattern recognition works well for small images that
are single layered and consists of simple shapes. However, using fully-connected neu-
ral networks on images with high resolution and three color channels would lead to
a huge number of trainable parameters. As a result of the increased amount of
parameters, the model will probably prone to overfit.

Convolutional neural network has its neurons arranged in a 3-dimensional structure:
width, height and depth. Rather than focus on one single pixel at a time, the
convolutional network uses square patches of pixels and passes them through a
filter, called a kernel. The purpose of the process is to transform the image into a
form that is easier to process, without missing any features that are critical for the
prediction.

2.1.5 Convolution
The convolution operation is the main building block of a Convolutional neural
network. The convolution takes a filter or kernel of a specified size and slides it
over the input with a given stride, that specifies how many columns the filter should
move on the input image. A dot product between the filter and section of the input
(the same size as the filter) is computed in each step, shown in Figure 2.5 on the
following page. The output generated from each step are summed into a feature
map which is put together as a final output [9]. In purely mathematical terms, the
operation is defined as a linear operator that transforms data from one domain to
another:

(f · g(t)) =
∫ ∞
−∞

f(τ)g(t− τ)dτ . (2.1)

The input image I is on the left side of Figure 2.5 and the filter K is in the middle.
Due to the shape of the filter, it is annotated as a 3x3 convolution. To produce the
feature map, element-wise matrix multiplication is applied at every location, and
the result is the sum, annotated as I * K on the right side of the Figure.

2.1.6 Pooling
Pooling, or down-sampling is used to reduce the dimensionality of feature maps.
Pooling with a 2x2 feature map, for example, takes four pixel values as input and
output a value for those pixels. As shown in Figure 2.6a, 2x2 pooling on an 8x8 image
will result in 16 feature maps presented in a 4x4 matrix. There are different types of
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Figure 2.5: An example of a convolution where I is the input, K the kernel and I
* K is the output [24].

pooling such as average, mean, max, min and stochastic pooling. The pooling types
are distinguished by how they choose pixel values to create their feature maps. The
less obvious of the pooling types; stochastic pooling picks a value randomly, where
high pixel values have a higher chance to be picked [1].

(a) 2x2 Max-Pooling example (b) 2x2 Max-Pooling result

Figure 2.6: (a) Example of a 2x2 max-pooling with stride = 2, where (b) is the
resulting output.

2.1.7 Prevent overfitting
Overfitted models is one of the most common problems researchers and companies
encounter in the field of deep neural networks. One of the reasons is that many
state of the art architectures have a large number of parameters to be learned dur-
ing training. Overfitting occurs when a trained model has a high validation accuracy
on the training data but fails to perform well on test data. More specifically, the
trained model learns the behavior of the noise patterns in the training data which
creates a large difference between the training and test error, which is the definition
of overfitting [34] and is visualized in Figure 2.7.

Deep neural networks generally have a high amount of trainable parameters. A
complex model that contains more parameters than can be justified by the amount
of training data, leads to an overfitted model. This is one of the major banes of big
data, and its relevance is growing. In Figure 2.7, the model fit the data perfectly
during training, however, in samples outside the train data it performs badly. To
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avoid overfitting, one could either increase the amount of training data or enhance
the networks ability to generalize by applying different techniques explained below.

Figure 2.7: Left - a figure where the line intersects the black dots per-
fectly(overfitted), and the right image when the model performs poorly on the test
data(green dots), where the error is huge(blue lines).

Regularization is a technique used in order to prevent overfitting. The most
commonly used regularization algorithms are L1, L2 and dropout. The L1 and L2
regularization updates the cost function by adding a regularization term which de-
creases the values of the weight matrices. The assumption is that a network with
smaller weights matrices leads to simpler models. The difference between L2 and
L1 regularization is that L2 decay the weights towards zero, but not exactly zero,
while L1 regularization could be reduced to zero [35].

Costfunction(L2) = Loss+ λ
2m ∗

∑ ||w||2.
The L1 regularization penalize the absolute value of the weights, meaning that a
neuron with a high weight will cost more than a neuron with a low weight, therefore
L1 could be useful while trying to compress the model [35].

Costfunction(L1) = Loss+ λ
2m ∗

∑ ||w||, where w = each weight in the neural net-
work.

Dropout is a commonly used technique to enhance the network’s ability to gen-
eralize the data. The method randomly drop neurons in the neural network and
temporarily removes the incoming and outgoing connections. The dropped neu-
rons contribution to the activation of downstream neurons are temporally removed.
Neighbouring units will have to compensate for the removed unit and handle that
specific representation of the missing neuron. The effect of the dropout is that
the network becomes less dependent of the specific weighted neurons and therefore
enhance the networks ability to generalize [39].

2.1.8 Loss
When optimizing an algorithm, a function is used to evaluate a candidate solution,
also called an objective function. By applying an objective function such as cost and
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Figure 2.8: This figure shows the effect of dropout. The left network is the original
neural network. The right network is the result after applying dropout [39].

loss functions one seek to maximize or minimize the objective function. Normally
in deep learning, it is preferred to minimize the objective function which calculate
a possible solution, in this case a set of weights with the lowest cost. The value
returned by the loss function is called "loss" [4]. The loss is a measurement that
represent the classification models performance. For example, a model that predict
a probability of 0.1 when the observation labels value is 1, would result in a high loss.

Some of the functions that are commonly used as loss functions are cross-entropy
and mean square error. When calculating the cross-entropy, one seeks the set of the
model weights that minimize the difference between the model’s predicted probabil-
ity distribution given the dataset and its distribution of probabilities [4]. Depending
on the task of the neural network, binary cross-entropy or categorical cross-entropy
can be applied. If the network is trying to classify multiple classes from the dataset,
applying categorical cross-entropy is sufficient. If the dataset contains only two
classes one can apply binary cross-entropy that predicts the probability of the test
dataset belonging to one class [4].

2.2 Multimodal deep learning
The world is interpreted in a multimodal way, there are sounds, objects, flavors and
many more modalities. A modality refers to the way something is experienced or
categorized as. In order to create an artificial intelligence that is able to interpret
the world around us, it is sufficient to provide it with a sufficient amount of infor-
mation, from different sensors.

The field of multimodal machine learning offers the possibility to capture correla-
tions between the modalities, but also brings a source of difficulty. To create a
successful machine learning model, one need to provide the model with appropriate
data. The challenge of representing raw data in a way that is understandable for a
computer has always been a challenge in the machine learning industry.

The representation of different modalities could be done by combining the unimodal
representations into a multimodal space, called joint representation. One example of
this method is early fusion, using concatenation of the individual features. Another
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approach which is called coordinated representation, learn the representations of
each modality and coordinate them through specified rules e.g. Euclidean distance.
One example of a coordinated representation builds on the distance between the
different modalities in the coordinated space. Hence, the distance between different
modalities are estimated as the ground truth. For example, an image of a fire and
the word "fire" have specific distance d1 between them. The word "notFire" and an
image of a fire also have a distance d2 between them. In this example, the distance
d1 should be less than d2. A Figure of the two approaches is shown in Figure 2.9

(a) A representation of the joint model.

(b) A representation of the coordinated
model.

Figure 2.9: This figure shows the joint (a) and the coordinated (b) representation.
In figure a, the unimodal representations are combined in a joint multimodal space.
The coordinated representation operates in their own space, but are coordinated
through rules [2].

One part of the multimodal machine learning relies on how to translate data from
one modality to another. The approaches to translation are very broad and therefore
it is possible to categorize them into two sub-problems, example-based and gener-
ative translation. Example-based translation refers to the problem of when a
dictionary is used to translate the information between modalities. Generative
translation however, is supposed to generate a translation such as symbols [2].

The fusion stage of a multimodal approach refers to the problem of integrating infor-
mation from one modality to another modality. This allows the network to interpret
a situation based on different modalities. By having access to information from mul-
tiple modalities of the same phenomenon, the model generally produces more robust
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predictions. Furthermore, if one of the modalities does not operate correctly, the
model can still rely on the individual modality. There are several ways of integrat-
ing the information in a model. In literature, three main approaches for the fusion
process of a multimodal network, that is the decision-based fusion, feature-based
and hybrid multi-level fusion.

The Early fusion approach, also called feature-based fusion, is applied at the feature
level where the different modalities are appended. After the extraction of features,
they are immediately integrated. This results in a single model where both the
parameters and the classification task is optimized for all modalities applied [12].

The late fusion is known as decision-based fusion and applies the integration after
each modality has made a decision. When applying late fusion, the idea is to train
the different models separately, when a satisfying result is achieved, one discards
the output layer and apply fully connected layers and a joint output classification
layer. Once the fusion is complete, the joint models are trained to optimize the joint
parameters [13].

The hybrid fusion approach combines and tries to extract the advantages of the
early and late fusion approach. The hybrid fusion integrates features both along the
recognition and at the decision levels [2].

Figure 2.10: An example of late fusion between two networks (blue and green)
with a fully connected layer and a binary output (black) [13].

2.3 Related work
The traditional approaches in the area of fire detection are purely based on the
color of the frame, or a combination of the color and temporal information in im-
age sequences. Some of the algorithms that have been proposed in the last two
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decades utilize an evaluation of the visual spectrum and apply the different varia-
tions of the color space, Y CbCy [47], L*a*b* [6], HSV [7], RGB [32] and combined
models of color spaces [28]. Some of the existing vision-based systems detect fire
based on both color and motion features and try to increase the accuracy of their
system by combining features of a fire [47] [19]. By combining features of fire and
smoke, the different approaches get an acceptable accuracy in a specified dataset.
However, the algorithms tend to have poor robustness when using a different testset.

2016, Cruz et al. [10] implemented two indices, one Fire Detection Index(FDI) and
one extension of it called Forest Fire Detection Index(FFDI), which was developed
by subtracting the green and blue from the red in an RGB image and using a pa-
rameter ρ as a weight factor:

ρ(2r − g − b)− (2g − r − b).

The traditional approaches are dependent on the dynamic features of a fire, thresh-
olds and motion features. These dependencies could be seen as restrictions in many
cases. Henceforth, the most recent approaches in this field are transitioning to a
convolutional neural network approach, which has shown great results in the field
of image classification.

AlexNet [16] is comprised of eight layers with weights. The network has five
convolutional layers which are followed by three fully connected layers. The output of
the two first convolutional layer is followed by a max pooling layer and normalization.

InceptionV3 [36] has 22 layers (considering an inception module as one layer) and
is much faster than AlexNet and yet more accurate. One concept that characterize
InceptionV3 is that they make use of inception modules. The idea was to cover a
larger area while maintaining a detailed resolution, by convolving different sizes of
the most accurate detailing. A straight forward approach of how to improve the
accuracy in deep learning, one could increase the number of layers. InceptionV3
uses 9 inception modules, which offers superior performance compared to AlexNet.
However, due to the increased number of layers, there is a higher chance for the
model to overfit.

VGG-16 [37] architecture consists of 16 layers, five convolutional blocks(conv
blocks) and ends with a fully connected classifier. The first two conv block has
two 2D conv layers and a 2D max pooling layer while the three later conv blocks
consist of three 2D conv layers and ends with a 2D max pooling layer. The fully
connected classifier flatten the array and then apply three dense layers to construct
the output of the network.
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DenseNet [18] The DenseNet consists of a set of Dense blocks where each pair
are separated by a transition layer. A dense block consists of a batch normalization,
ReLu activation and a 3x3 conv layer. Every transition layer is made out of one
batch normalization, one 1x1 conv layer and an average pooling which are designed
to perform downsampling of the features. The different variants of DenseNet all
share the same base components(four Dense blocks and three transition layers).

Dunnings and Breckon [11] proposed an experimentally defined approach to fire
pixel region detection within real-time called fireNet, by reducing the number of pa-
rameters used for the network. The reduction of parameters could offer an increase
in speed of 3-4 times compared to the parent network (Alexnet) and a detection rate
of 93%.

Zhao et al. [50] took the approach of combining a saliency detection based strategy,
to extract the ROI which is then used as an input to a CNN. The network was
evaluated to reach a 98% accuracy rate and could process around 40 fps.

Zhang et al. [49] proposed a faster R-CNN(Region CNN) to detect wildland forest
fire smoke. The dataset was produced by both combining real images of smoke and
synthetic smoke images, to enhance the performance. In a field that is not as com-
mon, it could be difficult to acquire the data needed to train a CNN to recognize the
feature(s). To prevent a model from over- or underfitting researchers have applied
different pre-processing techniques. Namozov et al. [26] proposed a novel CNN for
both fire and smoke detection, with a limited dataset. Instead of using traditional
rectified linear units as the linear units, they used adaptive piecewise linear units to
overcome the overfitting problem.

In an attempt to increase the accuracy of CNNs, researchers used multimodal CNNs
where multiple inputs was used [13] [46]. The use of multiple inputs let the net-
work learn parameters from more than one modality, which could lead to higher
accuracy, since a combination of modalities are better at interpreting a certain sit-
uation than an individual modality. Moreover, this would probably lead to a more
robust solution, because one modality could still operate if one would fail. Eitel et
al.[13] proposed a novel multimodal CNN approach which uses two CNNs, one that
takes an RGB image as input, and one that takes an RGB-D image as input. The
authors used CaffeNet that starts with five convolution layers and ends with two
fully connected layers. To combine the two CNNs Eitel et al. fed both CNNs to a
fully connected fusion layer which then is fed to a classification layer which is the
output of the network. A similar approach to Eitel et al. was proposed by Wagner
et al. [46] who constructed a multimodal CNN using thermal images as well as RGB
images for pedestrian detection.

Salman et al. [34] showed that "the increase in loss on the validation set is due
to a continuous update of the weights and biases, causing the magnitudes of the
inputs of the softmax layer to increase". In the paper they present a novel ap-
proach where they increase the validation accuracy by combining different models
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and introduce a parameter threshold, however, similar results have been achieved
by applying dropout to the combined model compared to the method of introducing
a parameter threshold [34].

The mentioned approaches of wildfire and smoke detection are hard to compare,
due to the fact that there exists no reference dataset with the right quality nor size.
Consequently, the effectiveness of the presented approaches remains ambiguous.

17



2. Theory

18



3
Methodology

This chapter consists of the methodological details regarding the conducted exper-
iments and present the deep learning framework used, the datasets and the data
pre-processing. Moreover, a description of how the multimodal approach was con-
ducted is given, both regarding the training phase and the fusion of the networks.
This chapter will also contain a description of the map integration with Carmen-
taEngine. The map integration is divided into several parts, that involves transfer-
ring pixel positions to real coordinates, a visual representation of the affected area
and an update of the drone’s position in real-time.

3.1 Frameworks
The machine learning paradigm is something that has emerged during recent years.
The frameworks are shifting towards developing models that run on mobile to en-
hance the flexibility of the application. Today, there exists a myriad of deep learning
frameworks at our disposal, that offer an increased level of abstraction along with
multiple simplifications. The most important factors of a deep learning framework
are performance, flexibility and documentation abstraction. Moreover, one key fac-
tor is user activity, which helps when encountering problems with the framework.

Based on the factors mentioned above for the most popular deep learning frame-
works, PyTorch [30], Caffe [21], TensorFlow [43] and Keras [22] were considered.
For this project, Keras with TensorFlow as backend was chosen. One can choose
any neural network framework to implement the same network model that is used
in this project, Keras and TensorFlow is just a preferred choice since it has a well-
documented API and an active community.

3.2 Fire dataset
A dataset could be structured in many different ways, however using Keras with
TensorFlow one would need to structure the dataset in a way as shown in Fig-
ure A.1 located in Appendix A.1. An important part of building a dataset is to
have a balanced dataset, that is, each class containing the same amount of data for
each part in: train, validation and test. If the dataset is unbalanced, the model risk
to predict in favour of the class containing the most images.
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In order to evaluate the accuracy of the model and allow fine-tuning of the parame-
ters, the dataset was splitted into three different subsets: train, validation and test.
The train dataset resulted in 80% of the original dataset, the validation dataset 15%
and the test dataset 5%.

3.2.1 Pre-processing
To build an effective classifier, the data has to be in a proper format. In deep learn-
ing, usually one consider the input data parameters: number of channels, image
dimensions and the range of pixel values. An RGB image typically has three chan-
nels corresponding to the color channels red, green and blue, with each pixel is in
the range of [0,255]. Our dataset is gathered from series of different sources and the
image samples vary in both structure and dimension. Feeding the network with raw
data may lead to numerical overflow and might therefore not be compatible with
some of the activation functions. Hence, the data needs to be prepared before the
training process.

The architecture of VGG16, FireNet, InceptionV3 and AlexNet require the input
image to have a square ratio, therefore it was ensured that all the samples had
the same aspect ratio. Improper samples were cropped by selecting the center part
of the image. Moreover, the dimensions of the image have to be uniform. There-
fore, the the built-in function for scaling each image to an appropriate size was used.

Data normalization is applied to ensure that each input parameter to the network
has similar data distribution. This was done by subtracting the mean from each
pixel and divide the result by the deviation. The normalized data is in the range of
[0,1] in our case.

Data augmentation

By performing data augmentation (eg. rotation, zooming, cropping and applying
noise such as salt and pepper) to the images in the original dataset, one can cre-
ate a larger dataset to train a CNN model. The reasoning behind performing data
augmentation was to prevent overfitting and therefore increase the performance of
the detection algorithm. Therefore, various experiments were conducted with gen-
eral augmentation techniques of the dataset to evaluate the increase or decrease in
performance. After experimenting, it was found that the augmentation techniques
that resulted in the highest accuracy improvements are listed in table 3.1.

3.2.2 Dataset construction
Two different pairs of datasets were created for experimenting with both the thermal
model and the RGB model. The first dataset resulted in 20 000 RGB images, that
were collected from different sources of the internet, earlier fire detection approaches
and Carmenta customers. The images were processed as described in Section 3.2.1.
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Rotation 40°
Width shift 0.2 pixel
Height shift 0.2 pixel

Sheer mapping 0.2 pixel
Zoom 0-20%
Flip Horizontally
Fill Nearest

Table 3.1: Data augmentation parameters. All the values presented in the table
are the max-values. The augmentation was executed randomly on every image,
ranging from 0 to max-value.

The thermal images were provided by a Carmenta customer, Valencian Agency for
Security and Emergency Response and consisted of nine videos of aerial sequences
captured from the perspective of a UAV, this resulted in 2500 images.

The second pair resulted in a modification of the original dataset. Extensive data
augmentation on the original datasets was performed, to reduce the risk of overfit-
ting. The RGB dataset ended up having 70 000 images, and the thermal dataset
having 15 000 images. At the end of this procedure, four different datasets were
obtained: original RGB dataset, original thermal dataset, augmented RGB dataset
and augmented thermal dataset.

3.3 Network structure
We considered several network architectures for this project, with reference to the
number of parameters and general performance. Almost all CNN architectures fol-
low the same design patterns of successively applying convolutional layers, down-
sampling the dimensions while increasing the number of features. Hence, our exper-
imental approach investigated different architectures for each modality.

3.3.1 Network candidates
To decide what network architecture to use for the the fire detection task, several
architectures have been implemented and evaluated. Two major factors that influ-
enced which networks to further examine, was accuracy and the time elapsed for
each image to be classified. Four network architectures were used as a base for this
experiment, all with minor modifications. The networks that were used as the core
structures were VGG16, InceptionV3, DenseNet and FireNet. These were modified
as binary classifiers, trained and evaluated.

InceptionV3 One of the larger networks, InceptionV3 was created by Szegedy et
al. [41] from Google. The biggest difference between InceptionV3 and other net-
work architectures is the inception modules. The goal of the inception modules is
to reduce the parameters without compromising the efficiency of the network. The
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different inception modules A, B and C are located in Appendix A.2 on page II.

InceptionV3 modified
Nr Layer Tensor size Parameters
1 Conv(3x3, stride 2) 99x99x32 0.8k
2 Conv(3x3, stride 1) 97x97x32 9.2
3 Conv(3x3, stride 2) padded 97x97x64 18.4k
4 Pool(3x3, stride 2) 48x48x64 5k
5 Conv(3x3, stride 1) 48x48x80 138k
6 Conv(3x3, stride 2) 46x46x192 12k
7 Conv(3x3, stride 2) 46x46x192 9.2k
8 Conv(3x3, stride 1) 22x22x64 55.3k
9-12 3xInception Module A 22x22x288
13-17 4xInception Module B 10x10x768
18-20 2xInception Module C 4x4x1280
21 Global Avg. Pooling 1x1x1024
22 Dense 1x1x1024 2,1 M
23 Softmax(Output) 1x1x2 2k

Table 3.2: Detailed description of the InceptionV3 architecture [41]. For simplicity,
each inception module is referred to as one layer. All conv. layers and inception
blocks use 0 padding.
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VGG16 VGG16 belong to the "historical" convolutional neural network models,
proposed by Simonyan and Zisserman [37]. The model achieved 92.7% accuracy in
ImageNet [25], which gave the model a top-5 accuracy score. The input image is
passed through a series of convolutional layers, with filters using a small receptive
field of 3x3. Spatial pooling is carried out by the four max-pooling layers that lie
after some of the convolutional layers. Moreover, a global average pooling layer is
added before the fully-connected layer. Max-pooling is performed using a 2x2 pixel
window, with the stride set to 2.

VGG-16 modified
Nr Type Tensor size Parameters
1 Conv2D(3x3) 224x224x64 1.7k
2 Conv2D(3x3) 224x224x64 36.9k
3 Max-pooling(2x2, stride 2) 112x112x128 -
4 Conv2D(3x3) 112x112x128 73.8k
5 Conv2D(3x3) 112x112x128 147.5k
6 Max-pooling(2x2, stride 2) 56x56x256 -
7 Conv2D(3x3) 56x56x256 295k
8 Conv2D(3x3) 56x56x256 590k
9 Conv2D(3x3) 56x56x256 590k
10 Max-pooling(2x2, stride 2) 14x14x512 -
11 Conv2D(3x3) 14x14x512 1.18M
12 Conv2D(3x3) 14x14x512 2.36M
13 Conv2D(3x3) 14x14x512 2.36M
14 Max-pooling(2x2, stride 2) 7x7x512 -
15 Conv2D(3x3) 7x7x512 2.36M
16 Conv2D(3x3) 7x7x512 2.36M
17 Conv2D(3x3) 7x7x512 2.36M
18 Global Avg. Pooling 1x1x512 -
19 Fully-connected 1x1x1024 52k
20 Softmax 1x1x2 2k

Table 3.3: Detailed description of the VGG-16 architecture. Unless stated other-
wise, padding is 0 and stride is 1.

23



3. Methodology

DenseNet-201 A problem arise with CNNs when they are too deep. The result
of deep networks is that the information flows through to many layers, leading to
information loss. The DenseNet architecture, see Figure 3.1, tries to increase the
depth of a CNN, without the information loss. The architecture explicitly differ-
entiates between information that it already has and what is added. The layers
are narrow and make use of small sets of feature-maps. The maps are added to
the networks collective knowledge, while the remaining maps are unchanged. The
Layers in DenseNet are connected in a specific way as shown in Figure 3.1, which
requires fewer parameters than the traditional CNN and results in less redundant
feature maps [27].

Figure 3.1: Architecture of different DenseNet architectures.
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FireNet invented by Dunnings and Breckon is a modified AlexNet [11]. The idea
behind FireNet is to lower the trainable parameters but still maintain accuracy. The
authors gained a 3-4x speedup compared to the original AlexNet, while the accuracy
was reduced from 92% to 91% [11].

FireNet modified
Nr Type Tensor size Parameters
1 conv(5x5) 196x196x64 4.8k
2 nonlinearity 196x196x64 -
3 Max-pooling(3x3, stride 3) 65x65x64 -
4 conv(4x4) 62x62x128 131k
5 nonlinearity 62x62x128 -
6 Max-pooling(3x3, stride 2) 30x30x128 -
7 conv(3x3) 28x28x256 295k
8 nonlinearity 28x28x256 -
9 Max-pooling(3x3, stride 2) 13x13x256 -
10 conv(1x1) 13x13x512 131k
11 nonlinearity 13x13x512 -
12 Max-pooling(3x3, stride 2) 6x6x512 -
13 Fully-con(4096) 4096x1x1 75.5M
14 nonlinearity 4096x1x1 -
15 Fully-con(4096) 4096x1x1 16.7M
16 nonlinearity 4096x1x1 -
17 Fully-con(2), Softmax 2x1x1 8k

Table 3.4: Detailed description of the FireNet architecture. Unless stated other-
wise, padding is 0 and stride is 1.
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3.3.2 Multimodal network

Our network for the multimodal approach resulted in two models of different modal-
ities that were fused together. For simplicity, the two models are denoted as: RGB-
model and Thermal-model (see Figure 3.2). The multimodal network constructed
requires two datasets, that have the same resolution of the images. One dataset
consist of RGB images and the other dataset of thermal images. Two input tensors
was created, one for RGB images and one for thermal images which differ in terms
of channels, where the RGB tensor has three color channels and the thermal tensor
has one. The input tensors are fed to the pre-trained RGB- and Thermal models. In
order to make the two models compatible, a fully connected layer(FC1) was added
to each model and was then merged. After the merge, a fully connected layer was
added and an output layer (Fusion-FC1 and Output) as shown in Figure 3.2.

Figure 3.2: The multimodal architecture where the RGB and thermal model are
merged in a late fusion fashion.

3.3.3 Training from scratch

By training the mentioned architectures without any initialized weights, it was no-
ticed that the model suffered from overfitting, which was a consequence of training
a large model with a small dataset. To prevent overfitting the idea of training a
model with uninitialized weights was abandoned and turned to transfer learning,
which is described in Section 3.3.4.
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3.3.4 Transfer learning
Transfer learning is a technique that is commonly applied when working with lim-
ited amount of data. The benefit of transfer learning is that one can acquire a
pre-trained model with its weights. By removing the output layer and adding their
own desired output one reduce the problem with limited datasets.

In the project, transfer learning was used for VGG16, InceptionV3 and DenseNet
where in all three cases the output layer was removed, and a new output layer with
two classes (fire, notFire) was added. Before the training process of VGG16 began,
all layers was unfrozen in order to make all parameters more optimized toward our
dataset.

The transfer learning approach to InceptionV3 was different compared to the VGG16
approach. When implementing InceptionV3 for two classes, all layers up to the last
two inception blocks was frozen and only the remaining layers were trained. Then
the entire network was unfrozen and trained with the complete dataset, which was
proposed in the Keras documentation.

3.3.5 Training multimodal architecture
To acquire the multimodal-model, it was needed to train the models in different
steps. First, the weights from imageNet was initialized for the RGB-model. After
transfer learning was applied, the RGB-model was trained with all the layers un-
frozen. The transfer learning step was done twice, once for the RBG-model and once
for the thermal-model using our RBG dataset and thermal dataset. When training
of the two models were finished, they were fused together with the added layers
described in Section 2.2 about late fusion. When training the combined models
(multimodal), all layers were frozen except the newly added layers: FC1 (blue and
green), fusion-FC1 and output (black) as can be seen in Figure 3.2. The complete
model was trained using our thermal and RGB dataset. However, when training the
last layers of the multimodal model the "multimodal dataset" had to be balanced.
Therefore the RGB dataset had to be reduced to 15,000 images, since the augmented
thermal dataset contained 15,000 images.

System specification All training was done on Intel Core i7-8700 3.2 GHz, 32
GB RAM and a Gigabyte GTX 1080 TI 11 GB.

3.4 Evaluation of a model
To evaluate a model, a testset was created. The testset is supposed to be com-
pletely independent of the training and validation dataset. To make sure our testset
was independent of the trainset, images from various sources from the internet was
gathered and manually made sure the images gathered was different from the rest
of the dataset. The testset resulted in 150 non-fire images and 150 fire images. The
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image samples varied in terms of camera angle, lighting, distance from the scene
and amount of smoke compared to fire in order to cover as many variations of fire
scenarios as possible.

To evaluate the predictions of the model, the term accuracy was investigated. Ac-
curacy is the ratio of correct predictions in relation to the number of predicted
samples:

Accuracy = NumberOfCorrectPredictions

TotalNumberOfPredictions
.

For detecting wildfires, accuracy is not enough to evaluate the model, since there
could be a great imbalance between the input number of each class. Therefore, a
more detailed evaluation model was needed. The problem of only evaluating the
model exclusively according to the accuracy, arises when a misclassification of fire
is expensive. In order to measure the model’s complete performance on a specific
testset, four types of outcomes were defined: True positive (TP), true negatives
(TN), false positives (FP), false negatives (FN). TP and TN refer to the case when
the models predicted label corresponds to the true label. FP and FN refer to the
case when the predicted label does not match the true label. Hence, a classifier that
does not yield any FN or FP, is considered to be an optimal classifier.

In terms of fire detection, two of the mentioned measurements are of great im-
portance. A fire detection algorithm should capture all occurrences of fire. This
corresponds to a maximum number of TP that is in relation to the total amount of
positive images. Moreover, the FP rate should be as low as possible, since a high FP
rate would trigger a visualization of a fire in the CarmentaEngine, which could be
costly if a fire department would act on such false information. The FP corresponds
to the number of negative images in the testset. The evaluation measurements can
be calculated with the formulas:

TPR = TP

P
.

TPR = True Positive Rate and P = Number of predictions made(on TRUE images).

FPR = FP

P
.

FPR = False Positive Rate and P = Number of predictions made(on FALSE im-
ages).

To extract these measurements, a confusion matrix was created based on the pre-
dictions and the corresponding true labels. In Figure 3.3 the TN score was 146, the
TP was 148, FP was 4 and FN was 2. This gives a more complete overview of how
the model is performing for each class.
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Figure 3.3: Example of a confusion matrix presenting the predictions of the testset
that contains 150 non-fire images and 150 fire images.

3.5 Region of interest
There are many different approaches to extract the region of interest, such as label-
ing bounding boxes for the desired features and let the network train to recognize
those features. However, labeling bounding boxes are highly inefficient, since label-
ing and creating bounding boxes are mostly done manually for each image.

Each image in the testset was split into four equally large segments, in order to
get a rough estimate of where in the image the fire is located. It is possible to
split the image into even smaller segments, however, there is a trade off between
speed and precision of the bounding boxes. In the special case where the fire is
located in the entire image, then segmentation of the image would not be needed.
Since each segment need to be predicted independently, it was concluded that four
segments was enough to get a rough estimate of the area of the fire. The reason
being that, using more than four segments would slow down the application without
any noticeable gain in area extraction.

3.6 CarmentaEngine application
To visualize the fire detection algorithm’s findings, an application that is based
on CarmentaEngine, called Fire Visualizer was created. How the Fire Visualizer is
connected to the fire detection algorithm is visualized in Figure A.3 on page III. The
application is built on a map that is created in Carmenta Studio which visualizes
land, water and cities as static objects while dynamic drone objects is updated
with its current position on every update of the window. The purpose of the Fire
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Visualizer is to graphically display the data of the fire detection algorithm as well as
the positions of the drone units. The visualizer allows the user limited interaction
with the map and the findings of the drones. The user can interact with the map,
such as scaling, panning and by selecting a feature get extended information about
the detected fires.

Fire polygons
When a fire has been detected, the application displays the location of the fire by
drawing a polygon on the map with the predicted probability printed below the
polygon. The polygon is defined by a set of coordinates that follows the world
geodetic system 1984 (WGS84LongLat) [14], an ID and the frame that was classi-
fied as fire. When hovering over the polygon, the center coordinates of the fire are
displayed beneath the polygon and if the polygon is selected, the application opens
another window that displays the image that was detected as fire. To keep track of
which drone detected the fire, a unique ID for each drone was used. When a fire is
found, the ID and position of the drone are used to calculate where the fire is located.

To calculate the area of the fire, the drones current position, FOV and height was
extracted and applied to the formula:

width = height ∗ Tan(FOV2 ),

to calculate the hypotenuse by Pythagoras theorem. To get the points in the
WGS84LongLat Coordinate Reference System (CRS), the drones current position
with the length of the hypotenuse and the azimuth was projected to acquire p1, p2,
p3 and p4. When p1, p2, p3 and p4 are determined lines, a line is drawn between
them in order to create a polygon to acquire the estimated area of the fire, as shown
in Figure 3.4.

Figure 3.4: Calculations made to acquire the points for drawing the area of the
camera view. The drone position, field of view and the UAV altitude is used to
calculate the affected area.
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Results

This chapter describes the results of the experiments conducted during this thesis by
first defining how the hyperparameters were defined at the beginning of the project.
These parameters play an important role in terms of the optimization and regular-
ization aspects of the training process. The performance of the chosen networks is
also presented and compared with the multimodal approach, both in terms of speed
and detection rate. Finally, the result of the fire visualizer is presented, integrated
with the presented fire detection algorithm.

4.1 Experimental setup
Selecting hyperparameters is an important part of optimizing the model. With
strategically chosen hyperparameters, it is possible to enhance the performance of
the network in general.

4.1.1 Optimization
Deep learning models are usually trained by a gradient descent optimizer such as
Adam, Adagrad or RMSprop. Adam was chosen as the optimizer, which allows the
user to define some of the optimization functions, and the optimal value on these
varies between every project. The hyperparameters that were considered to be the
most important ones were the momentum coefficient µ, the batch size B and the
learning rate η. The value of the momentum coefficient has a default value of µ =
0.9, which has shown to work well in practice for similar projects [40] and was thus
fixed at this value throughout the whole project.

The batch size B was chosen with respect to the best computational efficiency.
This value was chosen by measuring the number of images that could be processed
per second. The Figure 4.1a shows that using an NVIDIA GeForce GTX 1080 Ti
graphics card for training, the efficiency increased from the batch size of 1 to 32 but
decreased when B > 32. For this reason, the value B = 32 was chosen as a fixed
value throughout the training.

Adam let us define the learning rate, which decides how much the weights can be
moved in the opposite direction of the gradient for a specific batch. Choosing a
value for the learning rate is a trade-off process between training time and training

31



4. Results

(a) The number of images that is pro-
cessed per second during the training
phase, with different batch sizes (B).

(b) The cost function with a specific learn-
ing rate, using ReLU as activation func-
tion.

performance. If the learning rate is too low, the optimization will take a lot of time
due to the small steps towards the minimum of the loss function. If the learning
rate is set to a high value, it could cause undesirable divergent behavior and put
constraints on training to converge.

Smith [38] proposed a technique for strategically selecting a learning rate for a
neural network. By periodically incrementing the learning rate, starting from a low
value, and plot the corresponding loss value for each value of η. Before exploring
the learning rate η, a fixed batch size B = 32 was used, as these parameters are
interdependent. A graph after training the network one epoch was created, using
ReLUs as activation and a learning rate in the scale of 10−7 < η < 10−1. In Figure
4.1b, the two points with the fastest decrease in loss but remained stable was chosen
as the learning rate. The results, as shown in Figure 4.1b, indicate that the point
for the specific batch size B = 32, lies between the values 10−6 and 10−5.

4.1.2 Regularization
Throughout the project, different techniques were used to regularize the models.
One technique applied during training was early stopping. In Keras, one can set a
number of parameters to terminate the training process when the model stop to im-
prove. The loss was monitored with a patience of 5 epochs, which means that if the
loss had not decreased in 5 epochs, the training was aborted. This was used with the
intention to prevent an overfitted model. Another efficient method to ensure that
the best model is saved during the training phase, is to apply Keras "ModelCheck-
point", where the parameter save_best_only set to true saves a model as soon as it
has improved. In this case, the validation loss of the model was monitored as the
deciding factor.

A widely used technique to improve the model is to apply dropout. As mentioned
in Paragraph 2.1.7, dropout help to prevent overfitting the model and a common
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value to use for dropout is 0.5, which means that every neuron has a 50% chance to
be dropped(skipped). A dropout value of 0.5 has proven to be a successful value,
hence we chose this as a static value throughout the project.

4.2 Training
During the project, the problem with a relatively small dataset led to a constant
fight against the overfitting problem. As mentioned, several methods were practiced
to reduce overfitting, such as early stopping, regularization techniques and data
augmentation. Two measurements monitored during the training phase were the
cost function evaluated on both the validation and training data, and the validation
accuracy compared to the training accuracy. These together can provide valuable
information about how the training process is elapsing.

The Figure 4.2 shows 30 epochs of training VGG16 without any regularization and
any data augmentation. Figure 4.2 shows a clear trend of an overfitted model after
epoch eight. Closer inspection of the table shows that the training loss (blue line)
constantly continues towards a lower value until it reaches close to zero. Different
from the training loss, the validation loss(orange line) starts to increase at the point
of epoch 10, which is a typical indication of an overfitted model.

Figure 4.2: The figure shows a typical graph of an overfitted model. The training
loss is the blue line and validation loss is in orange, both displayed as a function of
the number of epochs. When the validation loss increases(the orange line) while the
training loss decreases(blue line), then a situation of overfitting is observed.

4.3 Model performance
In order to compare the models between each other, and to other approaches, they
have to be evaluated on the separate testset. After setting the hyperparameters, the
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networks were modified and trained with two separate dataset. One dataset con et.
After extracting the most successful model for each approach, they were evaluated
on the testset. The classification statistics are presented in the Table 4.1.

Network architecture Parameters TPR TPR* FPR FPR* A A* Speed
VGG16 15,242,050 0,95 0,98 0 0,02 0,97 0,97 56fps

InceptionV3 23,903,010 0,95 0,97 0,03 0,03 0,96 0,95 59fps
DenseNet 20,291,138 0,94 0,95 0 0,09 0,97 0,93 26fps
Firenet 92,857,730 0,91 0,93 0,06 0,04 0,92 0,94 89fps

Table 4.1: The table shows the difference between the architectures implemented
in the thesis and the difference in accuracy when training with augmented data and
the original data. (* = Model trained on augmented data).

To evaluate the different models, the true positive rate (TPR), false positive rate
(FPR), accuracy (A) and the speed(frames processed per second) were analyzed,
for the reasons stated in Section 3.4. The Table 4.1 presents the comparisons of
the networks using augmented data (*) or non-augmented data. It is apparent from
this table that the TPR for VGG16, DenseNet and Firenet had a small increase
when they were trained on the augmented data. However, they also had a small
increase in terms of FPR. The DenseNet is the newest and deepest network of the
presented ones and achieved good scores in terms of detection. What is interesting
about the data in this table is that VGG16 had very high performance in this binary
classification task.

The experiment was conducted on an Intel Core i7-8700 3.20 GHz CPU and 32
GB of RAM. The resulting frame processed per second is displayed in Table 4.1
together with the parameter complexity. The VGG16, inceptionV3 and DenseNet
have roughly the same parameter complexity, while the Firenet is the network that
stands out with its 90M parameters. There was a significant difference in terms of
speed as the Firenet could process roughly 90 frames per second, while the VGG16
and InceptionV3 could process 1/3 less. The DenseNet could process 26 frames per
second with the complexity of 20M parameters. The natural explanation for this is
that the speed, as well as the performance of a CNN, does not only depend on the
complexity, also the depth.
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4.3.1 Multimodal architecture vs single stream model
A multimodal architecture can be constructed in different ways. They can be merged
in an early, middle or late stage, which is described in Section 2.2. During this
experiment, several merge techniques was tested, namely "add", "concatenate" and
average. The performance of this experiment is shown in Table 4.2.

Merge algorithm TPR FPR Acc Speed
Add 1 0 1 28fps

Concatenate 1 0 1 28fps
Average 1 0.03 0.98 29fps

Table 4.2: The table shows the performance between the merge algorithms that
were applied when fusing the VGG16 network(RGB) and Firenet(thermal).

As presented in Table 4.1 and Table 4.2 the multimodal architecture achieved bet-
ter results than all the presented single streamed networks, except in the category
speed. Since the presented multimodal approach utilize inputs from two modalities,
better coverage than if only one modality was used is expected. However, it should
be mentioned that the results from VGG16 are very similar to the multimodal ap-
proach. Gaining roughly an increase 25 fps from using only RGB sensors to losing
accuracy of the model is not a valid defense, especially when adding a thermal sensor
input to the system make the system detect fire even though it is dark, which is not
covered in the single streamed testset. Looking at Table 4.2 it is clear that adding
or concatenating the RGB model and thermal model is the most sufficient use of
merging a multimodal when training a CNN to detect fire.

The RGB and thermal model are trained on images with the quadratic size of
200x200. When testing the 200x200 dimensions as they were for the separate net-
works, the model speed decreased a lot. This is due to the natural cause of handling
multiple inputs, which required double amount of computational power.

As described, the multimodal network requires multiple inputs, one RGB and one
thermal image. To precisely evaluate this model, the testset needs to be constructed
in a way where the RGB image matches the corresponding thermal image from the
exact same scene. An example of a "fire" input to the network is shown in Figure
4.3. The amount of videos where an RGB and a thermal camera is displaying the
same scene in real-time is limited, which resulted in a relatively small testset. The
experiment conducted was done using a testset compromised of 300 images for the
multimodal approach.

4.3.2 Classifying images
Some of the original baseline methods used for this project, presented a set of images
that were misclassified. To measure the presented approach versus other original
baseline methods, misclassified images taken from baseline methods were extracted
and evaluated on our model. Zhao et al. [50], with the approach of combining a
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(a) RGB image from the
scene at the time T.

(b) Thermal image from
the same scene, at time T

Figure 4.3: A "fire" class input for the multimodal network.

(a) Example of an
RGB image that were
misclassified by the
single streamed CNN
(VGG16).

(b) Correctly classified
if the multimodal net-
work is fed with addi-
tional thermal informa-
tion.

Figure 4.4: Misclassified by the RGB architecture (a). Correctly classified by the
multimodal architecture, by feeding the network with the additional information of
the thermal image, (a) and (b).

saliency detection and deep learning based strategy presented an issue with mist
present in images. They describe the equality between mist and smoke features and
present a set of misclassified images Figure 4.5, mostly of negative samples. The
images were correctly classified by the single RGB stream (InceptionV3) network.
The result from the classification for each images, is presented in the Figure 4.5.
The multimodal approach was not tested on these images, due to the fact that the
corresponding thermal images from the same scene does not exist.
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(a) Our approach classi-
fied this image as 83%
"notFire".

(b) Our approach clas-
sified this image as 79%
"notFire".

(c) Our approach classi-
fied this image as 98%
"notFire".

Figure 4.5: Images that were misclassified by the method proposed by Zhao et al.
[50], and correctly classified by our method (RGB stream based on InceptionV3).

4.4 Suitable for a drone application
In recent years, Nvidia has developed and improved their Jetson series, where the
TX2 and AGX Xavier are the two most recent ones. According to Nvidia Developer
Blog, AGX Xavier deliver 20 times the computing power compared to the TX2 and
up to 28 fps per watt compared to the TX2 which only read 2 fps per watt when
classifying images on VGG-19. Moreover, microchip computers such as Raspberry
Pi are even less powerful.

Computer CPU RAM GPU
Raspberry Pi 3b Quad Core 1.2GHz 1 GB -

Jetson TX2 Dual-Core Nvidia Denver 2 8GB 256-core NVIDIA Pascal
Jetson AGX Xavier 8-core ARM v8.2 16GB 512-core Volta
Thesis Computer Intel i7-8700 32 GB Gigabyte 1080 TI

Table 4.3: Comparison of computers that could potentially be used in a fire detec-
tion system.

CNN’s spend most of their computational time on the convolutional layers and most
of the storage is allocated to the fully connected layers. To accelerate the process
of matrix multiplication, GPU’s are optimal. Devices similar to the Raspberry Pi,
with 2GB of RAM, are essentially too weak to deploy deep CNN models. Our al-
gorithm is operating in real-time but does not require high fps. This is due to the
fact that the drone will move on a high altitude and with a limited speed. However,
the Raspberry Pi is too slow and does not meet the memory requirements, even for
this task.

The Jetson TX2 is among the high-end microchip computers and designed to allow
developers to run deep learning on mobile in real-time. Since the models used in this
thesis are large, the need for high computational power and a large RAM memory
is required. To run the fire detection system on a Jetson TX2 should be possible
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due to its large RAM memory and high computation power.

The Jetson AGX Xavier is the successor of the Jetson TX2 and has a tremendous
performance upgrade, both in terms of computational power and memory. Xavier
is given the ideal prerequisites for deploying computer vision systems. The Xavier
can process roughly 200 images per second using VGG-19, with an input tensor of
224x224 and a batch size = 1.

As shown in Table 4.2 on page 35, when running the multimodal fire detection on
the thesis computer listed in Table 4.3 on the previous page 56 fps for VGG16 was
achieved, which is more than enough to perform fire detection. The predecessor to
Nvidia Jetson TX2 was compared to an Intel i7 6700 skylake, which had roughly
equal performance in terms of image processing in deep learning models [23].

4.5 Visualization
As shown in Figure 4.6a, each drone initialized on the map is running the fire
detection algorithm and is updated every 25 ms. The drones read every frame and
classify them as either "fire" or "not fire". When a frame is classified as "fire" the
fire detection application transfer the frame, coordinate information and detection
probability to a database, shown in appendix A.3.

(a) A UAV hovering an area in Spain,
without detecting any fire. The GPS po-
sition of the drone is shown, as well as the
status of the drone.

(b) The same UAV detected a fire, which
is indicated by changing the state of the
UAV and the creation of a fire polygon
feature is initialized.

Figure 4.6: An example of how a drone and its findings are visualized in the Fire
Visualizer. The detected fire is shown as a interactable fire polygon together with
the prediction probability and the drone in the different states depending on if a fire
is found or not.

The fire visualizer provides an overview of the drones findings, making it easy to
locate the detected fire. The application is delivered with a simple GUI for inter-
acting with the finding of the drones, which follow most of the standard interaction
rules for maps.
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In this chapter a discussion about the thesis result will be conducted. The reason-
ing behind applying a multimodal architecture and its advantages are discussed.
Furthermore, the use of a fire detection system implemented on a UAV is reviewed.

5.1 Fire detection using CNN

In the result chapter, it was documented that a multimodal architecture outperform
a single stream CNN in detection rates while losing approximately 25 fps. In many
cases, the speed of the network is critical to a real-time application. However, as
in the case when it is not, the prediction rates of the model are more interesting.
The performance found in Table 4.2 on page 35 compared to Table 4.1 on page 34
should be enough of an argument that applying a multimodal architecture is more
efficient than using only a single stream CNN. The multimodal coverage will make
the system more stable and maintain stable predictions regardless of the time of
the day and weather. However, because of the lack of multimodal data, the testset
consisting of multimodal images have been limited and to conclude any definitive
results, a wider set of test data would be needed. The data acquired in this theses
are mostly from day time, which could potentially limit the model from classifying
fire when dark. Evaluation of the multimodal architecture has not been performed
when it is dark. A beginning of a wildfire with only smoke features, could lead to
the images captured by the RGB camera to be completely black. However, if a fire
would escalate at night, an RGB camera would most likely detect the fire since it
creates light.

Even though the multimodal architecture has achieved promising results, using one
drone to locate the area of a fire is not sufficient. The use of several drones would
map the area of a fire faster as well as cover a larger area which could result in a
system of higher quality. However, a long-range thermal camera is expensive and
mounting them on each drone could result in a cost that is higher than what the
system would generate in return. A reasonable approach to tackle this issue could
be to wait until long-range thermal cameras have become cheaper or to implement
the system using only RGB cameras, even though a multimodal approach has shown
to be more efficient.
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5.1.1 Misclassified images from original baseline methods
Figure 4.5 on page 37 show how the original baseline method from Zhao et al. [50]
misclassify the images of mist as "fire" where our method classify them as "notFire".
The reason they gave for the misclassified images, is that "smoke and mist are highly
similar in both color and shape. Even the human eye can mistake these images for
smoke due to the similar features". A reason behind the results could be that images
of clouds, mist and fire images in our trainset have been included. The fire images
in the trainset include both features of fire and smoke. However, the exact reason
why our method classify the images as the corresponding true labels and Zhao et
al. misclassify the images is impossible to determine.

5.1.2 Comparison between single stream and multimodal
As shown in Section 4.3.1 on page 35, the multimodal approach outperform the
single stream approach. In Figure 4.4 on page 36 the single stream approach predict
the image as "notFire" while the multimodal approach predict the image as "fire".
The RGB image probably mistake this image for a cloud, due to the very vague
feature combined with no presence of actual fire. The multimodal gets fed with
both the RGB and thermal image, making it more clear that this is a fire, since the
thermal image clearly shows that there is heat in the image. The RGB image is still
vaguely classified as "notFire" and the thermal image is strongly classified as fire.
Hence, the images is classified as a fire.

5.2 Performance on mobile
Most of the leading network architectures utilize a large number of layers which
make it problematic to deploy this method on a budget microchip computer such as
a Raspberry Pi. However, most of the processing power that is needed when working
with CNNs are used while training the networks. Therefore, to use a pre-trained
model in an application require much less computing power.

The need for powerful microchip computers has long been a priority for researchers
in order to achieve deep learning tasks on mobile. With microchip computers such
as Jetson TX2 and AGX Xavier it is possible run the system presented in this the-
sis. The GPU on mentioned devices can load the models and predict if the image
contain fire and send the predicted "fire images" to the fire visualizer. An advantage
of using a powerful microchip computer on a drone to predict each image, is that
sending each image to be predicted by a server could be expensive and the transfer
algorithm might not be able to send all the images that are recorded by the drone
in real time.

An alternative solution would be to simply use the drones as information collectors.
One could let the drone act as a client, sending information such as the frame and
metadata to a server, where the actual image processing is done. A server-client
solution could be possible with additional hardware for sending the video stream to
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the computer. However, since the UAV’s driving system has to be on-board which
is probably computationally expensive, the most natural solution is that the video
frame computations is on-board as well.

A major advantage of having the computation on-board is that the fire detection
system gets more robust. A server-client model typically make the system heavily
dependent on a stable connection between the server and the client. If the com-
putation is made on-board, the detected fire frames could easily be saved into the
memory and transfer that information when the connection is stable. However,
storing large amount of frames and forward them all when the connection is stable,
could cause delays in the system and memory allocation problems.
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Conclusion

This chapter will relate back to the research questions and draw conclusions based
on the discoveries in the result and discussion sections. Moreover, suggestions for
future work are presented.

6.1 Research questions
To answer the stated research questions, an experimental setup was designed, con-
sisting of two separate datasets and several network architectures that have been
evaluated. During the experiment, several network architectures were modified,
trained and deployed. In the first stage of the experiment, two separate modalities
were tested, namely RGB inputs and thermal inputs, and in the second with a mul-
timodal approach for classifying fire. Moreover, a comparison of our approach and
the baseline methods is evaluated. The experiments will be concluded by reflecting
back to the initial questions, which are:

Could a two-streamed multimodal CNN’s binary classifier outperform previous
approaches that are explicitly based on color values and temporal information in a

fire in terms of detection rates?

With the single streamed CNN based on RGB images, an accuracy of 97% with a 2%
false positive rate was recorded. The two-streamed multimodal network is a slightly
modified VGG16 (RGB) that is fused with a modified FireNet (thermal), running
the fire detection algorithm on 28 fps with a TPR of 100% and a FPR of 0%. The
previous approaches have stated an accuracy rate between 83 and 98. However, due
to the fact that there exist no reference dataset with the right quality nor size, the
previously presented approaches as well as ours, remains vague.

Could data augmentation on the relatively small dataset increase the performance
of the classification model.

The original dataset consists of 20 000 RGB images. The images passed through
the pre-processing step, making them compatible as input data for the CNN. The
augmented dataset consists of 70 000 RGB images, where the general augmentation
techniques such as rotation, shifting, zoom, flip and fill was deployed on the original
dataset.

43



6. Conclusion

The result of the augmentation led to more stable training curves and better fitted
models. Surprisingly, there was no great performance increase by using the aug-
mented dataset. However, most of the architectures had a small increase in both
accuracy and TPR when they were trained on the augmented dataset. This may
be due to the high performance of the original dataset, that consisted of roughly 10
000 image samples per class.

How does a two-streamed multimodal CNN perform compared to using a single
streamed CNN?

As expected, the two streamed CNN outperformed the single streamed CNN in terms
of detection. Furthermore, the multimodal network requires to process two images
in order to make a classification, naturally this resulted in a lower FPS compared
to the single steam network. The reason why the multimodal network makes such
accurate classification is due to the fact that thermal cameras are designed to find
heat changes. However, one has to balance the trade off between speed, accuracy
and the price of choosing a long-range thermal camera in the multimodal approach.

Is this approach appropriate for the hardware equipped on a UAV?

Due to the need of powerful microchip computer that have been a priority for re-
searchers the last decade and the interest of convolutional neural networks on mobile
have increased, the performance of these microchip computers has increased signif-
icantly. These are designed to handle different computer vision techniques, such
as a convolutional neural network. Moreover, the fire detection algorithm runs in
real-time, however, there it should be no need for an fps higher than 10, which make
our system compatible with some of the presented microchip computers.

6.2 Future work
This approach could be further analyzed by configure different networks and try
to make them more optimized towards fire detection. Adding more advanced tech-
niques could potentially improve the performance of the single streamed CNN. In
this thesis, we experimented with a multimodal approach, where we applied a late
fusion model. However, a comparison between early, late and hybrid fusion was
not conducted. Therefore, further research needs to examine more closely the links
between early, hybrid and late fusion.

In limitations, it was stated that the thesis will not consider any work with the
drone-hardware. During the thesis, it was assumed that the drone is equipped with
high-end hardware and is semi-autonomous. There exist many proposed algorithms
for semi-autonomous drones, however not so optimized for forest monitoring. Here,
the question of energy consumption arises and is of great importance. This would
certainly be a fruitful area for further work as the need for forest fire monitoring is
constantly increasing and here is, therefore, a definite need for an algorithm han-
dling the drone route efficiently.

44



6. Conclusion

During the thesis, data from real wildfire scenarios was provided by Valencian
Agency for Security and Emergency Response, which made this project possible.
However, the solution is not tested on real drone hardware in forests. Hence, a
natural progression of this work is to analyze this approach on a drone equipped
with the suggested hardware in 4.4.
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A
Appendix

A.1 Dataset structure

Figure A.1: How the train, validation and testdata are structured in Keras.
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A. Appendix

A.2 Inception modules
A visualization of the inception modules A, B and C.

(a) Inception module A. By replacing a
5x5 filter with two 3x3 filters the number
of parameters are reduced by 28%.

(b) Inception module B. Each 3x3 filters
are replaced with 2 nx1 and 1xn filters.

(c) Inception module C. By replacing a
3x3 filter to 3x1 and 1x3 filters the number
of parameters are reduced by 33%.

Figure A.2: The different Inception Modules [41].
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A. Appendix

A.3 System structure
Figure A.3 show the structure of the system presented in the thesis.

Figure A.3: The visualization application’s relation to rest of the architecture.
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