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Abstract

One of many optimization problems in the airline industry is the tail assignment problem, i.e. to decide which aircraft operate which flight. Initial solutions can be used to warm-start optimization algorithms. In this thesis, the optimization algorithm uses a time window heuristic together with column generation. This thesis investigates different methods to create initial solutions for the tail assignment problem. The chosen methods consist of greedy algorithms and other simple heuristics. The goal was that the methods should assign at least 95% of the flights and this is achieved by most methods and test cases. Also, when using the produced initial solutions as input to the optimization algorithm, the value of the objective function is improved for some of the test cases.
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Glossary

Task A flight, a maintenance, a sequence of tasks or some other activity that should be assigned to an aircraft

Roster A sequence of tasks that is assigned to an aircraft

Pre-assigned task A task that is locked to a specific aircraft

Free task A task that is not pre-assigned to any aircraft

Acronyms

AFR Aircraft First Random method
AFS Aircraft First Sort method
AFM Aircraft First Maintenance method
TFR Task First Random method
TFS Task First Sort method
TFM Task First Maintenance method
IMP IMProvement method
DFS Depth First Search
LP Linear Program
ILP Integer Linear Program
MP Master Problem
RMP Restricted Master Problem
Notation

$A$  The set of all aircraft
$C$  The set of all cumulative rules
$f \in F$  A task in the set of all tasks
$r \in R$  The roster in the set of all rosters
$F_r \subseteq F$  The set of tasks in roster $r$
$a_r \in A$  The aircraft assigned to roster $r$
$t_{f}^{\text{start}}$  The starting time of task $f$
$t_{f}^{\text{end}}$  The ending time of task $f$
$p_{f}^{\text{start}}$  The starting position of task $f$
$p_{f}^{\text{end}}$  The ending position of task $f$
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1

Introduction

There are many decisions to be made at an airline. One important problem is to decide which aircraft should operate which flight. To do this, one has to consider operational constraints such as maintenance, airport curfews, and aircraft restrictions. This problem is called tail assignment [1]. In addition to satisfying all rules and constraints, the problem can be modeled to minimize fuel consumption, maximize aircraft utilization, increase robustness, etc., in order to find savings and increase the reliability of the airline’s operation.

This thesis is done in collaboration with Jeppesen in Gothenburg. Jeppesen is a subsidiary of The Boeing Company and provides planning and optimization tools for airlines. One of their products is a tail assignment optimizer which is the starting point for this thesis.

Aircraft operating costs are the by far biggest operating cost for airlines [2, Chapter 6]. The single largest cost in this category is fuel. Further, the total cost of delayed flights in US in 2007 was estimated to be $31.2 billion [2, Chapter 10]. Making robust schedules that minimize the delays and their consequences is therefore an important way to find savings for airlines. Different airlines prioritize costs and robustness differently. By modeling robustness and other qualities as costs, Jeppesen’s products allow the airlines to choose which qualities that are most important and the optimizer finds a solution targeted to minimize the cost.

The tail assignment problem is an NP-hard optimization problem [1, Section 4.2], which means that it can sometimes be very computationally demanding to find good solutions. To find good enough solutions as quickly as possible, Jeppesen’s optimizer uses a hybrid column generation and local search solution approach. The problem’s planning period is divided into time windows, and the problem is solved using column generation in a sequence of time windows which ‘slide’ over the planning period to gradually cover the full period.

To improve the performance of the currently in use optimizer at Jeppesen, an initial solution that covers the entire planning period can be used as input to the optimizer. Producing solutions fast is also good because the user of the system gets feedback almost immediately and the user can also see if the problem data and rules work correctly. This thesis will investigate methods to create initial solutions and evaluate them on real problems from different airlines.
1. Introduction

1.1 Aim and Limitations

The goal of this thesis is to find and implement a method that can be used to create initial solutions to warm start an improvement method. Since it can be hard to assign all flights for complex problem instances, the goal is that the initial solutions should have at least 95% of the flights assigned. All other hard constraints (explained in Section 3.1.2) must be satisfied. The aim is that the current optimizer at Jeppesen can produce better solutions if given an initial solution produced with the developed method, than without an initial solution. The method also needs to be fast and scalable to be able to support large airlines.

The main limitation of this thesis is that the methods developed in this thesis do not aim at finding the optimal solution. Since the produced solutions will be used as initial solutions to an improvement method, it is enough that it is a legal solution covering the whole planning period (but with some flights unassigned).

The testing will be limited to a few problem instances from Jeppesen’s test suite. The final aim is that the method should work for all possible instances, but for the scope of this thesis there will be a smaller selection of problem instances for the evaluation.

1.2 Literature Review

Grönkvist [1] presented a constraint programming approach as well as a column generation approach to solve the tail assignment problem. Later, Gabteni and Grönkvist [3] combined these approaches to quickly find initial solutions as well as to improve the solution quality. Two difficulties with their approach are that it does not work if there is no feasible solution and that it does not consider maintenance or other cumulative constraints.

One of the most recent publications on tail assignment is Khaled et al. [4]; it presents a compact model of tail assignment which is solved to optimality. The bigger instances are, however, not solved to optimality when the maintenance constraints are added. There is only one type of maintenance considered in [4]. and their biggest instance only has 40 aircraft and 1494 flights.

Sarac et al. [5] present a branch-and-price method to the operational aircraft maintenance routing problem. A problem that is similar to tail assignment, but with the main difference that the planning horizon is shorter. In [5] only one day was used and their objective was to minimize the number of unused legal flying hours. However, the first steps in their method for creating initial solutions are similar to the ones presented in this thesis in the way that the aircraft are sorted and that the first possible connection is chosen iteratively.

Another solution method for aircraft maintenance routing proposed by Safaei and
Jardine [6] includes a connection network Integer Linear Program (ILP) that handles various maintenance tasks. They only solve the problem for one week at a time for a fleet with up to 18 aircraft. Another difference is that they allow non-revenue flights to transport aircraft to maintenance locations.

Column generation is a frequently used approach for many airline problems [1], [5], [7], [8]. However, Amin Jamili [9] and Deng and Lin [10] are two examples of the use of stochastic optimization algorithms [11].

A similar problem to tail assignment is railway rolling stock assignment, the problem of assigning train-sets to utilization paths. Lai et al. [12] focused on the maintenance for rolling stock and showed good results with a heuristic approach. Among other techniques, their algorithm start with the trains that need maintenance the soonest. However, their routes are already aggregated into trips that all begin and end at the same location which makes the problem easier to solve.

Creating initial feasible solutions for different operations research problems is often a domain specific task. Several articles on initial solutions are published in different domains. For example, Juman and Hoque [13] for the transportation problem and Joubert and Claasen [14] for the constrained vehicle routing problem. Also, Guedes and Borenstein [15] show that a good initial solution improved the running times significantly for the multiple-depot vehicle type scheduling problem.

Tail assignment can be modeled as an integer multi-commodity network flow problem with resource constraints [1, Model 4.1]. Dai et al. [16] proposed several approaches to initial solutions for the multi commodity network flow problem. These will, however, not work very well in the tail assignment setting since the authors in [16] focus on problem instances with more commodities than nodes, which would correspond to more aircraft than flights. Also, the resource constraints and the integrality constraints would have to be relaxed.

1.3 Thesis Outline

In Chapter 2 the theory used for both Jeppesen’s current solver as well as for the methods proposed in this thesis is explained. After that follows a more in-depth problem definition in Chapter 3. In Chapter 4, the methods developed in this thesis are presented, followed by the tests and results in Chapter 5. Finally, the thesis is concluded in Chapter 6.
1. Introduction
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Theory

This chapter describes the theory used for different solution methods for the tail assignment problem. Section 2.1 describes a common way to model integer linear optimization problems and Section 2.2 describes one way to solve these optimization problems. These techniques are currently in use at Jeppesen. Section 2.3 describes the theory behind the main algorithm proposed in this thesis.

2.1 Integer Linear Programs

Linear Programs (LP) are a way to model optimization problems with continuous variables, linear constraints and linear objective function [17, Chapter 4.3]. Let \( x \) be a vector of \( n \) variables and \( c \) be a vector with corresponding costs for each variable. The \( m \) number of linear constraints for the variables \( x \) are expressed in the constraint matrix \( A \in \mathbb{R}^{m \times n} \) together with the vector \( b \in \mathbb{R}^m \) with the bound for each constraint. Then a standard LP is of the form

\[
\begin{align*}
\text{min } c^\top x, & \quad (2.1a) \\
\text{s.t. } Ax = b, & \quad (2.1b) \\
x \geq 0. & \quad (2.1c)
\end{align*}
\]

The goal is to minimize the cost (2.1a) subject to a set of linear equality (or inequality) constraints (2.1b), where constraint \( i \) is defined as \( A_i x = b_i \).

One of the most widely used methods to solve LPs is the Simplex method [18]. Even though the worst case complexity of the Simplex method is exponential in theory, it has been proved that the so called smoothed complexity is polynomial [19], [20]. Examples of other solution methods are the ellipsoid method and interior point methods [21].

Integer Linear Programs (ILP) are special kinds of LPs where the variables must have integer values. Therefore, there is also a constraint on the form \( x \in X \), where
2. Theory

For a binary ILP, \( X = \{0, 1\}^n \) and a standard binary ILP is of the form

\[
\begin{align*}
\min & \quad c^T x, \\
\text{s.t.} & \quad Ax = b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

In contrast to LP, which can be solved efficiently, ILPs are generally NP-hard and no efficient algorithm is known [22]. An ILP can be relaxed to allow continuous values of the variables. Such a re-formulated problem is called an LP-relaxation of the ILP. The LP-relaxation can be solved efficiently (e.g. by the Simplex method) but this will of course in general produce continuous solutions that is not feasible for the ILP.

One common exact method to solve ILP is Branch-and-bound [23, Section 8] where relaxed problems are solved repeatedly in a tree-structure. In each node, the feasible region is divided into two parts, which becomes two branches. Both the lower and upper bound are stored in each node and a branch is pruned if it is not possible (calculated by the bounds) that the optimal solution can be found in a sub-branch of the node.

2.2 Column Generation

Column generation is a method that can be used to solve large scale LPs and ILPs [24]. To apply column generation, it is necessary to first reformulate the problem into two problems. These are a master problem (MP) and one or more sub problems (also called pricing problems). For example, the resource constrained shortest path problem [25] can be modeled with a decision variable for each edge. When reformulated, a decision variable in the MP will instead represent a possible path through the network. Each decision variable in the MP is associated with a path through the network and is represented by a cost coefficient in the objective and a column in the constraint matrix. The number of paths is typically very large and therefore only a subset of the paths are generated. The sub-problems are then used to generate new possible paths (columns) with negative reduced cost (i.e. columns that can improve the objective) to the restricted master problem (RMP). This is repeated for a predefined number of iterations or until the sub-problems do not find any improving columns.

During the iterations, the RMP passes new (dual) information to the sub-problems and the sub-problems passes new improving columns to the RMP. But to initialize the iterations, a set of initial feasible columns is needed [26]. These can be defined using so-called artificial variables [27], one for each constraint, each with a high cost, or, one can find initial solutions in other ways.

The RMP is solved as an LP. If the actual problem is an ILP one has to use some fixing heuristic to find an integer solution. Barnhart et al. [28] combine column
generation with branch-and-bound to solve large-scale ILP and the resulting method is called branch-and-price.

2.3 Greedy Algorithms

Greedy algorithms always make the choice that is best (according to some criteria) at the moment [29]. In general, greedy algorithms are not guaranteed to find an optimal solution, but for some problems there exists greedy algorithms that always find optimal solutions. For other problems, greedy algorithms can be used to find good feasible solutions.

Generally, one can define a greedy algorithm with three sets and four functions [30]. The starting point is a set $C$ of all possible candidates and two empty sets, one for the solution $S$ and one with discarded candidates $D$. As the algorithm proceeds, candidates from the set $C$ will be moved to $S$ or $D$. A selection function decides which candidate $c \in C$ is most promising and a feasibility function checks if a set of candidates can form a solution by adding more candidates. There is also a function that checks if a set of candidates form a complete solution and finally an objective function that gives a solution an objective value. A scheme of a general greedy algorithm is shown in Algorithm 1.

**Algorithm 1:** Greedy scheme

```plaintext
1. $S \leftarrow \emptyset$
2. $D \leftarrow \emptyset$
3. while $C \neq \emptyset$ and not isSolution($S$) do
   4. $x \leftarrow \text{select}(C)$
   5. $C \leftarrow C \setminus \{x\}$
   6. if isFeasible($S \cup \{x\}$) then
      7. $S \leftarrow S \cup \{x\}$
   8. else
      9. $D \leftarrow D \cup \{x\}$
   10. end
4. end
12. if isSolution($S$) then
   13. return ($S$, objective($S$))
end
```

The algorithm selects in each iteration the best candidate $c \in C$ according to the selection function. This candidate is removed from $C$ and if it is feasible to add to the solution $S$, it is added. Otherwise it is discarded and placed in $D$. After each iteration, the algorithm checks whether or not the set $S$ forms a complete solution. When either the set of candidates is empty or the set $S$ forms a complete solution, the algorithm terminates and returns $S$ as the solution, optionally together with the objective value of the solution.
2. Theory
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Tail Assignment

Aircraft are identified by their tail-number, which is why the problem studied in this thesis is called tail assignment. Tail assignment is an optimization problem and the goal is to assign aircraft to all flights while optimizing some objective. Section 3.1 describes the tail assignment problem and Section 3.2 describes different models used when solving tail assignment.

One of the main differences between Jeppesen’s optimizer and others seen in literature is that Jeppesen’s optimizer has a very flexible way to model the constraints and the objective function. Therefore, it is hard to make a specific definition of the components of the problem since these tend to vary between airlines. This chapter aims at describing the components in general.

3.1 Problem Description

Tail assignment is solved for a specific planning period, which means that there is a start and end date. Typically this is about a month but it can be both shorter and longer.

3.1.1 Tasks and Notation

Flights and maintenance checks are modeled as tasks, denoted by $f$. A task can also be a composite of other tasks. The set $F$ consists of all tasks $f$ that are scheduled in the planning period. Each task $f \in F$ has a start time $t_{f}^{\text{start}}$ and an end time $t_{f}^{\text{end}}$. Each task $f$ also has a starting position $p_{f}^{\text{start}}$ and an end position $p_{f}^{\text{end}}$. In principle, a task can be anything possessing these attributes.

A roster is a sequence of tasks that belong to a specific aircraft. Let $A$ be the set of all aircraft and $R$ the set of all rosters. Then, the aircraft assigned to the roster $r \in R$ is denoted by $a_{r} \in A$. The sequence of tasks belonging to roster $r$ is $F_{r} \subseteq F$. Since a roster is simply a sequence of tasks and a task can be a composite of tasks, the same notation as for tasks is used for the roster attributes, i.e. $t_{r}^{\text{start}}$ etc.
Some tasks are pre-assigned, which means that they are locked to a specific aircraft. There are two types of pre-assigned tasks. The first type is carry-ins, which are the tasks that are scheduled before the planning period begins and states where the aircraft is in the beginning of the planning period. The second type is pre-scheduled maintenance, typically the bigger ones that lasts for at least one week. Different maintenance types are explained in the next section.

An example solution to tail assignment is illustrated in Figure 3.1. The example consists of four aircraft and a planning horizon of four days. The gray tasks are pre-assigned and locked to the aircraft. The blue tasks are so-called free tasks, for which it is up to the optimizer to decide which aircraft the task should be assigned to. The pre-assigned task at day 3 is an example of pre-assigned maintenance which is described below.

![Figure 3.1: An example of a solution to a tail assignment problem. The tasks are boxes with a starting position and an ending position.](image)

Pre-assigned tasks may result in gaps in the roster between the pre-assigned tasks. For example, the roster for aircraft 3 in Figure 3.1 had a gap between the pre-assigned tasks at day 1 and 3, before the free tasks were assigned to the aircraft.

### 3.1.2 Constraints and Maintenance

At Jeppesen, all rules concerning flights, airports, tasks, aircraft, maintenance etc. are written in Rave [31]. Rave is a domain specific language developed at Jeppesen. The optimizer has access to a general interface to Rave where certain questions can be asked. For example, if a task is legal for a specific aircraft or to get the connection cost between two tasks.

There are different kinds of maintenance for aircraft. The most extensive kind of maintenance is done every one to three years and can take up to a month. The smallest maintenance might be performed every day (night) and may take about an hour. Between these extreme cases, there are a lot of intermediate maintenance levels. The maintenance regulations vary between airlines and countries and multiple maintenance levels can be used by the same airline.
When modeling tail assignment, there are two ways to model the maintenance rules. The first way is as pre-assigned tasks, which means that the maintenance’s time and place are not decided by the optimization process but instead decided beforehand. Usually, it is the bigger and less frequent maintenance that is modeled in this way. The second way is with cumulative constraints, which are usually used for the more frequent maintenance types that are performed several times during the planning period. The same problem instance can have both kinds of rules for different maintenance levels.

Cumulative constraints are the most complex rules since they depend on the history of the aircraft (e.g., it is needed to keep track of when the aircraft last had maintenance of a certain type). Cumulative constraints are modeled as resource constraints where the resource for example can be time, flight hours, or number of landings. If the consumption of the resource exceeds a defined limit, the constraint is violated. The most common way to reset the consumption of the resource is to make sure that the aircraft spends a number of hours on the ground at one in a subset of the airports (e.g., at which it is possible to perform maintenance). The set of cumulative constraints are denoted by $C$.

There are both soft and hard constraints. The hard constraints simply state that something is impossible and that a solution that breaks any hard constraint is illegal. The soft constraints are modeled with a penalty cost (in the objective) for violating the constraint.

Since tail assignment can be solved simultaneously for multiple fleets, it can sometimes be cost-worthy to re-fleet a flight. Re-fleeting means that a flight is assigned to an aircraft of a different type than it was originally planned for. Re-fleeting can be modeled as a soft constraint where the penalty for violating the constraint is the cost of changing aircraft type.

Sometimes there are also global constraints, which apply when something is dependent on more than one aircraft. The most recurring global constraint is to have a limit on the number of aircraft that receive maintenance simultaneously at the same airport. Another example is to require a minimum number of aircraft on the ground, to use if disturbances occur.

### 3.1.3 Objective

Different objectives can be used when solving the tail assignment problem. The objective can be to minimize actual costs, such as fuel consumption, or fictive costs, which for example will favor robust solutions or other qualities that the airline desires. Often both actual and fictive costs are used in combination.

The objective function is also modeled in Rave and is to be defined by the user of the system. If the problem instance does not have a solution covering all flights, the cost of unassigned tasks is often the biggest part of the total cost. Another part
that often influences the cost is fuel consumption and the connection time between flights. An example of a connection cost function that can be used to reduce medium length connections is found in [1, Section 13.1]. When soft constraints are employed, the penalty for violating these are also part of the cost.

3.2 Optimization Models

There are multiple ways to model the tail assignment problem. Grönkvist [1] presents three main models. First, there is an integer multi-commodity network flow problem formulation [1, Model 4.1]. This is perhaps the most intuitive formulation but it is not used very often when solving the tail assignment problem. Further, there is a set partitioning formulation [1, Model 4.2]. This is a very useful model that can be solved by column generation and is explained below. The last model is a constraint satisfaction problem model [1, Model 9.2] that Grönkvist later uses for accelerating the column generation [32]. This can be done since all three of these models express the same problem in different ways and a solution to one formulation can always be transformed into a solution to the others.

Let $R$ be the set of all legal aircraft rosters, $x_r$ be the decision variable of whether or not roster $r \in R$ is taken and $c_r$ be the cost of roster $r$. Further, the constant $\alpha_{fr}$ is 1 if task $f$ is covered by roster $r$ and 0 otherwise. Then, tail assignment can be modeled as a set partitioning problem [1, Model 4.2]

$$\min \sum_{r \in R} c_r x_r, \quad (3.1a)$$

s.t. $\sum_{r \in R} \alpha_{fr} x_r = 1, \quad \forall f \in F,$

$x_r \in \{0, 1\}, \quad \forall r \in R. \quad (3.1c)$

The goal as specified in (3.1a) is to choose $x_r, r \in R$ such that the total cost is minimized. In this problem formulation there are two sets of constraints. In (3.1b) we ensure that each task is covered by a an aircraft and the integrality constraints in (3.1c) ensure that $x_r$ is binary.

The complicating property of this formulation is that the set $R$ is very large (exponential in the number of tasks) and also hard to find [1, Section 4.4 and 5.2]. The current approach to solve this is to use column generation (see Section 2.2). The RMP is the LP-relaxed (i.e. (3.1c) changed to $x_r \geq 0$) version of (3.1) but with the subset $R' \subseteq R$ instead of $R$. The pricing problem is then used to generate new rosters to $R'$ (i.e., new columns, consisting of $\alpha_{fr}$, $f \in F$, and $c_r$). This problem is modeled in a graph as a resource constrained shortest path problem [1, Section 5.3] to ensure that the generated rosters satisfy all the constraints. Some constraints are enforced by the connections between nodes. The cumulative constraints (e.g. maintenance) are modeled with the resources in the pricing problem. For more details, see [1, Section 5.3–5.4].
3.3 Solving Tail Assignment Using Time Windows

At Jeppesen, most problem instances are divided into multiple smaller so-called time windows for which column generation is performed individually [1, Section 12.3]. Usually the size of the windows are between one and seven days. One sweep through the planning period goes through all time windows once in order. The time windows have some overlap that is decided per customer. After one sweep, the time windows can be altered so that the breakpoints occurs at different places in the next sweep.

For each time window, there are some locked tasks in the beginning and in the end. The rosters generated in the column generation only cover this time window and consists of a path between the start task and end task. If there is no initial solution, each time window only has one fixed task in the beginning, the end task is up to the column generation to decide.
3. Tail Assignment
Heuristics to Create Initial Solutions

This chapter presents the developed methods to create initial solutions to the tail assignment problem. The methods use heuristics to find solutions fast. The heuristics used are greedy algorithms and depth first search (DFS) [33, Section 3.2].

The general method is divided into two stages. First, the gaps between pre-assigned tasks are handled using a method called FillGaps and then, in the second stage, the rosters are appended with more tasks using the method AppendRosters. An example that illustrates these stages are found in Figure 4.1. This means that AppendRosters will assign tasks (if possible) after the last pre-assignment in each roster. The general algorithm is presented in Algorithm 2.

Algorithm 2: General scheme

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize $A, F, R$</td>
</tr>
<tr>
<td>2</td>
<td>shuffle($R$)</td>
</tr>
<tr>
<td>3</td>
<td>FillGaps($R, F$)</td>
</tr>
<tr>
<td>4</td>
<td>AppendRosters($R, F$)</td>
</tr>
</tbody>
</table>

The first row in Algorithm 2 is the initialization steps. First, the data (tasks $F$ and aircraft $A$) is collected. Then, for each aircraft $a \in A$, a new roster $r$ is created with only the pre-assigned tasks for $a_r$. The rosters form the set $R$. The set $F$ is ordered by ascending start time. After that, the rosters are shuffled to avoid getting the same arbitrary order for each run of the algorithm. In this way, we can run the algorithm multiple times and then choose the best solution. Row 3 handles the gaps between pre-assigned tasks and is explained in detail in Section 4.2. Finally, the method AppendRosters on row 4 is done in several different ways, which are described in Sections 4.3 and 4.4. Section 4.1 describes how to determine whether a connection is legal, something that is used in many of the developed methods.
4. Heuristics to Create Initial Solutions

(a) The initial four rosters with only pre-assigned tasks.

(b) The four rosters resulting from the application of the method FillGaps.

(c) The four rosters resulting from the application of the method AppendRosters has been performed.

Figure 4.1: An example of how a solution is formed by the stages in the general scheme.

4.1 Legal Connections

In many situations, there is a need to check if the connection between two tasks is legal. To see if the connection is legal, there are a number of conditions to check. We define the function isLegal\((f, g, a)\) to check the legality of the connection between tasks \(f\) and \(g\) with respect to aircraft \(a\). Note that the first task can be either a roster or a task. The following legality checks are performed:

1. Is the position \(p_f^{end} = p_g^{start}\)?
2. Is the time \(t_f^{end} \leq t_g^{start}\)?
3. Does aircraft \(a\) has the necessary requirements needed for task \(g\)?
4. Is task \( g \) is allowed for aircraft \( a \) according to the Rave model?

5. Is the connection between task \( f \) and \( g \) legal for aircraft \( a \) according to the Rave model?

For a connection to be legal, all these checks must be true. The checks are performed in increasing order, so that the more time-consuming checks (which depend on the Rave model) are only done if the previous checks were legal.

For check number 2, we assume a connection time of 0. In practice, a longer connection time is needed, but since this depends on the task, the airport, and the aircraft, this is handled in Rave (check 5).

### 4.2 Fill Gaps Between Pre-assigned Tasks

Pre-scheduled maintenance create gaps in the rosters between the pre-assigned tasks in the beginning of the planning period and the later maintenance. This is one of the more difficult parts for the current optimizer. Therefore, it is important to find an algorithm that can fill these gaps efficiently.

The method \texttt{FillGaps} is shown in Algorithm 3. The algorithm loops through the tasks in each roster. The next task after \( f \) is denoted \( f + 1 \). For each task \( f \) in the roster \( r \), a DFS inspired algorithm is used to find a sequence of tasks that fill the gap between tasks \( f \) and \( f + 1 \). The tasks represent the nodes in the graph searched by the DFS. The only difference from an ordinary DFS is that it only checks if the goal is reached if there are no more possible tasks to add. The set \( V \) of visited nodes (tasks) is used to avoid visiting the same node more than once.

For each gap in the roster at hand, the algorithm will check all tasks \( g \in F \), for which \( t^\text{start}_g \) is between \( t^\text{end}_f \) and \( t^\text{start}_{f+1} \), whether it is legal to assign task \( g \) after task \( f \). The algorithm also check that the task is uncovered and whether the inequality \( t^\text{end}_g \leq t^\text{start}_{f+1} \) holds. If legal, the task \( g \) is appended to the roster \( r \). When there are no more tasks to consider, the algorithm checks if the new connection in the roster, i.e. between \( f \) and \( f + 1 \), is legal. If it is not, the task \( f \) is removed from the roster and put in the set of visited nodes \( V \leftarrow V \cup \{ f \} \). Let \( f \) be the previous task in the roster and go through the steps again.

If there are two pre-assigned tasks for each roster, one in the very beginning of the planning period and one in the very end, there are \( |A| \) gaps to fill with \( |F| - |A| \) potential tasks. These are considered by DFS, for which the time complexity is \( O(|\text{nodes}| + |\text{edges}|) \); the nodes correspond to the potential tasks \( |F| - |A| \), and there are at most \((|F| - |A|)^2 \) edges. The resulting complexity is \( O(|A|(|F| - |A|)^2) = O(|A||F|^2 - 2|F||A|^2 + |A|^3) \). Since \( |A| \ll |F| \), this means that \( |A|^3 < |A||F|^2 \) and the complexity can be written as \( O(|A||F|^2) \). Note that this is a worst case analysis and this will probably not be the case for real problems.
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Algorithm 3: FillGaps

1. foreach $r \in R$ do
2.     $f \leftarrow \text{first}(r)$
3.     $V \leftarrow \emptyset$
4.     while $f \neq \text{null}$ do
5.         foreach $g \in \{g : g \in F \land t_{f}^\text{end} \leq t_{g}^\text{start} \leq t_{f+1}^\text{start}\}$ do
6.             if isLegal($f, g, a_r$) $\land$ $g \notin V \land t_{g}^\text{end} \leq t_{f+1}^\text{start} \land \text{isUncovered}(g)$ then
7.                 insert($r, g$)
8.                 $f \leftarrow g$
9.         end
10.     end
11.     if isLegal($f, f+1, a_r$) then
12.         $f \leftarrow f + 1$
13.     else
14.         remove($r, f$)
15.         $V \leftarrow V \cup \{f\}$
16.         $f \leftarrow f - 1$
17.     end
18. end

4.3 Greedy methods

The methods to be presented in this section do not consider hard cumulative constraints but only the ones checked in the function isLegal. The reason for this is to be able to use a fast greedy approach for the problem instances that does not have hard cumulative constraints (see Section 4.4 for the corresponding algorithms for those cases). The four methods are all quite similar. These are Aircraft First Random (AFR), Aircraft First Sort (AFS), Task First Sort (TFS) and Task First Random (TFR). For the complete run of Algorithm 2, one of these is chosen as the method AppendRosters.

Recall the notation used for the general greedy algorithm in Section 2.3. The candidate set $C$ is here the set of pairs $(a, f) \in A \times F$ (the Cartesian product of aircraft and tasks), the solution set $S$ corresponds to $R$, in which the rosters are accumulated, and the set $D$ of discarded candidates is accumulated implicitly by the way new candidates are selected.

The selection function is implicit by the looping through the set of candidates. The looping order differs between the methods. The feasibility function is the function isLegal and there is no explicit function checking if the solution is complete, since all the candidates will be considered. Finally, the objective function is the one defined in the Rave model (as explained in Section 3.1.3).
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4.3.1 Aircraft First

Each of the two methods AFR and AFS consists of a nested loop where the outer loop iterates through the aircraft/rosters and the inner loop iterates through the tasks.

Before these loops are executed, the aircraft are ordered in some way. For AFR, the aircraft are listed in random order and is therefore called Aircraft First Random (AFR), see Algorithm 4.

Algorithm 4: Aircraft First Random (AFR)

1. shuffle(R)
2. foreach r ∈ R do
3.     foreach f ∈ F do
4.         if isLegal(r, f, a_r) ∧ isUncovered(f) then
5.             append(r; f)
6.         end
7.     end
8. end

The other method AFS sorts the aircraft based on the number of restrictions (decreasing) which is called Aircraft First Sort (AFS). Note that the solution produced by the method can differ between runs if multiple aircraft have the same number of restrictions, since ties are broken randomly.

Algorithm 5: Aircraft First Sort (AFS)

1. sort(R)
2. foreach r ∈ R do
3.     foreach f ∈ F do
4.         if isLegal(r, f, a_r) ∧ isUncovered(f) then
5.             append(r; f)
6.         end
7.     end
8. end

The shuffle step in AFR takes linear time (O(|A|)) and is done only once in the beginning. Since the outer loop goes through each roster once, and there is one roster for each aircraft, this loop consists of |A| iterations. The inner loop consists of |F| iterations, where each iteration takes constant time. Hence, the resulting time complexity is O(|A||F|).

For AFS, the algorithm starts by sorting the aircraft/rosters which is done in O(|A| log(|A|)). However, to obtain the number of restrictions used for the sorting, O(|A||F|) computations are required. The resulting complexity is then O(|A| log(|A|) + |A||F|). For practical problems, there are a lot more tasks than aircraft (i.e.
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$|A| \ll |F|$. Therefore, the first term can be ignored and the complexity is the same as for AFR, i.e. $O(|A||F|)$.

4.3.2 Tasks First

The Aircraft First methods typically assign a lot more tasks to the first rosters compared to the later rosters. Therefore, we present two methods that aim to distribute the tasks more evenly.

The difference between the Tasks First and Aircraft First methods is that the inner and outer loop have been swapped. Instead of looping over the rosters and for each roster loop over all tasks, the algorithms loop over all tasks once and for each task over all the rosters. In this way, the inner loop may be exited when a legal assignment is found since only one aircraft should cover each task. To distribute the tasks evenly, the order of the rosters are shuffled for each task; see Algorithm 6.

Algorithm 6: Tasks First Random (TFR)

1. foreach $f \in F$ do
2.   shuffle($R$)
3.   foreach $r \in R$ do
4.     if isLegal($r$, $f$, $a_r$) $\land$ isUncovered($f$) then
5.       append($r$, $f$)
6.       break
7.     end
8.   end
9. end

An alternative is to re-sort the aircraft for each task. In this case, the sorting is based on the number of tasks (ascending) in each roster to even better balance the load on each aircraft. This is shown in Algorithm 7; note that the only difference from Algorithm 6 is on row 2.

Algorithm 7: Tasks First Sort (TFS)

1. foreach $f \in F$ do
2.   sort($R$)
3.   foreach $r \in R$ do
4.     if isLegal($r$, $f$, $a_r$) $\land$ isUncovered($f$) then
5.       append($r$, $f$)
6.       break
7.     end
8.   end
9. end
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For TFR, the outer loop consists of $|F|$ iterations and in each iteration, the shuffle step takes $O(|A|)$ time and the inner loop contains at most $|A|$ iterations. Hence, the time complexity is $O(|A||F|)$, the same as for AFR and AFS. For TFS, on the other hand, the sorting is done in $O(|A|\log(|A|))$ and the total complexity is $O(|A||F|\log(|A|))$. As mentioned in the previous section, $|A| \ll |F|$ and this extra $\log(|A|)$ factor should not influence the practical running time much.

4.4 Methods for Hard Cumulative Constraints

When the problem instance possesses hard cumulative constraints, the greedy algorithms described in the previous section will most often generate illegal solutions. We present two methods that can handle these constraints: Aircraft First Maintenance (AFM) and Task First Maintenance (TFM). For problem instances with hard cumulative constraints, one of AFM and TFM is chosen as the method AppendRosters in Algorithm 2.

To check if a roster $r$ violates any of the cumulative constraints in the set $C$, the whole roster has to be considered. This takes at most $O(|C||F_r|)$ time, where $|F_r|$ denotes the number of tasks in the roster $r$.

4.4.1 Aircraft First with Hard Cumulative Constraints

AFM is inspired by the method FillGaps and uses a similar DFS algorithm. However, the goal here is to find a path that is as long as the planning period and therefore a heuristic parameter $T_{\text{max}}$ is introduced.

The general idea is that legal tasks are appended as long as they do not violate any hard cumulative constraint. If a constraint becomes violated by a task, it is not added. The parameter $T_{\text{max}}$ is used to determine (heuristically) whether it is likely that the roster can further be appended. If the time between the end time $t_{r_{\text{end}}}$ of the roster and the start time $t_{f_{\text{start}}}$ of the potential task $f$ to add exceeds the time $T_{\text{max}}$ (i.e. $t_{f_{\text{start}}} - t_{r_{\text{end}}} > T_{\text{max}}$), it is considered unlikely that a legal task to append to the roster will ever be found. Therefore, the last task in $r$ is removed and set the task $f$ to the task closest to $t_{r_{\text{end}}}$ and try again to append the roster. All tasks that have ever been in the current roster are forbidden to be added again. This is kept track of this using the set $V$ of visited tasks. See Algorithm 8.

In the worst case, the algorithm exceeds the maximum time $T_{\text{max}}$ once for each task, and all tasks are added at some point, but all are also removed. Therefore, the check for violation of cumulative constraints may be performed at most $|A||F|^2$ times and each check has a worst case of $O(|C||F|)$ computations since the roster can consist of at most $|F|$ tasks. Hence, the complexity of Algorithm 8 becomes $O(|C||A||F|^3)$. This is a lot higher than for AFR, AFS, TFR, and TFS but since this is a worst case analysis, in practice, no rosters consist of $|F|$ tasks, and since the cumulative
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Algorithm 8: Aircraft First Maintenance (AFM)

1. foreach $r \in R$ do
2.     $V \leftarrow \emptyset$
3.     $f \leftarrow \text{first}(F)$
4.     while $f \neq \text{null}$ do
5.         if $t_{\text{start}}^f - t_{\text{end}}^r > T_{\text{max}}$ then
6.             removeLast($r$)
7.         end
8.         $f \leftarrow \min f \in F : t_{\text{start}}^f \leq t_{\text{end}}^r$
9.         if $\text{isLegal}(r, f, a_r) \land f \notin V \land \text{isUncovered}(f)$ then
10.            if $\text{isCumulativeLegal}(r, f, a_r)$ then
11.                append($r, f$)
12.                $V \leftarrow V \cup f$
13.            end
14.         end
15.     $f \leftarrow \text{next}(F, f)$
16. end

Constraints are only evaluated if the connection is legal in all other aspects, the algorithm will be faster in most practical settings.

AFM provides a simple way to handle all kinds of possible cumulative constraints. It does not matter what resources are consumed in which tasks and how the resource is reset for each constraint (see Section 3.1.2). The only assumption is the maximum time $T_{\text{max}}$, which is a heuristic parameter whose value must be higher than the maximum reset time of any hard cumulative constraint and lower than an acceptable connection time between tasks. Because of the way tail assignment is modeled at Jeppesen, such detailed information about rules is not available in the interface to the rule model. Instead, $T_{\text{max}}$ is manually set to one day.

4.4.2 Task First with Hard Cumulative Constraints

The method TFM is a naive approach that uses the same algorithm as TFR but in addition to the $\text{isLegal}$ check, it also checks the hard cumulative constraints; see Algorithm 9. This approach does not always create rosters that cover the whole month, since the aircraft might be stuck at an airport where maintenance is not possible to perform.

For the complexity analysis, the worst case occurs when all tasks are possible to assign to the last roster that is tried. As previously stated, the worst case for the check for cumulative constraints violation has a complexity of $O(||C||F|)$. This is tried at most $|F||A|$ times and the resulting time complexity is $O(||C||A||F|^2)$.
Algorithm 9: Tasks First Maintenance (TFM)

1. foreach $f \in F$ do
2.     shuffle($R$)
3.     foreach $r \in R$ do
4.         if isLegal($r, f, a_r$) \& isUncovered($f$) then
5.             if isCumulativeLegal($r, f, a_r$) then
6.                 append($r, f$)
7.                 break
8.         end
9.     end
10.    end
11. end
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Tests and Results

The methods described in Chapter 4 have been implemented in C++ in Jeppesen’s development environment. The testing has been done on a machine with Intel(R) Xeon(R) CPU E5-2667 v2 @ 3.30GHz. It has two times eight cores but only 8 are used per optimization run.

The different methods in Chapter 4 are evaluated on the test cases presented in Table 5.1. These differ in size in several ways. Cases 3 and 4 have the shortest planning period, of one week, while the others have a planning period of just over a month. They also differ in number of aircraft. Case 8 includes seven aircraft while case 5 includes 112 aircraft. Case 5 is also the largest in terms of number of tasks.

The first six cases have none or only soft cumulative constraints while cases 7 and 8 have hard cumulative constraints.

The test cases have other differing characteristics, not shown in the table. For example, they have different rules, pre-assignments, and airports. They also have different objective functions. Case 2 possesses only the unassigned task cost while cases 3, 4, and 8 also have connection costs. The cases 1, 5, 6, and 7 have these costs as well as penalties for violating soft cumulative constraints.

<table>
<thead>
<tr>
<th>Case</th>
<th>#aircraft</th>
<th>#tasks</th>
<th>#days</th>
<th>UB</th>
<th>LB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>2231</td>
<td>37</td>
<td>424 904</td>
<td>205</td>
</tr>
<tr>
<td>2</td>
<td>46</td>
<td>7730</td>
<td>36</td>
<td>740 775</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>71</td>
<td>3096</td>
<td>7</td>
<td>30 254</td>
<td>1 344</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>727</td>
<td>7</td>
<td>70 822</td>
<td>1 656</td>
</tr>
<tr>
<td>5</td>
<td>112</td>
<td>23825</td>
<td>32</td>
<td>2 372 428</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
<td>6191</td>
<td>36</td>
<td>121 636</td>
<td>51</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>4388</td>
<td>34</td>
<td>16 407</td>
<td>766</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>1151</td>
<td>39</td>
<td>138 885</td>
<td>4 801</td>
</tr>
</tbody>
</table>

Table 5.1: Test cases with some basic characteristics. The columns represent the number of aircraft, the number of tasks, the length of the planning period, the upper bound (UB) (the cost of the initial solution with only pre-assigned tasks) and a lower bound (LB) (see description in the text).

The lower bounds (LB) presented in Table 5.1 are calculated using a network flow
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model according to [1, Section 4.6]. This lower bound considers neither aircraft specific connection rules nor aircraft specific costs. If everything can be assigned without these aircraft specific rules, the only cost in the lower bound will be the connection cost since penalties for soft constraints (cumulative or global) cannot be handled efficiently in the network flow model. For all the test cases in Table 5.1 except case 7, the lower bound solutions have all tasks assigned. Therefore, the lower bound consists of the connection cost only. The quality of the lower bound differs a lot between the test cases. For example, the lower bound for case 5 is much lower than the optimal solution since the costs differ between aircraft and since no penalties are included.

Our main focus has been on comparing the methods with each other but also with the improvement method (IMP) developed by Jeppesen. IMP goes through the planning period once, divided in time windows (as explained in Section 3.3). The size of the time windows varies between test cases but is the same for a single case when run with and without an initial solution.

Since all the methods described in Chapter 4 have some random components, each method has been run 49 times each per test case in the evaluation. The greedy methods Aircraft First Random (AFR), Aircraft First Sort (AFS), Task First Sort (TFS), and Task First Random (TFR) are evaluated in Section 5.1 on test cases 1–6. The methods Task First Maintenance (TFM) and Aircraft First Maintenance (AFM) are evaluated in Section 5.2 on test cases 7 and 8.

5.1 Results for Test Cases Without Hard Cumulative Constraints

The percentages of assigned tasks resulting from the test runs are shown in table 5.2 for the different algorithms and test cases. Generally, the methods perform well, as compared to the goal of generating solutions having at least 95% of the tasks assigned. All the methods achieve this for all test cases except for case 3.

<table>
<thead>
<tr>
<th></th>
<th>AFR</th>
<th>AFS</th>
<th>TFS</th>
<th>TFR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>med</td>
<td>max</td>
<td>med</td>
<td>max</td>
</tr>
<tr>
<td>Case 1</td>
<td>99.5</td>
<td>99.7</td>
<td>99.7</td>
<td>99.7</td>
</tr>
<tr>
<td>Case 2</td>
<td>99.5</td>
<td>99.6</td>
<td>99.2</td>
<td>99.2</td>
</tr>
<tr>
<td>Case 3</td>
<td>89.5</td>
<td>93.2</td>
<td>90.0</td>
<td>93.4</td>
</tr>
<tr>
<td>Case 4</td>
<td>97.7</td>
<td>97.9</td>
<td>97.7</td>
<td>97.7</td>
</tr>
<tr>
<td>Case 5</td>
<td>99.4</td>
<td>99.4</td>
<td>99.4</td>
<td>99.4</td>
</tr>
<tr>
<td>Case 6</td>
<td>98.9</td>
<td>99.5</td>
<td>99.0</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Table 5.2: The percentage of assigned tasks for different test cases and methods. The best and median are presented. Underlined values are best in their category (med/max) per case.
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The costs for the initial solutions generated by the different methods are presented in Table 5.3. For different test cases, different methods are best. If we look at the best found solutions (with minimum cost), the results show that TFR and AFR are best on two cases each while TFS and AFS are best on one each. On the other hand, AFS is best on four cases if we look at the median cost.

<table>
<thead>
<tr>
<th></th>
<th>AFR</th>
<th>AFS</th>
<th>TFS</th>
<th>TFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>med</td>
<td>348</td>
<td>349</td>
<td>265</td>
<td>200</td>
</tr>
<tr>
<td>min</td>
<td>233</td>
<td>239</td>
<td>268</td>
<td>299</td>
</tr>
<tr>
<td>med</td>
<td>500</td>
<td>500</td>
<td>400</td>
<td>500</td>
</tr>
<tr>
<td>min</td>
<td>500</td>
<td>435</td>
<td>300</td>
<td>775</td>
</tr>
<tr>
<td>med</td>
<td>666</td>
<td>349</td>
<td>755</td>
<td>759</td>
</tr>
<tr>
<td>min</td>
<td>813</td>
<td>300</td>
<td>755</td>
<td>759</td>
</tr>
<tr>
<td>Case 3</td>
<td>425</td>
<td>371</td>
<td>375</td>
<td>394</td>
</tr>
<tr>
<td>med</td>
<td>825</td>
<td>419</td>
<td>637</td>
<td>775</td>
</tr>
<tr>
<td>Case 4</td>
<td>375</td>
<td>364</td>
<td>381</td>
<td>412</td>
</tr>
<tr>
<td>med</td>
<td>375</td>
<td>366</td>
<td>381</td>
<td>386</td>
</tr>
<tr>
<td>Case 5</td>
<td>3 061</td>
<td>3 046</td>
<td>3 060</td>
<td>3 046</td>
</tr>
<tr>
<td>Case 6</td>
<td>2 338</td>
<td>1 438</td>
<td>2 275</td>
<td>2 401</td>
</tr>
</tbody>
</table>

Table 5.3: The median and minimum costs of the solutions received for the different test cases and algorithms

The average computation times are presented in Table 5.4. The time is separated between the appending methods (AFR, AFS, TFR, and TFS) and FillGaps. To form a complete solution both FillGaps and one of the appending methods have to be run and the total running time is the sum of the corresponding computation times. As can be seen, TFR is the fastest for all the cases, and for some cases TFS is equally fast. The randomizing variants (AFR, TFR) are also generally faster since shuffling is faster than sorting.

<table>
<thead>
<tr>
<th></th>
<th>AFR</th>
<th>AFS</th>
<th>TFS</th>
<th>TFR</th>
<th>FillGaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.50</td>
<td>0.64</td>
<td>0.30</td>
<td>0.30</td>
<td>0.22</td>
</tr>
<tr>
<td>Case 2</td>
<td>2.98</td>
<td>4.70</td>
<td>1.14</td>
<td>0.54</td>
<td>2.34</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.82</td>
<td>1.36</td>
<td>0.16</td>
<td>0.10</td>
<td>0.64</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Case 5</td>
<td>14.36</td>
<td>20.18</td>
<td>16.28</td>
<td>2.68</td>
<td>10.22</td>
</tr>
<tr>
<td>Case 6</td>
<td>5.70</td>
<td>7.30</td>
<td>2.78</td>
<td>2.44</td>
<td>3.18</td>
</tr>
</tbody>
</table>

Table 5.4: The average computation time in CPU seconds for the different algorithms and test cases.

To set the running times in perspective, test case 5 takes almost one hour for the method IMP, while test case 4 only takes a few seconds. Over all the methods take no more than 1–2% of the running time as compared to that of IMP.

The average running times increase with the number of tasks and aircraft. As described in Section 4.3, the time complexity for AFR, AFS and TFR is \(O(|A||F|)\) and for TFS it is \(O(|A||F| \log |A|)\). Even though TFS has a slightly higher theoretical complexity, in practice, it is still generally faster than AFR and AFS.

Since the running time increases with both number of aircraft and tasks, it is reasonable that test case 5 has a lot longer running times than the other test cases.
However, it is remarkable that TFR succeeds with that instance a lot faster than the other methods do.

The running times should only give a hint of the performance of the methods since there have been just a minimal effort to improve the running time by implementation details. However, there are a couple of reasons why TFR and TFS are faster than AFR and AFS. The main reason is that the loop over aircraft is exited whenever a feasible assignment is found. AFS also calculates the number of restrictions, which requires a call to the Rave model (explained in Section 3.1.2) for each task/aircraft pair.

In Figure 5.1, the cost results are presented as bar charts. The costs are divided into connection cost, cost of unassigned tasks and the penalty for violating cumulative constraints. The labels indicates the cost components of each test case. The connection cost varies very little between the methods but the cost of unassigned tasks varies more.

The quality of the lower bound is not very good for test cases 1, 5, and 6, since all other solutions have much higher connection cost than the lower bound.

For each case, the four first bars represent the cost components of the median solution, as well as the 10th and 90th percentile (the black interval). The percentile values show that there is sometimes a big variation of results even if the minimum and median cost are similar, particularly the AFR and AFS for case 4 have a much higher 90th percentile than both the median and 10th percentile.

In Figure 5.1, the results for the methods are compared with Jeppesen’s method IMP, running IMP with initial solutions and the lower bound. The best found initial solution by each method is used as input to IMP. As can be seen, the results when using an initial solution is about the same or better as without an initial solution.

Recall, from Table 5.2, that test case 3 has a lower percentage of assigned flights than the other cases. Still, the method IMP is able to find a solution with about the same cost as the LB when running IMP with the 'bad' initial solutions (Figure 5.1, Case 3).

The aircraft in test case 3 and 4 have almost all the same number of restrictions. Therefore, the result is very similar for AFS and AFR for these cases.

5.2 Results for Cases With Hard Cumulative Constraints

The methods AFM and TFM (see Section 4.4) are evaluated on test cases 7 and 8 from Table 5.1.
Figure 5.1: Bar plots of the result from the different greedy methods for six test cases, the solution with the median total cost is shown with the different cost components. The black interval represents the 10th and 90th percentiles, respectively, of the total cost. The cost is also compared with Jeppesen's method IMP; see description in the text.

The naive method TFM shows a huge variation in solution quality. This is shown both in the percentages of assigned flights (Table 5.5) and the solution cost (Table 5.6).

Both TFM and AFM achieve the goal of assigned tasks for both test cases with respect to the best solution. For test case 8, AFM achieve the goal also with the median solution.

The running times are presented in Table 5.7. The results from the two methods
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<table>
<thead>
<tr>
<th></th>
<th>TFM</th>
<th>AFM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>med</td>
<td>best</td>
</tr>
<tr>
<td>Case 7</td>
<td>91.1</td>
<td>95.4</td>
</tr>
<tr>
<td>Case 8</td>
<td>58.4</td>
<td>97.9</td>
</tr>
</tbody>
</table>

**Table 5.5:** Percentage of assigned flights achieved for test cases 7 and 8. The values for the median and best solutions are presented.

<table>
<thead>
<tr>
<th></th>
<th>TFM</th>
<th>AFM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>med</td>
<td>min</td>
</tr>
<tr>
<td>Case 7</td>
<td>170</td>
<td>1496</td>
</tr>
<tr>
<td>Case 8</td>
<td>51085</td>
<td>11192</td>
</tr>
</tbody>
</table>

**Table 5.6:** Solution costs for test cases 7 and 8. The values for the median and best solutions are presented.

are similar for case 7 but differs more for case 8. For both cases, TFM is faster than AFM. However, TFM seems to take a lot longer to run for the same problem sizes than TFR. Therefore, it must be the evaluation of the cumulative constraints that accounts for most of the increase since this is the only difference between TFM and TFR.

<table>
<thead>
<tr>
<th></th>
<th>AFM</th>
<th>TFM</th>
<th>FillGaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 7</td>
<td>12.80</td>
<td>11.18</td>
<td>0.40</td>
</tr>
<tr>
<td>Case 8</td>
<td>2.14</td>
<td>1.60</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Table 5.7:** The average computation time in CPU seconds for AFM and TFM for test cases 7 and 8.

In Figure 5.2 both the median and best results are shown and compared with the results achieved by the method IMP. The best solutions from AFM and TFM, respectively, are used as input to IMP when run with an initial solution. Even though AFM finds a solution with lower cost than TFM for both test cases, it is when the solution produced by TFM is used in initial solution that the lowest cost after the optimization is achieved for case 8. However, the initial solutions from both methods fails to improve the final solution objective. Note that test case 7 has a penalty cost but it is too small to be visible in the figure.

Figure 5.2 shows that the 10th percentile for TFM is quite a bit higher than the objective value of the best solution for both test cases. This indicates that good solutions are rare and may not be found if the methods are only run a few times.
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Figure 5.2: Bar plot with the different methods for test cases 7 and 8, the black interval represents the 10th and 90th percentiles, respectively, of the total cost; see description in the text.
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Discussion and Conclusion

This thesis presents some variations of fast heuristics to create initial solutions to the tail assignment problem. These solutions can be used to warm start an improvement method as well as to produce legal solutions fast for other use cases.

The developed methods consist of first applying the method called FillGaps that assigns tasks between pre-assignments and then applying one of the appending methods Aircraft First Random (AFR), Aircraft First Sort (AFS), Task First Sort (TFS), Task First Random (TFR), Task First Maintenance (TFM), and Aircraft First Maintenance (AFM). FillGaps and AFM use variants of heuristic version of Depth First Search (DFS) and the other methods use greedy algorithms.

The methods are chosen with short running time as the main criteria. Since the produced solutions are to be improved by an existing improvement method, there is no need to develop an own improvement algorithm. If some more complex technique than greedy algorithms and DFS was used, even more tasks could probably be assigned but it would be to the detriment of running time. This thesis focused on the fastest possible approaches.

The evaluation was performed on eight test cases, six without hard cumulative constraints and two with cumulative constraints. The methods performed well with respect to the percentage of tasks assigned. The goal was to assign 95% of the tasks and this was achieved with some method for all except one test case. On the other hand, the results of actually using the solutions as initial solutions to the improvement method (IMP) showed that it is not always better to use an initial solution. For the cases for which IMP produced a solution with all tasks assigned without an initial solution, using an initial solution may even produce a worse final solution. However, for the cases where IMP without initial solution did not assign all of the tasks, the results of using an initial solution improved the final solution. It should, however, be noted that more test cases are needed before this kind of conclusions can be drawn with certainty.

The objective value was not improved for the cases with hard cumulative constraints. Therefore, the methods for hard cumulative constraints need to be improved to be useful. However, AFM reached the goal for percentage of tasks assigned both for the minimum and median cost solution found for one test case and TFM reached the goal for both test cases with the minimum cost solution. Since the methods
achieve a high number of assigned tasks, it might be possible to tune Jeppesen’s optimizer (using another improvement method than IMP) so that good results can be obtained with these methods as well.

For the improvement method to benefit from an initial solution, it might not be enough to have a high number of assigned tasks in the initial solution. Instead, there seems to be some other criteria. From the results presented in this thesis it is hard to draw any conclusions about why the final solution is not always improved by using an initial solution. But since the planning period is divided into time windows, it is possible that there is no way to cover all tasks in the interval with the fixed start and end positions that comes from the initial solution, while it may be possible to cover all tasks if the end position is not fixed. Therefore, it might be necessary to consider some other criteria while constructing the initial solutions.

The method IMP is just one out of many ways to run Jeppesen’s optimizer. For example, IMP sweeps through the planning period only once, while it is more common to do several sweeps through the planning period. There might also be other configurations for the column generation part of the optimizer that can make better use of the initial solutions.

The solutions generated by the methods proposed in this thesis could also be used as initial solutions to other methods. For example, stochastic methods like Simulated Annealing and Particle Swarm Optimization, which Jamili et al. [9] use for other airline optimization problems, can benefit from the solutions produced by the methods proposed in this thesis. The solutions can also be used when designing the rules for a new airline customer to quickly get an idea of how the different rules and costs influence the solution.

Our methods are very fast, all of them are run in less than half a minute even for an instance with 112 aircraft. This indicates that it is possible to use our methods also for even larger instances. It also opens up for the possibility to run several different methods and to run each method several times.

Our results show that the orders of tasks and aircraft are important, and to get the best out of these methods, they should be run multiple times with different orderings. A possible improvement in the future is to find a sorting/ordering principle that works well for all cases or at least for a well defined set of problem instances. Some sorting schemes were not included in this thesis, since the preliminary results showed that they did not work very well. For methods based on the task-first principle, this includes sorting on arrival time, using the reverse order every second iteration, and choosing the task with the lowest connection cost.

The methods also need more testing in order to determine which method that performs best for which type of cases. There is also a need to test if there is a significant difference in the quality of the final solution of using the best or worst solution found by a method. Since the objective value of the final solution did not seem to correlate with the objective value of the initial solution, it might be the case that it is unnecessary to run the initial methods multiple times if the improvement method...
ends up in a good solution also with a "bad" initial solution.

Even though our evaluation has been focused on comparing the different appending algorithms, one should not forget the important part played by the method FillGaps. This method takes care of the pre-assigned tasks that the time window heuristic sometimes can have difficulties with.

The final conclusion is that the methods developed in this thesis create solutions with many assigned tasks fast, but more testing and analysis is needed to know how and when these initial solutions should be used.
6. Discussion and Conclusion
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