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Abstract 

A framework is developed for modeling the fundamental impairments in optical datacenter 

interconnects, i.e., the power loss and the receiver noises. This framework makes it possible, to 

analyze the trade-offs between data rates, modulation order, and number of ports that can be 

supported in optical interconnect architectures, while guaranteeing that the required signal-to-

noise ratios are satisfied. To the best of our knowledge, this important assessment methodology is 

not yet available. As a case study, the trade-offs are investigated for three coupler-based top-of-

rack interconnect architectures, which suffer from serious insertion loss. The results show that 

using single-port transceivers with 10 GHz bandwidth, avalanche photodiode detectors, and 

quadratical pulse amplitude modulation, more than 500 ports can be supported. 

 

Keywords: Data center networks, passive optical interconnect (POI), multi-level pulse amplitude 

modulation (M-PAM), scalability, top-of-rack (ToR). 

 

I. INTRODUCTION 

The global data center (DC) traffic is ever growing [1]. It is expected that the total DC traffic will 

reach 8.6 ZB per year by 2018 and that 75% of this traffic will stay within the DCs [2]. The current 

DC networks (DCNs) based on commodity Ethernet switches suffer from the bandwidth bottleneck 

and high energy consumption [3]. As the size and the complexity of DCs continue to grow, scaling 

out of the current DC infrastructure becomes challenging. Therefore, the optical transport 

technology, which has been widely adopted in telecommunication networks for its high capacity, 

short latency, and low power consumption, can be a prominent option for DCNs as well [4, Part I]. 

Typically, intra-DCN communications includes two to three tiers [5], i.e., edge tier, aggregation 

and/or core tier, where switches handle the traffic among the servers, racks and/or clusters, 

respectively. Many interconnect architectures based on optical switching for DCNs have already 

been studied. Hybrid optical/electrical solutions, e.g., HELIOS [6] and c-through [7] have been 

proposed to increase the capacity and reduce the power consumption. The main concern with hybrid 

approaches is the inherent bottleneck in terms of energy dissipation of using electrical switches to 

handle the traffic at the packet level. All-optical interconnect architectures at the aggregation and 

core tiers have also been proposed, e.g., [8]–[10]. However, they suffer from the high cost of the non-

commercial devices [8], [9] and high end-to-end latency due to the long configuration time of the 

switches [10]. 

mailto:tangming@mail.hust.edu.cn
mailto:wosinska@kth.se


 

 

 

Apart from the aforementioned optical switching based solutions, passive optical interconnects 

(POIs) have also been proposed, e.g., in [11]–[13]. Passive components, such as couplers, are used 

to interconnect different servers, e.g., in [11], [12] and racks/clusters, e.g., in [13]. Passive optical 

networks (PONs) [14] that are widely deployed in fiber access networks use optical passive 

components, such as splitters/combiners, to connect the central office to multiple end users. 

However, it cannot be directly applied to datacenter network where connections between any pair 

of ports are required. There are many advantages of coupler-based POIs, such as low cost and 

energy consumption, high reliability, simple maintenance and ability to support multi-cast and 

any-cast connections [15]. It has been demonstrated that the power consumption of switching in 

overall DCNs can be reduced by a factor of 10 for large-scale DCs when POIs are employed at the 

edge tier [16]. In contrast to switch-based optical interconnect, POIs seriously suffer from physical-

layer impairments, such as high insertion loss caused by the couplers, resulting in limited 

scalability. Such a scalability problem in switch-based architectures is addressed by scaling the 

size of the switch. There are also works measuring scalability from the aspects of the control and 

management plane [17], [18].  However, the aforementioned scalability assessment methods are 

not applicable for POI architectures where the physical layer brings the main scalability limitation. 

In [12] and [13], scalability analysis of certain POI architectures is performed by comparing the 

maximum link loss and a given system power budget. Apparently, considering only the link loss is 

not sufficient, because the other physical-layer configuration, e.g., the type of receivers and 

modulation formats, can also significantly affect the scalability. 

In this paper, we develop a physical-layer evaluation methodology, which is vital to analyze 

scalability of the POI architectures. The proposed methodology enables to investigate the trade-offs 

between data rates, modulation formats, and number of ports that can be supported by optical 

interconnects.  We focus on intensity modulation and direct detection (IM/DD), which is considered 

as one of the best options for DC applications, because it is simple and cost-efficient. For IM/DD 

techniques, on-off keying (OOK) is already widely used, whereas multi-level pulse amplitude (M-

PAM) modulation is currently of high interest for datacom applications thanks to its low 

implementation complexity and cost to increase spectrum efficiency and upgrade capacity [19]. The 

influence of PAM symbol spacing and decision thresholds is also included in the proposed 

methodology. The scalability of the optical interconnect employing equally and optimally spaced M-

PAM is compared. Moreover, two major types of photodiodes (PDs) at the receiver, i.e., positive-

intrinsic-negative (PIN) diode and avalanche photodiode (APD) are taken into account for modeling 

receiver sensitivity. A case study is carried out, where the proposed methodology is applied to assess 

three coupler-based POIs. The analysis results reveal that with a proper physical-layer settings 

(including modulation format, receiver type, etc.), more than 500 ports and 10Gb/s per port can be 

supported, even in the case of coupler-based POIs with high insertion loss. 

The remainder of this paper is organized as follows. In Section II, the proposed physical-layer 

scalability assessment methodology is presented. Section III first depicts three investigated 

scenarios for the case study, each of which employs one type of coupler-based POI at the edge tier 

of the DCN (i.e., at ToR), and then applies the proposed methodology to identify the maximal data 

rates and number of ports that can be supported in all three considered scenarios. Finally, Section 

IV draws the conclusions. 

II. METHODOLOGY 

The scalability of the conventional switch-based interconnect architectures is limited by the port 

count of the switch [8–10], which is not the case for POIs. On the other hand, the scalability 

assessment in [12] and [13], considers only the insertion loss of the couplers. In this section, we 

introduce a methodology to assess the scalability of optical interconnects, where different physical 

layer aspects are considered. The flow chart of our scalability assessment methodology is shown in 

Fig. 1. We build the link model to analyze the link loss. Meanwhile, the system power budget is 

obtained by assessing the receiver sensitivity where the type of receiver, the M-PAM order and 

spacing, the decision thresholds, and the allowed bit error rate (BER) level are considered. If the 

system power budget is larger than the link budget, the interconnect with the considered size and 

the data rate at each port are demonstrated to be feasible. The details for modeling link loss and 

system power budget are presented in the following subsections. 



 

 

 

A. Link budget estimation 

For intra-DC applications, the transmission distance is typically quite short. For instance, the 

intra-rack signal transmission distance is normally shorter than 10 meters (between bottom and 

top of the rack). Also, we consider the case without any optical amplifiers, so amplified spontaneous 

emission noise does not exist. Fig. 2 shows an equivalent block diagram for the optical interconnect 

link.  
    In this study, we focus on single-mode fibers (SMF), which operate at 1550 nm. While multimode 

fiber (MMF) for 850 nm is commonly used for short range communications today, SMF technology 

allows dense-wavelength division multiplexing (DWDM) technology, offering high capacity and 

interoperability throughout the intra-DC and inter-DC networks [20]. In addition, the stringent 

temperature control, which is required by DWDM devices, is inherently provided by the indoor 

environment of DCs. In the absence of fiber nonlinearity, the link transfer function of an SMF with 

length L can be written as [26] 

𝐻(𝑓) = 𝐴 ∙ 𝑒𝑥𝑝 (𝑗𝜋
𝜆2

𝑐
𝐿𝐷𝑓2),    (1) 

where A, λ, c, D, and f denote the attenuation caused by the link, the wavelength, the speed of 

the light, the chromatic dispersion parameter at λ, and the signal frequency, respectively. Given 

the scenario, where λ, c, D and L have the values of 1550 nm, 3×108 m/s, 1.6 ps/nm⋅km, and 10 m, 

respectively, if the signal frequency | f | ≤ 100 GHz, (1) is well approximated by 

𝐻(𝑓) ≈ 𝐴.                                         (2) 

Hence, the chromatic dispersion can be neglected. A similar calculation shows that fiber 

nonlinearity is also negligible at these short distances. 

The total link loss stands for the optical power attenuation caused by passing all the 

components in the link. The link budget can be expressed as 

 𝐿𝑖𝑛𝑘 𝐵𝑢𝑑𝑔𝑒𝑡 = 𝐼𝐿𝑡𝑜𝑡𝑎𝑙 + 𝑃𝑚𝑎𝑟𝑔𝑖𝑛 =   ∑ 𝐼𝐿𝑖
𝑛
𝑖=0  + 𝑃𝑚𝑎𝑟𝑔𝑖𝑛 ,      (3) 

where ILtotal represents the total insertion loss in the link ( 𝐼𝐿total =  20log10𝐴 in dB), ILi stands 

for the insertion loss of each component, and Pmargin is the power margin that is typically reserved 

for other impairments, such as insertion loss caused by connectors and splices. In POI-based 

architectures, e.g., those presented in [13] and [21], the use of optical couplers leads to a high link 

loss. The splitting loss sets a lower bound on the coupler insertion loss [27, Ch. 8]. The commercial 

couplers usually have port count as exponents of 2, e.g., 8×1, 16×2. The minimum loss due to 

passing the coupler once is 10log10n in dB, where n is the coupler port count (for the case of n×m 

coupler, the port count is n if n ≥ m and m otherwise).  

B. System power budget assessment 

The system power budget can be calculated based on the difference between the launch power 

of the transmitter and the receiver sensitivity. The launch power is typically a given input 

parameter of the transmitter.  At the receiver side, the band-pass filter (BPF) filters out the 

wavelength of interest and then the PD converts the terminated optical power to a photocurrent. 

The decision circuit determines the most probable value of the input symbol based on the received 

Fig. 1. Flow chart of the scalability assessment methodology. 
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Fig. 2. Equivalent block diagram for the optical interconnect link. Tx: 

transmitter, BPF: band pass filter, PD: photo diode, Rx: receiver. 



 

 

 

power. We assume that the BPF has a flat frequency response. How to model the receiver noise 

depends on the type of receiver. Here we consider both a PIN diode and an APD. 

The photocurrent converted by the PIN diode is 
 𝐼opt =  𝑅d ∙ 𝑃opt,    (4) 

where 𝑅d is the responsivity of the photodiode and Popt is the received optical power. The total noise 

current variance in the receiver is 

 
2 2 2 2

24 / 2 ( )

T S RIN

B n L opt d optk TF f R q I I f RIN I f

     

       
 (5) 

where the three terms on the right side of (5) represent thermal noise, shot noise, and relative 

intensity noise (RIN), respectively [32, Ch. 5]. The current fluctuation induced by thermal noise is 

mathematically modeled as a stationary Gaussian random process. In thermal noise, kB, T, Fn, ∆f, 

and RL are the Bolzmann constant, the temperature in Kelvin, the noise figure of the receiver 

amplifier, the bandwidth of the photodiode, and the resistance, respectively [32, Ch. 5]. The shot 

noise induced current variance is proportional to the combination of incident current Iopt and dark 

current Id where q is the elementary charge. Id is usually far smaller than Iopt and can be neglected. 

The RIN depends on the square of the photocurrent where RIN is the average relative intensity 

noise spectral density.  

Optical receivers that employ APDs generally provide better sensitivity than the ones with 

PIN diodes. This improvement is due to the internal gain in an APD that increases the photocurrent 

by a multiplication factor MAPD [32, Ch. 5.2] so that 

 𝐼opt =  𝑀APD𝑅𝑑𝑃opt .     (6) 

Thermal noise and RIN in an APD can be also expressed as (5). The shot noise of an APD can 

be expressed as a function of MAPD and the ionization coefficient kA [30, Ch. 5.2] as  

 𝜎s
2 = 2𝑞 𝑀APD

2 [𝑘A𝑀APD + (1 − 𝑘A) (2 −
1

𝑀APD
)] 𝑅d𝑃opt∆𝑓. (7) 

Assuming additive white Gaussian noise [32, Ch. 3], the total current noise power is 

proportional to the photodiode bandwidth. The receiver sensitivity, defined as the minimum 

average power required by the receiver to reach a certain level of BER, will be affected by the 

different noise current at different PDs, and the modulation scheme should be adjusted accordingly 

for better sensitivity.  

Using M-PAM with Gray labeling, the BER can be approximated as a function of the symbol 

error rate (SER) [17]  
1 1

2

0 0,

1
/ log

M M

ij

i j j i

BER SER M P
M

 

  

       (8) 

Pij is the probability of transmitting PAM symbol i but receiving symbol j. It can be expressed as 

[33, Ch. 5] 

𝑃𝑖𝑗 =
1

2
erfc (

𝐼𝑡ℎ,𝑗−𝐼𝑖

𝜎𝑖√2
) −

1

2
erfc (

𝐼𝑡ℎ,𝑗+1−𝐼𝑖

𝜎𝑖√2
),  (9) 

where Ii is the photocurrent of symbol i, and its average value satisfies (
1

𝑀
) ∑ 𝐼𝑖 =  𝐼opt𝑖 . Ith,j denotes 

the photocurrent threshold between symbols j and j-1, and σi is the noise current variance at symbol 

i and can be calculated using (5)–(9).  Ith,0 should be interpreted as -∞ and Ith, M as +∞. Assuming 

that errors occur only between adjacent symbols when the adjacent symbols contribute equally to 

the symbol error probability, the optimal threshold level Ith,i that minimizes the error rate [32, Ch. 

5.3] can be obtained by: 

𝐼𝑡ℎ,𝑖 =  
𝐼 𝑖𝜎𝑖−1−𝐼𝑖−1𝜎𝑖

𝜎𝑖−1+ 𝜎𝑖
.   (10) 

The minimum BER can be achieved with equispaced symbols and decision thresholds halfway 

between the symbols when thermal noise dominates, because it is independent of the optical system 

level, i.e., σi=σi-1. However, the equispaced modulation is suboptimal [33, Ch. 5] when shot noise, 

which is linearly proportional to the received optical power, is the main factor in the overall noise. 

Instead, quadratically spaced symbols in modulation is found to be optimum [34], where the 

normalized weight for the ith symbol is  [(𝑖 − 1)/(𝑀 − 1)]2 . The corresponding optimal decision 

threshold can be obtained using (10). The receiver sensitivity, i.e., the minimum received optical 

power that satisfies a given BER requirement, can be obtained by (4)–(10) for various types of 

receivers, available bandwidth at the receivers, and modulation formats. The system power budget 

can be finally calculated according to the difference between the launch power of the transmitter 



 

 

 

and the receiver sensitivity. The optical interconnect architecture with size N is feasible if the link 

budget is lower than the system power budget. 

III. CASE STUDY 

In this section, we first present three coupler-based POI architectures for a case study and then apply 
the proposed methodology to evaluate their scalability.  

A. Coupler-based POIs 

Fig. 3 illustrates the principle of operation of the considered interconnects at ToR. Each server in 

the rack has one optical network interface (ONI) that can transmit and receive one wavelength at 

a time. DWDM technology can be employed to fully utilize the optical spectrum. A wavelength-

tunable transmitter (WTT) and an optical tunable filter (OTF) are adopted at each ONI for 

wavelength tunability. Tuning the transceivers can be realized in nanoseconds [22]–[24]. 

Meanwhile, fast tunable filters [25] are technically feasible and have the potential to be 

commercialized. The price of such transceivers can be significantly reduced once the market 

demand increases. 

The spectrum is divided into two sets of wavelengths [11]. One set is used for traffic within the 

rack, while the other set is allocated for inter-rack communication. If these POIs are applied in the 

aggregation or core tier, one set of wavelengths handles traffic among different racks or clusters 

and the other set is needed for traffic passing the interfaces to the upper tier or to the Internet. 

Furthermore, to avoid contention at the receiver side, time division multiplexing access combined 

with DWDM needs to be applied to coordinate transmission from several servers to the same 

destination. An appropriate MAC protocol, e.g., the one proposed in [13], can be applied in all three 

considered POI architectures. We consider N servers per rack (or N racks/clusters at the 

aggregation/core tier). Here, N represents the size of the interconnect. In all presented POI 

architectures, a DWDM spacing of 50 GHz and signals of 10 GBaud are used, so that crosstalk can 

be neglected. 

1) Scheme I 

Scheme I is an interconnect architecture using an N×2 coupler (see Fig. 3(a)). It was originally 

proposed in [11] as the interconnect at the ToR. ONIs at the N servers are connected to the input 

ports of the N×2 coupler via SMFs. Each ONI is equipped with a transceiver with a single fiber 

port. Taking Server N as an example, the intra-rack signals transmitted from Server N (Fig. 3(a), 

solid black arrows) are broadcast to all the servers (including Server N itself) in the rack. This is 

because the wavelengths assigned for intra-rack communication are switched to the output port of 

the WSS that is connected to the coupler through an isolator inserted between the coupler and the 

WSS to keep the light transmission in one direction only and avoid self-interference. The remaining 

WSS ports are serving the signals to and from outside of the rack. Here, the WSS reserves several 

ports towards the upper tier, which are often required for high capacity and resilience. The dashed 

red arrows show the traffic received from the outside of the rack, which is broadcast to all the 

servers in the rack. The OTF at the ONI filters out the wavelength assigned to this server. The 

intra-rack signal suffers from a large power loss due to passing the coupler twice.  
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Fig. 3. Architectures of coupler-based POI. (ONI: optical network interface; WTT: wavelength tunable transmitter; RX: receiver; OTF: optical 

tunable filter; WSS: wavelength selective switch; ISO: isolator.) 



 

 

 

2) Scheme II 

In order to reduce the insertion loss, Scheme II (see Fig. 3(b)) was recently proposed in [20]. It 

contains an (N+1)×(N+1) coupler. Each ONI in Scheme II needs two fiber ports connected to the 

coupler, i.e., one to transmit and one to receive the optical signals. A dual-port transceiver is thus 

adopted in each ONI. Again taking Server N as an example, the intra-rack signals transmitted 

from Server N are broadcast to all the servers in the rack after passing the (N+1)×(N+1) coupler 

(solid black arrows in Fig. 3(b)). The signals to and from the other racks are selected and directed 

by the WSS. In Scheme II, the WSS needs two ports connected to the coupler. On the other hand, 

similar to Scheme I, the WSS reserves several ports towards the upper tier. The dashed red arrows 

in Scheme II represent the traffic received from the outside of the rack, which is broadcast to all 

the servers in the rack after passing the coupler. Since the intra-rack signals only pass the coupler 

once, the insertion loss is reduced significantly compared to Scheme I. Besides, the use of two fiber 

ports for each ONI maintains unidirectional transmission in all the fibers. Consequently, it 

eliminates the need of an isolator and a circulator at each ONI. 

3) Scheme III 

Scheme III (see Fig. 3(c)) is proposed as a compromise between Scheme I and Scheme II in terms 

of insertion loss and cabling complexity. It needs two stages of relatively small couplers, compared 

to the ones required in Schemes I and II, where a single but large-size coupler is necessary. An 

isolator is required to connect the two stages of couplers in order to keep the unidirectional 

transmission of light. In the first stage, a set of K S×2 couplers are employed, while a (K+1)×(K+1) 

coupler is used in the second stage, where K =  ⌈N/S⌉ and the ceiling function ⌈x⌉  represents the 

smallest integer that is not less than x. In this scheme, all the servers are equipped with single-

port ONIs. The intra-rack data transmitted from the servers passes the first-stage coupler twice 

and the second-stage coupler once to be broadcast to all the servers in the rack (see, for example, 

the solid black arrows in Fig. 3(c), which represent the traffic from Server N). With the same server 

count N, when the number of input ports at the first stage coupler, i.e., S, is doubled, the insertion 

loss is in principle increased by at least 3 dB. Therefore, from the insertion loss point of view, it is 

good to keep the size of first stage coupler as small as possible. A 2×2 coupler is the smallest size 

that can be used at the first stage. When S = 2, the overall insertion loss for intra-rack signals 

caused by the coupler in Scheme III is increased by approximately 3 dB compared to the one in 

Scheme II. On the other hand, it can still have a significant reduction of intra-rack link loss 

compared to Scheme I if the number of ports N of the interconnect is large (e.g., N ≥ 16). In Scheme 

III, the size of couplers in the first and second stages can be flexibly selected. 
    Among the three architectures, the link in Scheme II has the least power loss as the signals only pass the coupler 

once and do not need to go through any isolators or circulators. On the other hand, Scheme I and III just require 

single-port transceivers while Scheme II needs dual-port ones to keep unidirectional propagation in the connected 

fibers. Dual-port transceivers may increase the cabling complexity and the required footprint. 

TABLE I 

PARAMETER TABLE [29, CH. 2] 

Symbol QUANTITY 

T 304 K 
𝐹n 5 dB 
∆𝑓 10 GHz 

𝑅L 50 Ω 
𝑅d 1 A/W 

RIN −145 dB/Hz 
𝑀APD 10 

𝑘A 0.45 

 

 
Fig. 4. The optical link budget for communication within the interconnect as a 

function of the interconnect size N. 



 

 

 

B. Scalability analysis 

In this section, we apply the methodology proposed in Section II to the considered interconnect 

architectures. The link budget is calculated and the system power budget is assessed. The 

scalability analysis of each architecture is performed by comparing these two values. 

    In all three coupler-based POI architectures, the total insertion loss can be expressed as 

𝐼𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐼𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟 + 𝐼𝐿𝑊𝑆𝑆 + 𝐼𝐿𝐼𝑆𝑂 + 𝐼𝐿𝐶𝐼𝑅 + 𝐼𝐿𝑂𝑇𝐹 ,   (16) 

where ILcoupler, ILWSS, ILISO, ILCIR, and ILOTF refer to the insertion loss of the coupler(s), WSS, 

isolator, circulator, and OTF, respectively. Note that the insertion loss calculation of intra-rack 

connections in Scheme II does not include the WSS and isolator. The NxN coupler can be built by 

cascading several small ones, e.g., 2x2 or 3x3 couplers, which may introduce additional losses [13]. 

In this calculation, we consider the lower bound of the coupler insertion loss. ILcoupler in all the 

three schemes is different. Intra-rack signals pass the coupler twice in Scheme I leading to the 

coupler loss in dB: 

ILcoupler = 6 ⌈log2N⌉.    (17) 

In Scheme II, the intra-rack signals pass the coupler only once. Thus, the total coupler loss can be written 
as 

ILcoupler = 3 ⌈log2(N+1)⌉.    (18) 

In Scheme III, the signals pass the first stage coupler twice and the second stage once, so the 

coupler splitting loss is 

ILcoupler = 6 ⌈log2S⌉+3 ⌈log2(K+1)⌉.  (19) 

In the link budget calculation, the values of ILWSS, ILISO, and ILCIR are 2 dB [28], 0.4 dB [29], and 

0.6 dB [30], respectively, according to the datasheets of commercially available products. We 

assume ILOTF = 0 dB if employing the technique proposed in [31]. Apart from the insertion loss of 

the components, 2 dB margin is reserved for compensating impairment penalties and connection 

loss in the link. The relationship between the number of the servers per rack, i.e., the interconnect 

size N, and the link budget can be found in Fig. 4. We consider using a 2×2 coupler in the first stage 

in Scheme III, showing the lower bound of its link budget. Scheme I is characterized by the largest 

link budget among the three optical interconnect architectures studied in this paper. It is more 

than 10 dB larger than that of Scheme II, which offers the smallest link budget. 

To support high capacity DC traffic requirement, a 10 GHz transceiver with PIN diode or APD is 

assumed for each server. With the parameters given in Table I, the noise contribution in both PIN 

diode and APD receivers are obtained and shown in Figs. 5 and 6 respectively. In the receiver with 

a PIN diode, the dominant noise is the thermal noise, which means that the minimum BER is 

achieved with equispaced symbols and decision thresholds halfway between the symbols. The 

theoretical BER performance of M-PAM as a function of the received optical power is shown in Figs. 

7 and 8. Four cases are calculated, namely, 2-PAM (OOK), 4-PAM, 8-PAM, and 16-PAM. With full 

use of the 10 GHz PIN diode, the data rate of M-PAM is log2 M×10 Gbps. For error-free transmission, 

the receiver sensitivity of a 10 GBaud OOK signal is around –16 dBm.  There is about 4.8 dB 

sensitivity degradation when the number of symbols per bit is doubled. 

An error floor can be observed when 16-PAM is used. That is because the RIN dominates the 

noise when the received power is over –4 dBm, as shown in Fig. 7. When an APD is employed at 

 
Fig. 5. Thermal noise, shot noise, relative intensity noise, and 
total noise for the given system with a 10 GHz bandwidth PIN 

diode at the receiver. 

 
Fig. 6. Thermal noise, shot noise, relative intensity noise, and total 

noise for the given system with a 10 GHz bandwidth APD at the 
receiver. 



 

 

 

the receiver, shot noise contributes most to the total noise. In this case, equal symbol spacing is 

suboptimal while quadratically spaced symbols are optimum [34], where the normalized weight for 

the ith symbol is [(𝒊 − 𝟏)/(𝑴 − 𝟏)]𝟐. By using different forward error correction (FEC) techniques the 

BER can be brought down to 𝟏𝟎−𝟏𝟐 or less after decoding. The corresponding threshold is obtained 

using (10). An improvement of 5.4 dB and 6.8 dB in sensitivity can be obtained with the optimal 

symbol spacing for 10 GBaud 4-PAM and 8-PAM, respectively (see Fig. 8).  

With the sensitivity calculated, the power budget can be obtained for each architecture with 

different modulation formats, as the difference between the launch power of the transmitter and 

the receiver sensitivity. The higher the launch power is, the larger the available power budget can 

be achieved. Here we assume that the transmitter launch power is 10 dBm [35], which is a typical 

value for a commercial transmitter. For each scheme with a given interconnect size N, we try to 

find the power budget with the highest order of modulation format, representing the highest data 

rate that can satisfy the link budget calculated in Section III. For instance, with 8 servers per rack, 

the link budget of Scheme I is equal to 23 dB, which is obtained by adding 2 dB margin to the link 

loss in (3). To realize error- free transmission (i.e., BER = 10
-12

), only 4-PAM and OOK provide the 

required power budget, which is larger than 23 dB, no matter which receiver is used. Thus, in this 

case, the highest data rate that Scheme I can handle is 20 Gbps, achieved by 4-PAM. When the 

number of servers per rack in Scheme I is higher than 8, neither the APD nor the PIN diode is able 

to support a BER lower than 10
-12

. Therefore, in order to obtain error-free transmission, the 

maximum size of interconnect (i.e., the maximum number of servers in a rack) in Scheme I is 8. 

Fig. 9 shows the maximum data rate as a function of the rack size that can support error-free 

transmission in each scheme. We consider the first stage couplers in Scheme III as a set of 2×2 

couplers, i.e., S = 2. The maximum number of ports in the coupler-based optical interconnects is 

255. It can be realized by both the PIN diode and the APD receiver. On the other hand, neither the 

PIN diode nor the APD can support 40 Gbps error-free transmission, i.e., 16-PAM cannot be 

supported. To achieve the maximum data rate of 30 Gpbs, the size of coupler-based interconnect 

should not exceed 15. The PIN diode and the APD have similar performance when the interconnect 

size is in the range of 4 to 63. The APD provides better scalability for error-free transmission when 

the size is larger than 63. For Scheme III, when S is doubled, the power loss increases by 3dB at 

least, and the maximum size of the interconnect operating at the same data rate reduces at least 

by half. 

The scalability of all the schemes can be significantly improved when FEC is implemented, i.e., 

the receiver sensitivity is measured at the FEC threshold of BER = 10
-3
 (see Fig. 10). In case where 

a PIN diode is used, the maximum size of the coupler-based optical interconnects is 511, and 40 

Gbps data rate can be handled with no more than 31 servers in a rack. The APD provides even 

better scalability for all the schemes. Up to 2047 ports can be served using APD receivers. It is 

because the APD has better BER performance than the PIN diode when the received optical power 

is low (< −10 dBm). Obviously, Scheme I is the least scalable one in terms of the number of ports, 

which limits the interconnect size that can be supported. Schemes II and III demonstrate 

significant advantages in both rack size and maximum data rate. Particularly, Scheme II always 

  
Fig. 7. BER performance of 10 GBaud M-PAM with a PIN diode 

at the receiver. 

  
Fig. 8. BER performance of 10 GBaud M-PAM with an APD at the 

receiver using equidistant (solid lines) and optimal symbol spacing 
(dashed lines). 



 

 

 

supports the highest maximum data rate and the largest interconnect size. For the typical rack size 

of 40 to 60 servers, both Scheme II and Scheme III can be used. Note that the curves of Scheme III 

show the case when the 2x2 coupler is used in the first stage. A bigger size of the coupler in the 

first stage increases the power budget and hence degrades the scalability.  

If higher baud rate M-PAM is used in the aforementioned POI architectures, higher bandwidth 

receiver should be deployed to detect the signal. Consequently, the total noise which is proportional 

to the bandwidth of the photodiode would degrade the sensitivity of the receiver. Moreover, the 

unideal frequency response of the filter may have a negative impact on the BER performance. With 

the increase of the baud rate, the accumulated filtering effect of the link may distort the signal at 

the higher band part and thus degrade the sensitivity. As a result, the maximum size of the POI 

would be inferior to the numerical results shown in Figs. 9 and 10. On the other hand, the maximum 

data rate that can be supported at each size of the interconnect, would be higher.  

Noted that the proposed methodology can also applied to quantify the scalability of POI where 

other modulation techniques, e.g., discrete multi-tone (DMT), are used. The upper bound of the 

scalability of such POI architectures can be obtained through the comparison between the link loss 

and system power budget which can be obtained by theoretical analysis of the transmission 

performance [36], [37], simulation [38], and experiment works [39]. 

IV. CONCLUSIONS 

We propose a methodology for the scalability evaluation of optical interconnects in DCNs. To the 

best of our knowledge, the proposed methodology is the first taking into consideration different 

physical-layer features such as insertion loss, receiver noise, modulation format, symbol spacing, 

and decision thresholds. The methodology offers a comprehensive instrument for joint optimization 

of interconnect architecture and transmission parameters, while ensuring that BER requirements 

are fulfilled. By applying the proposed methodology for analyzing coupler-based POI architectures, 

we found that the quadratically spaced M-PAM is optimum when APD is employed, while receivers 

with PIN diodes achieve the best BER performance using equispaced modulation and decision 

thresholds. In a case study, two coupler-based POI architectures are identified that are able to offer 

the port count larger than 500. 
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