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Abstract We propose and demonstrate a low-complexity LDPC FEC system for coherent optical ap-
plications. Implementation results show an estimated NCG of 11.0 dB with 20% overhead, 160 Gbps
throughput, and energy consumption of 3.4 pJ per bit.

Introduction
Forward error correction (FEC) is a critical com-
ponent of modern optical communication sys-
tems, which demand FEC with very high per-
formance, featuring throughput of at least 100
Gbps, low power consumption, and coding gain
approaching the theoretical limit3. There is a
continual demand for higher performing FEC, as
higher net coding gain (NCG) permits longer max-
imum ranges and increased capacity.

Soft-decision (SD) FEC operates on reliabil-
ity measures of received symbols, and thus can
achieve higher performance than hard-decision
(HD) FEC, which operate only on the most likely
received symbols. In coherent optical systems,
soft information is readily available, so SD-FEC
is possible. Turbo product codes (TPCs)2 and
low-density parity check (LDPC) codes5,7 are the
most commonly proposed FEC codes for such
systems. Spatially-coupled (SC) LDPC codes,
which provide greater NCG than block LDPC
codes, have been the focus of much recent
work3,9,10. Staircase codes, a type of SC HD code
that achieve coding gains approaching SD codes,
have also been proposed for optical transport ap-
plications11.

TPCs and LDPC codes are decoded using it-
erative message passing algorithms, which are
quite costly in terms of computation and power
consumption. It has been estimated that SD-
FEC using LDPC codes consumes approximately
15-20% of the total energy in a long-haul 100
Gbps coherent optical link8. The application-
specific integrated circuit (ASIC) implementations
of these high-throughput, computationally com-
plex decoders also require high silicon area,
which translates directly to high capital cost.
Careful consideration of the trade-offs between
conflicting performance and complexity require-
ments is therefore needed when designing such
FEC systems6.

We previously proposed the adaptive degener-
ation (AD) LDPC decoding algorithm as a com-
promise between performance and complexity for
SD-FEC in coherent optical communication sys-
tems1. In this paper, we present an improved ver-
sion of the AD algorithm, called the “prior-assisted
AD” (PAD) algorithm, so named because it pre-
serves prior information and uses it throughout
decoding. In the following sections, we describe
the algorithm, then present field-programmable
gate array (FPGA) simulation and ASIC synthesis
results of a PAD decoder using a (36000, 30000)
quasi-cyclic (QC) LDPC code. It achieves an es-
timated NCG of 11.0 dB at a bit error rate (BER)
of 10−15 with 20% coding overhead (OH), which
represents an improvement of about 0.4 dB over
standard AD, and reduces the gap to normalized
min-sum algorithm (NMSA) based FEC to 0.4 dB.

The PAD Algorithm
An LDPC code is characterized by an m×n parity
check matrix H, with n bits and m parity checks.
A bit i participates in parity check j iff Hj,i = 1.
If all parity checks are met, the n bits form a valid
codeword. An (n, k) LDPC code has k informa-
tion bits and n − k parity bits. An LDPC code
can also be described with a Tanner graph, in
which the columns of H are represented by vari-
able nodes (VNs) vi, and the rows by check nodes
(CNs) cj . An edge connects vi and cj iff Hj,i = 1.
The degree dc of a CN or dv of a VN is equal to
the number of edges connecting to it. The set of
VNs connecting to CN c is represented by Vc, and
the set of CNs connecting to VN v is Cv.

The PAD algorithm is described in Algorithm 1,
while free parameters are listed and described in
Table 1, along with their values used in this imple-
mentation. Like the AD algorithm, the VN mem-
ories Mv are initialized with the LLRs of symbols
received from the channel. The VNs and CNs ex-
change binary messages bv→c and bc→v. The val-



Algorithm 1 The PAD Decoding Algorithm

1: for all v ∈ [0 .. n− 1] do
2: Mv ← LLRv

3: κv ← sgn(Mv)
4: λv ← max(γ1, |Mv|)
5: end for
6: i, ε2, ε1, ε0 ← 0
7: u`, u`−1, . . . , u0 ← m+ 1
8: repeat
9: for all v ∈ [0 .. n− 1] do

10: bv→c ←

{
0, if Mv ≥ 0

1, if otherwise

11: hv ← bv→c

12: end for
13: for all c ∈ [0 .. m− 1] do
14: pc =

⊕
v∈Vc

(bv→c)

15: for v ∈ Vc do
16: bc→v = pc ⊕ bv→c

17: end for
18: end for
19: u← u << 1
20: u0 ←

∑
p

21: if u0 = 0 then
22: Declare decoding successful, output h
23: end if
24: if ε0 = 1 then
25: δ ← γ1
26: u`, u`−1, . . . , u0 ← m+ 1
27: else
28: δ ← γ0
29: end if
30: for all v ∈ [0 .. n− 1] do
31: ρ← 0
32: if λv ≥ T0 then ρ← κv · ε1 · ε2
33: if λv ≥ T1 then ρ← κv · ε1
34: σ ← dv − 2 ·

∑
c∈Cv

bc→v + ρ

35: Mv ←

{
Mv + s · σ − δ, if Mv ≥ 0

Mv + s · σ + δ, if otherwise

36: if Mv < −λv then Mv ← −λv
37: if Mv > λv then Mv ← λv
38: end for
39: ε2, ε1, ε0 ← 0
40: if u0 ≥ u` and u0 < τ and i < im− ` then

ε0 ← 1
41: if u0 ≥ τ then ε1 ← 1
42: if i mod 4 = 3 then ε2 ← 1
43: i← i+ 1
44: until i = im
45: Declare decoding failed, output h

ues of Mv are then updated by summing the bc→v

messages, and adding this sum to the previous
value of Mv, along with a degeneration factor δ.
Normally, the value of δ is the small constant γ1,

Tab. 1: Description of Free Parameters in Algorithm 1
Description Value

s
CN-to-VN message scaling

factor, 0 < s ≤ 1
0.5

γ0, γ1
Possible values of δ,

0 ≤ γ0 < γ1
0.5, 3.0

`
How many iterations to look

back when calculating δ 6

τ
Threshold of unsatisfied parity

checks, affects δ and ρ 64

T0, T1
Thresholds for prior LLRs to
contribute to σ, 0 < T0 < T1

4.0, 7.5

but if no decoding progress has been made in the
previous ` iterations (as defined by a reduction in
the number of unsatisfied parity checks), a larger
value γ1 is used.

The PAD algorithm adds measures that im-
prove trapping set correction capability in LDPC
codes with dv = 4, as well as performance in the
waterfall region. The major addition is the stor-
age and use of prior LLR information in κv and
λv. If the prior LLR magnitude λv is sufficiently
large, then its sign κv acts as an additional input
to the VN message sum, either on every 4th itera-
tion (if T0 < λv < T1), or on every iteration if λv is
very large (λv ≥ T1). This is disabled via control
register ε1 when the number of unsatisfied parity
checks falls below a threshold τ , since it can inter-
fere with the correction of trapping sets containing
VNs with high-magnitude but incorrect λv.

Additionally, Mv is prevented from having a
higher magnitude than λv. This measure in-
creases the ability of the algorithm to correct cer-
tain classes of trapping sets, in which incorrect
VNs would otherwise allow Mv to increase to the
maximum magnitude. To prevent correct bits from
being flipped, λv cannot be set smaller than γ1.
This threshold was found to achieve a good bal-
ance between trapping set correction capability
and avoiding mass flips of correct bits.

Decoder Implementation Results
To characterize the performance of the PAD al-
gorithm, we implemented a PAD decoder for a
(36000, 30000) regular QC-LDPC code with dv =

4 and dc = 24, constructed using the finite field
subset method4. LLRs and Mv all use 5 bit quan-
tization with a standard fixed-point format of 1
sign bit, 3 integer bits, and 1 fractional bit. The
maximum number of iterations im is set to 74. The
decoder architecture is fully parallel (the FPGA
implementation is partially parallel, but emulates
a fully parallel design).

Fig. 1 shows frame error rate (FER) and
BER performance results obtained from software
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Fig. 1: FER/BER plot of the implemented PAD decoder with
(36000, 30000) QC-LDPC code.

FPGA implementations using BPSK modulation
over an AWGN channel. No failures due to small
trapping sets were observed with Eb/N0 set to
3.9 dB, and no errors were observed in 9 · 1014
bits at 3.95 dB. Based on these observations, we
estimate NCG of 11.0 dB at a BER of 10−15 by
extrapolating the BER curve1,9. This is roughly
1.65 dB away from the Shannon limit. Compared
to other FEC systems, this decoder’s estimated
NCG is about 0.4 dB less than NMSA with the
same OH7, 0.4 dB more than AD1, and 0.6 dB
more than hard-decision staircase codes11.

ASIC synthesis results for this decoder are
summarized in Table 2. The fabrication process is
STMicroelectronics 28 nm FD-SOI, using a nomi-
nal supply voltage of 0.9 V. The power estimate
was obtained via netlist simulation with back-
annotated parasitics, and random codewords with
Eb/N0 set to 4.0 dB. Due to the PAD algorithm’s
increased complexity, silicon area and energy
consumption are both about 50% higher than AD.
Throughput is lower as well, which is primarily
due to slower convergence of the dv = 4 LDPC
code compared to the dv = 6 codes used with AD,
which necessitates a higher maximum number of
iterations.

However, the estimated energy consumption
of 3.37 pJ per bit remains several times lower
than reported figures for more complex FEC sys-
tems. Estimates for the energy consumption of
SD-LDPC decoders for coherent optical systems
range from 20 pJ per bit5 to 60 pJ per bit8 in 28
nm fabrication technologies, and 70 pJ per bit for
a TPC decoder in 40 nm CMOS2.

Conclusions
The PAD algorithm is more complex than AD, but
achieves significantly higher NCG. With an esti-
mated NCG of 11.0 dB with 20% OH, and energy

Tab. 2: Synthesis Results Using 28 nm FD-SOI

Cell area (mm2) 7.72 (6.74)a

Clock freq. (MHz) 400
Max. iterations 74

Info. throughput (Gbps) 160
Latency (ns) 187.5
Power (mW) 539 (491)a

Energy (pJ / info. bit) 3.37 (3.07)a

a Decoder core only (i.e., excluding the I/O register
buffers).

consumption of 3.37 pJ per bit, it represents an
excellent trade-off for FEC in coherent optical sys-
tems where cost and power consumption are high
priorities.
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