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Abstract

Power amplifiers (PAs) are vital components in radio transmitters because
they are responsible to amplify the low power communication signals to power
levels suitable for transmission. Important requirements of PAs are high effi-
ciency and linearity. Unfortunately, there is a tradeoff between efficiency and
linearity. In order to satisfy both requirements, designers prefer to prioritize
the efficiency in the design process while the linearity is taken care of later
using external linearization techniques. Among the linearization techniques
proposed in the literature, digital predistortion (DPD) has drawn a large at-
tention of the industrial and academic sectors because it can provide a good
compromise between linearity, implementation complexity and efficiency. This
thesis treats different aspects related to the compensation of PA nonlinear dis-
tortion through DPD.

One issue in the synthesis of DPD is that the optimal output from a predis-
torter is unknown. To overcome this problem, the concept of iterative learning
control (ILC) for the linearization of PAs is introduced. An ILC scheme is de-
rived that is able to identify the optimal predistorted signal that linearizes a
PA. Based on the ILC framework, a novel approach to derive model structures
for digital predistorters is proposed.

Techniques to identify the parameters of digital predistorters have been
developed. Three parameter identification techniques based on ILC have been
proposed: an offline technique that can be used for research purposes to select
proper models for predistorters, an adaptive technique that is able to achieve
better performance than conventional identification techniques used in DPD,
and an identification technique that allows us to estimate the predistorter
parameter using only one of the in-phase/quadrature (IQ) components of the
PA output signal.

The issue of gain normalization in the indirect learning architecture (ILA)
has been investigated. A variant to ILA that eliminates the need for a nor-
malization gain and simplifies the DPD synthesis is proposed.

Performance limits on PA linearization has also been investigated and an
expression for the lower bound for the normalized mean square error (NMSE)
performance has been derived.

The improved linearity performance achieved through the techniques devel-
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oped in this thesis can enable a better utilization of the potential performance
of existing and emerging highly efficiency PAs, and are therefore expected to
have an impact in future wireless communication systems.

Keywords: digital predistortion, power amplifier, nonlinear, efficiency, Volterra
series.
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Chapter 1

Introduction

In the last decades, we have witnessed the evolution of wireless communi-
cation systems and experienced how the introduction of those technologies
has progressively changed the way we communicate and access information.
Good examples of this are mobile systems which have taken us from the first-
generation (1G) analogue communication systems which could only handle
voice calls, all the way to the sophisticated services offered by the fourth gen-
eration (4G) long-term evolution advanced (LTE-A) systems which include
high-speed mobile internet, mobile video streaming, mobile cloud-based appli-
cations, etc. Now, we are on the way to fifth-generation (5G) systems which
promises to go beyond connectivity, providing wireless connection to any ap-
plication, service or device anywhere at any time [1, 2]. But the fast growing
demands for wireless services, besides of becoming a core part of most people’s
lives has dramatically increased the energy consumption of mobile networks.
Reports indicated that in 2016, the largest mobile network in the world con-
sumed over 19.7 billion KWh of energy [3,4] which is almost the same amount
of power that the Island of Taiwan spends in a month and also equates to the
emission of 14 million tons of carbon dioxide [5, 6]. These alarming results of
environmental pollution together with the interest of mobile network operators
to reduce their electricity expenses has lead to an increased attention to the
energy efficiency within wireless networks [7, 8].

Major contributors to the energy consumption in wireless networks are the
radio base stations (RBS) which account for 80 % of the total energy con-
sumption across the network [7], a large amount of which is wasted due to the
inefficient operation of the radio equipment and power amplifiers (PAs) [9]. Im-
proving the power efficiency of PAs plays an important role on the reduction of
the energy consumption of RBSs. Over the years researchers have studied and
proposed different ways to achieve that goal, but different problems associated
with the operation of PAs and contradictions with other system requirements
have made the work difficult [10, 11]. But before explaining the rationale be-
hind this, it is important to understand what PAs are and what role they play
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4 CHAPTER 1. INTRODUCTION

in RBSs.

Power amplifier (PAs) are important components of RBSs because they are
responsible to increase the power of the communication signals to power levels
that are suitable for transmission. Being one of the last components in the
radio transmitter chain, PAs handle the major amount of power in the entire
chain [12]. For this reason, the efficiency at which they convert direct current
(DC) power into radio frequency (RF) power plays an important role on the
overall power consumption of RBSs. Another important fact about PAs is that
besides producing RF power they emit a large amount of heat due to their
inefficient operation. In order to avoid overheating of the other components
in the system, PAs generally require an air-conditioning unit which increases
even more the energy consumption in RBSs [9].

Another important requirement of PAs is the linearity of their output re-
sponse [12]. Linearity at the output of PAs is important for two reasons: to
fulfill the bit error rate requirements of the system and to satisfy the strin-
gent spectral requirements which limit the amount of distortion that may be
leaked into neighboring channels [13]. The latter is of paramount importance
due to the scarcity of the frequency spectrum and the commercial competition
between network operators who pay millions for the exclusive use of a small
portion of the spectrum [10]. Unfortunately, linearity and efficiency are two
conflicting requirements. This is because in order to improve their efficiency,
conventional PAs must be operated close to saturation where they present a
strong nonlinear behavior [10,14]. The nonlinear behavior of PAs not only dis-
torts the transmitted signal but also generates spectral regrowth which causes
interference to signals transmitted in neighboring channels, as can be seen in
Fig. 1.1. In order to improve the linearity, PAs must be backed-off far from
their saturation point where they operate with low power efficiency. This situ-
ation combined with the large peak-to-average power ratio (PAPR) presented
by modern, spectral-efficient communication signals results in very low overall
efficiency numbers [15].

This linearity-efficiency tradeoff is so critical that in order to meet both
requirements, system designers prefer to operate PAs at high-efficiency levels
distorting the peaks of the communication signal and remove later the distor-
tion [14]. This convention gives rise to two major areas in the research related
to PAs. The first one is driven by the need to develop high-efficiency PA ar-
chitectures that comply with the operating frequencies, bandwidth and output
power requirements of modern wireless systems, while the second is devoted
to develop techniques to compensate for the distortion that the high-efficiency
PAs introduce. It is in the latter where the work presented in this thesis takes
place.

Over the years different methods have been developed to compensate the
nonlinear distortion introduced by PAs [11]. Among these methods, digital
predistortion (DPD) has drawn the most attention in recent years partly due
to the new possibilities opened up by the advancements of high speed digital
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signal processing technologies. The idea of DPD is to compensate the non-
linear behavior by distorting the amplitude and phase characteristics of the
communication in such a way that when the predistorted signal is sent to the
PA, the output response results in a linear amplification of the signal to be
transmitted. In DPD, this is done by introducing, before the PA, a digital
nonlinear block which contains the PA inverse characteristics, as is depicted
in Fig. 1.2. This concept, although simple, has proven to be effective pro-
viding a good compromise between linearity, efficiency and implementation
complexity [11,14,16] and will be the main focus of this work.

1.1 Thesis contribution

The thesis makes five distinct contributions to the field of DPD.
An issue encountered in DPD is that the optimal output from the predis-
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torter is unknown beforehand [17]. To alleviate this problem, in Paper [A], we
introduce the concept of iterative learning control (ILC) to the linearization of
PAs and propose a new parameter identification technique based on ILC which
focuses on finding the optimal predistorted signal that linearizes the PA before
estimating the predistorter parameters. Based on experimental results, it was
shown that for the most difficult linearization cases, the proposed ILC scheme
can successfully identify the optimal signal that linearizes a PA. It was also
shown that the proposed ILC-based parameter identification technique can
provide better linearity performance than existing techniques when the PA
are in deep compression and when the output signal has low signal-to-noise
ratio (SNR).

An important step in the design of a digital predistorter is the selection of
the model used in the predistorter. In Paper [B], a novel structured technique
to analytically derive inverse model structures for PAs is proposed. By using
the ILC concept, the proposed technique first derives an analytical expression
of the predistorted signal and uses it to derive, in a structure manner, predis-
torter models from Volterra-based PA models. Experimental results showed
that this technique can derive models that provide better linearity performance
than conventional models used in DPD.

A critical issue encountered in the synthesis of predistorters based on the in-
direct learning architecture (ILA) has always been the selection of the normal-
ization gain. Different ways to compute that gain have been proposed [18–21],
but in general there is not a clear consensus on how to select it or on how the
selection affects the linearization performance. In Paper [C], the effects of the
normalization gain are investigated and a variant to the ILA is proposed that
eliminates the need of the normalization gain while allowing improved control
of the PA output power.

The adoption of wider transmission bandwidths creates new challenges
in the implementation of DPD solutions [22]. In wideband DPD systems,
more expensive and faster analog-to-digital converters (ADCs) are required to
effectively linearize the PAs. To reduce the requirements on ADCs, different
solutions based on undersampling [23–26] and band-limited modeling [27, 28]
have been proposed. In Paper [D], we present a completely different approach
to this problem. There we propose a novel parameter identification technique
that requires only one of the in-phase/quadrature (IQ) components of the PA
output signal. Since only one of the IQ components needs to be acquired, the
suggested technique may help to reduce the number of ADCs required in DPD
feedback receivers.

In DPD, the performance assessment is generally done by comparing the
performance of a proposed technique to existing solutions without taking into
account how far the performance is from the ideal one to see if further im-
provements is necessary. In Paper [E], we derived an analytical expression
for the lower bound for the normalized mean square error (NMSE) obtained
in linearized PAs. The derived expression gives us a better insight into the
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behavior of the NMSE with respect to the output power from the PA and pro-
vides a reference with which to compare the performance of DPD linearization
schemes.

1.2 Thesis outline

The rest of the thesis is organized as follows. In Chapter 2, a brief introduction
to the behavioral modeling of PAs is presented. In Chapter 3, basic concepts
of DPD are presented. The problem of DPD is mathematically formulated. A
short description of a DPD system is presented and commonly used linearity
metrics are introduced. Finally, a novel PA linearization technique based on
ILC is presented.

In Chapter 4, model structures used in DPD are discussed and a new
approach to the design of predistorter model structures is presented.

In Chapter 5, different techniques to identify the parameters of digital pre-
distorters are discussed. After reviewing conventional identification techniques
such as ILA and the direct learning architecture (DLA), three novel parame-
ter identification techniques based on the ILC framework are presented. The
first one is an offline technique that can be used to select models for digital
predistorters. The second one extends the first technique for real-time DPD
scenarios. The third technique is an identification technique which allows us
to estimate the predistorter parameters using only one of the IQ components
of the PA output signal. The gain normalization issue in ILA is also discussed
in this chapter.

Chapter 6 deals with performance limits in PA linearization. A closed-
form expression for the NMSE performance is presented. Finally, in Chapter
7, conclusions from the research done are drawn, the contributions of the
appended papers are presented and future work in the field is discussed.
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Chapter 2

Power Amplifier Behavioral
Modeling

Digital predistortion and PA behavioral modeling are two research areas that
are closely related. This is because in order to compensate the distortion in-
troduced by PAs, it is important to find an accurate way to characterize their
nonlinear behavior, here referred to as PA forward behavior. A behavioral
model, also known as empirical model or black-box model, is a model that
characterizes the behavior of a system relying only on a set of input-output
observations [29]. In this chapter, a short introduction to the behavioral mod-
eling of PAs is presented. Note that it is not the author’s intention to provide a
full survey on this topic, for more information the reader is referred to [29–31]
and the references within.

2.1 Power amplifier nonlinear behavior

PAs are important components in the radio transmitter chain because they
are responsible to amplify the communication signals to power levels suitable
for transmission. Ideally, it is desired that the amplification is done so that
the output is a linearly scaled version of the PA input signal, in reality, those
devices present a nonlinear behavior which is more accentuated as they are
operated closer to their saturation point. Fig. 2.1 shows a typical input and
output amplitude characteristic of a PA.

The nonlinear behavior of PAs has two major components, a static non-
linearity and dynamic distortions [32]. The static nonlinearity is the major
source of distortion in PAs which is shown as the compression of the output
signal amplitude as the input amplitude is increased. This nonlinear com-
pressing behavior is mainly attributed to the nonlinear DC characteristics of
the active device or transistor [30]. The dynamic distortions also known as
memory effects are less dominant but when they are present, the output signal

9
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Figure 2.1. Input and output amplitude characteristics of a practical power amplifier.

do not only depend on the current input sample but also on previous input
samples [32]. The memory effects are attributed to different sources, e.g., the
frequency response of the matching networks and device parasitics, trapping
effects, temperatures changes due to the power dissipation in the active device,
to mention a few [30,32].

Although the contributions of the static nonlinearity are more dominant
than the memory effects, they are equally important especially in DPD where
both need to be compensated for to be able to achieve acceptable levels of
distortion [32].

2.2 Power amplifier model structures

Over the years several PA behavioral models have been proposed in the lit-
erature, going from simple models that can only characterize the static non-
linearity of PAs [33–35], to more elaborate models that can also account for
memory effects, such as the Volterra series [36], different reduced forms of the
Volterra series [16, 17, 31, 37], neural networks [30], to mention a few. In this
work, the main focus is on models based on the Volterra series.

Note that all models considered in this work are constructed using the
complex-valued baseband equivalent signals of the RF PA input and output
signals. Although PAs used in wireless communication systems are nonlinear
functions that map a real-valued RF (or bandpass) signal to a real-valued RF
output, because the PA input signal is narrowband in relation to the RF carrier
and only the information appearing close to the RF carrier is of relevance, the
behavior of PAs can be translated into the baseband domain [38]

The relation between a narrowband bandpass signal uRF(t) and its complex-
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valued baseband equivalent u(t) is given by

uRF(t) = A(t) cos
(
ωct+ φ(t)

)
= Re

{
A(t)ej(ωct+φ(t))

}
= Re

{
u(t)ejωct

}
(2.1)

with u(t) = A(t)ejφ(t). A(t) and φ(t) denote the amplitude and phase modu-
lation, and ωc denotes the RF carrier angular frequency [39].

The Volterra series

When talking about PA behavioral modeling, probably the first model that
comes to mind is the Volterra series [36]. This is because it is one of the first
models considered to characterize the PA with memory effects and is the foun-
dation for other PA behavioral models in the literature. The Volterra series is
a mathematical tool used to describe the behavior of time-invariant nonlinear
dynamic systems with fading memory [36]. It is considered to be the extension
of the impulse response concept from linear systems to nonlinear systems. The
discrete time complex-baseband Volterra series can be formulated as

y(n) =

P∑
p=1
p odd

M∑
m1=0

M∑
m2=m1

. . .

M∑
m(p+1)/2=m(p−1)/2

M∑
(p+3)/2=0

. . .

M∑
mp=mp−1

hp(m1,m2, . . . ,mp)

(p+1)/2∏
i=1

u(n−mi)

p∏
j=(p+3)/2

u∗(n−mj) (2.2)

where hp(m1, · · · ,mp) are the parameters of the Volterra series, more for-
mally known as Volterra kernels. (·)∗ represents the complex conjugate, P is
the nonlinear order and M is the memory depth. This model has the advantage
of being linear in the parameters.

The Volterra series can provide good model accuracy but, as noticed from
(2.2), its number of parameters increases drastically with the nonlinear order P
and memory depth M , which limits its application to weakly nonlinear PAs.
In order to reduce the computational complexity, several models have been
developed to simplify the structure of the Volterra series. These models will
be treated in the following section.

Pruned-Volterra series models

Pruned-Volterra models also known as reduced-Volterra models are model
structures that contain a subset of the basis functions of the Volterra series.
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Different approaches have been proposed to prune the terms of the Volterra
series. In early works, the pruning was done more or less in adhoc manner by
choosing structures that provided reasonable accuracy [40], later works then
incorporating physical knowledge of PAs to prune the Volterra series in a more
structured way [38,41,42]. The literature on pruned-Volterra models is exten-
sive, in this section we will focus on some of the most widely-known models
which are also used throughout this work.

The most commonly known reduced Volterra model is probably the mem-
ory polynomial (MP) model. Proposed in [17], the MP model is a reduction
of the Volterra series in which only products with the same time-shifts are
included [32]. The MP model can be formulated as

y(n) =

P∑
p=1

M∑
m=0

apmx(n−m)|x(n−m)|p−1 (2.3)

where apm are the model parameters. | · | denotes the absolute value. P and M
represent the maximum nonlinear order and the memory depth of the model,
respectively.

Another important model in this category is the generalized memory poly-
nomial (GMP) [16]. This model extends the MP model by also introducing
products with different time-shifts, which are generally referred to as cross
terms. The GMP model can be written as [43]

y(n) =

P∑
p=1

M−1∑
m=0

apmu(n−m)|u(n−m)|p−1

+

P∑
p=2

M−1∑
m=0

L∑
l=max{−m,−L}

g 6=0

bpmlu(n−m)|u(n−m− l)|p−1 (2.4)

where apm and bpml are the model parameters. P , M , and L are the
nonlinear order, memory length and cross-term length, respectively. Similar to
the Volterra series, the MP and GMP are also linear in the parameters, which
means that their parameters can be estimated using least squares techniques.

Other models in this category include the Volterra dynamic deviation re-
duction (V-DDR), the envelope memory polynomial (EMP) [44], the extended
EMP model (EEMP) [42], the Wiener and Hammmerstein models [16, 32] to
mention a few.

2.3 Model parameter estimation

Once a behavioral model for the PA is chosen, the next step is the estimation
of its parameters. The estimation technique used depends on the structure of
the model. For models that are linear in the parameters, such as the Volterra
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series and most of the reduced Volterra models, the linear least square (LS)
estimator is generally used [30].

The LS approach estimates the parameters in order to minimize the sum-
squared error between the observed data y(n) and the model output ŷ(n),
i.e.

J(θ) =

N−1∑
n=0

e(n)2 =

N−1∑
n=0

∣∣y(n)− ŷ(n)
∣∣2 (2.5)

where N is the number of samples of the input u(n) and output y(n) signals.
Models that are linear in the parameters can be written more compactly

as

ŷ = Hθ (2.6)

where y is a column vector containing the samples of the model output ŷ(n),
H is a matrix consisting of the basis functions of the model, and θ is a column
vector containing the model parameters.

The LS solution is readily given by [45]

θ̂ = (HHH)−1HHy (2.7)

where y is a vector containing the samples of the observed output signal y(n)
and (.)H denotes the Hermitian transpose.
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Chapter 3

Digital predistortion

DPD is currently the most active research area for the linearization of PAs
because it offers a good tradeoff between implementation complexity and per-
formance. By introducing a nonlinear block that contains the inverse behavior
of the PA, DPD is able to compensate the nonlinear distortion generated by
a PA. This chapter is thought to provide an introduction to the DPD of PAs.
This chapter starts with the formulation of the DPD problem. Next, a short
description of a DPD system is presented. Thereafter, performance metrics
that are commonly used to evaluate the linearity of PAs are reviewed. Finally,
a novel PA linearization scheme based on ILC is introduced.

3.1 Formulation of the digital predistortion prob-
lem

Broadly speaking, there are two approaches to synthesize a digital predistorter:
to find and analytically invert a forward model of the PA, or to select a model
structure to realize the predistorter function and estimate its parameters using
some kind of identification technique [32,38].

The first approach was considered in early DPD studies, when the Volterra
series was used as PA behavioral model [46,47]. Then, the inverse of a Volterra
model of the PA was computed using the p-th order inverse theory [48], which
is a computationally heavy technique to invert the nonlinearity of a Volterra
model up to the p-th nonlinear order. Due to the complexity of computing an
analytical inverse of a PA forward model, and the introduction of parameter
identification techniques such as the indirect learning architecture (ILA) [47]
which were more simple to implement, the first approach was largely left be-
hind and the second became more or less the norm in the synthesis of digital
predistorters.

Based on that, the problem of DPD can be graphically represented as
shown in Fig 3.1. Consider a PA system defined by y(n) = FPA[u(n)]. For this

15
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yd(n) Predistorter

FDPD(·,θ)
u(n) PA

FPA(·)
y(n)

e(n)

Figure 3.1. Optimisation problem of digital predistorter

system, the goal is to find a predistorter function denoted by FPD[yd(n),θ], so
that the output y(n) from the cascade of the predistorter and PA system is as
close as possible to a desired output response yd(n), where close is measured
in the sense of a suitable norm. This can be formulated as an optimisation
problem as follows

θ̂ = arg min
θ

∥∥e(n)
∥∥ = arg min

θ

∥∥yd(n)− FPA

[
FPD[yd(n),θ]

]∥∥ (3.1)

In the next two chapters, we will discuss the steps taken to synthesize
digital predistorters using the second approach. Chapter 4 is dedicated to
model structures used in DPD, and Chapter 5 will treat the techniques used
to identify the parameters of predistorter models.

3.2 DPD system description

In DPD studies, DPD systems are depicted as a simple cascade of a predistorter
and a PA, as the one shown in Fig. 3.1. This section provides a description
of a practical DPD system in more detail and also describes the measurement
setup used in our experiments.

A block diagram of a DPD system is depicted in Fig. 3.2 [49]. The signal
to be transmitted is passed through the predistorter generating the digital
baseband predistorted signal. This signal is converted to the analog domain
using a pair of digital to analog converters (DACs) to then be up-converted to
the RF carrier frequency using an IQ modulator. Thereafter, the RF bandpass
signal is sent to a pre-driver which amplifies the signal to power levels suitable
to drive the PA. In order to synthesize the predistorter, a portion of the PA
output signal is extracted, down-converted and digitized. The measurement
circuitry used for this purpose is referred to as DPD feedback receiver. The
resulting digital baseband signal is then sent to a parameter identification
block which estimates the predistorter parameters and updates them to the
predistorter.

Because the PA nonlinear behavior causes bandwidth expansion of the PA
output signal, the DPD feedback receiver must cover a span that is a multiple
of the communication signal bandwidth equivalent to the nonlinearity order
to be compensated for. Typically, a bandwidth five times wider is used [32].
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Figure 3.2. Block diagram of a digital predistortion system

Computer VSG
RF

VSA

Pre-driver

PA

Attenuator

LO

Figure 3.3. Block diagram of typical measurement setup for digital predistortion

In our experiments, the DPD system is emulated using the measurement
setup shown in Fig. 3.3. The digital predistorter and all the signal processing
involved in the synthesis of a predistorter are implemented in a computer
using MATLAB. The baseband predistorted signal is downloaded into a vector
signal generator which sends the RF modulated signal to the pre-driver and
PA chain. The PA output signal is acquired using a signal analyzer which
sends the baseband output signal back to the computer.

In Papers [A-D], the signal generator and signal analyzer used in the
measurement setups were a Keysight E4438C vector signal generator, and
a Keysight N9030A PXA signal analyzer, respectively. In Paper [E], the ex-
periments were run using RF WebLab, which is a remote-access measurement
setup provided by Chalmers University of Technology and National Instru-
ments. RF WebLab is available at www.dpdcompetition.com [50].

3.3 Linearity performance metrics

In order to be able to evaluate the linearity of PAs, it is necessary to define
metrics that measure the amount of distortion PAs introduced. These per-
formance metrics are typically defined by wireless communication standard
regulations not only to maintain a suitable system performance but also to en-
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sure not to interfere with wireless systems operating in neighboring channels.
This section presents the most commonly used criteria in the DPD community
to evaluate the linearity performance of PAs.

Normalized mean square error

The normalized mean square error (NMSE) is defined as

NMSE =

N−1∑
n=0
| y(n)− ŷ(n)|2

N−1∑
n=0
|y(n)|2

(3.2)

where y(n) denotes the measured signal at the PA output and ŷ(n) denotes
the modeled output. The NMSE is a full-band measure, but due to the high
dynamic range of the PA stimuli, in practice it is used as an in-band measure
[51].

Error vector magnitude

The error vector magnitude (EVM) is a performance metric that is widely
adopted in wireless communication standards, but it is not commonly used
in DPD studies. Unlike the NMSE, the EVM is a true in-band performance
metric. The EVM is defined as [52]

EVM =

∑ |Y (k)− Yd(k)|2∑ |Yd(k)|2 (3.3)

where Yd(k) is the constellation points extracted from the reference signal
yd(n) after demodulation and Y (k) is the constellation extracted from the
measured output signal y(n).

Adjacent channel power ratio

The adjacent channel power ratio (ACPR) is an out-of-band performance met-
ric. It measures the power of the distortion components that are leaked into
the adjacent channel in relation to the power of the signal in the main chan-
nel [30]. The ACPR is defined as

ACPR = max
m=1,2

[∫
(adj)m

|Y (f)|2∫
ch.
|Y (f)|2

]
(3.4)

where Y (f) denotes the power spectrum of the measured output signal y(n).
The integration in the numerator is done over the adjacent channel that
presents the largest power and the integration in the denominator is done
over the transmission channel.
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Figure 3.4. Iterative learning control scheme for the linearization of power amplifiers.

3.4 Iterative learning control scheme for PA
linearization

The ultimate goal of a predistorter is to generate an optimal predistorted
signal uopt(n) that will drive the PA, as close as possible, to a desired linear
output response yd. In DPD, however, the optimal predistorted signal/output
of the optimal predistorter uopt(n) is unknown. For that reason, predistorters
are designed using iterative schemes based only on the evolution of the input
and output signals from the PA. To overcome this problem, in Paper [A], we
proposed an iterative learning control (ILC) scheme which is able to estimate
such optimal predistorted signal uopt(n).

ILC is a technique to iteratively estimate the optimal input signal that
drives a system to a desired output response. This technique is based on the
idea that the performance of a system executing the same task repeatedly
can be improved by learning from previous operations [53]. If the operating
conditions of a system are the same each time it is executed, any error observed
in the output response will be repeated every time the system is executed. That
information can then be used to modify the input signal to reduce the error
obtained the next time the system is operated [54]. ILC differs from other
learning type-techniques in that ILC does not modify a controller or a set of
parameters of a controller, instead it directly modifies the input signal to the
system [53].

The proposed ILC scheme for PA linearization is depicted in Fig. 3.4,
where the subscript k denotes the iteration number. The goal of the scheme is
to drive the output y(n) to a desired output response yd(n). During the k-th
iteration the PA is driven by an input uk(n) which produces an output yk(n).
The learning controller then uses the error observed between the desired and
actual output ek(n) = yd(n) − yk(n) to modify the input signal that will be
used during the next iteration uk+1(n). The learning algorithm is designed
to ensure that the error ek(n) is reduced after each iteration. This process is
repeated iteratively until the desired performance is reached.

The most important part in the design of an ILC scheme is the deriva-
tion of the learning algorithm. This is because that algorithm will control the
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Table 3.1. Summary of ILC learning algorithms for PA linearization

Type Algorithm Learning matrix/gain

Gain-based uk+1 = uk + G(uk)−1ek G(uk) = diag
{
yk/uk

}
Linear uk+1 = uk + γek 0 < γ < 2/Jmax

convergence properties of the scheme. In Paper [A], we present the complete
derivation of two learning algorithms for PA linearization purposes: the in-
stantaneous gain-based ILC and the linear ILC algorithms. A summary of
those algorithms is shown in Table 3.1.

In order to improve their convergence, the input signal used in the first
iteration u1(n) must drive the output signal reasonably close to yd(n), for PAs
the initial input signal may be chosen as

u1(n) =
yd(n)

g
(3.5)

where g is a scaling factor that ensures that u1(n) does not exceed the PA
maximum allowed input power level, for safe operation of the PA. A good
choice of g may be the average gain gavg of the amplifier at the desired average
output power, which can be calculated from preliminary measurements.

The ILC scheme for the PA linearization can be summarized as follows:

Step 1) Select the desired PA output yd

Step 2) Set k = 1 and let the input signal be u1 = yd/gavg, where gavg is
the average gain of the amplifier at the desired average output power

Step 3) Apply the input uk to the PA and measure the PA output yk
Step 4) Compute the error as ek = yd − yk
Step 5) If the error satisfies the requirements, stop. Otherwise, go to the

next step

Step 6) Compute the PA input signal for the next iteration uk+1 using
any of the algorithms shown in Table 3.1

Step 7) Let k = k + 1 and go to Step 3

To show the linearization capabilities of this scheme, in Paper [A], the
scheme was used to linearize a PA that is driven in high compression. The
algorithm used was the linear ILC algorithm. The NMSE and ACPR values
obtained with ILC were of -47.96 dB and -58.62 dBc, respectively. Fig 3.5
shows the evolution of the spectrum of the output signal after each iteration.
Note that by using a simple algorithm as the linear ILC algorithm, ILC was
able to eliminate all of the distortion introduced by the PA, as can be noticed
from the spectrum plot, where the spectral regrowth reached the noise floor.

While ILC is a powerful technique to obtain the optimal signal that lin-
earizes a PA, it is important to note that it uses the same desired output
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Figure 3.5. Power spectral density (PSD) of the measured PA output signal obtained using
ILC at different iterations k

response yd in every iteration of the system. For this reason, ILC cannot be
directly used in practical linearization scenarios where the desired output from
the PA is constantly changing. The true potential of ILC is that for the first
time we can have access to the optimal signal that linearizes a PA/output
signal from an optimal predistorter. This information can give us a better
insight into the behavior of the pre-inverse of a PA and allows us to treat the
problem of DPD as a behavioral modeling problem.

In the next two chapters, we will see how the ILC framework can be used
in different aspects of the synthesis of digital predistorters. In Chapter 4, we
will show how ILC can be used to derive model structures for digital predis-
torters; and in Chapter 5, we will see how we can use ILC in the parameter
identification of predistorter models.
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Chapter 4

Model Structures for
Digital Predistortion

Selecting a model for the predistorter is the most important step in the syn-
thesis of a digital predistorter. This is because the accuracy of that model
will limit the linearity performance of the system. Over the years, different
approaches have been used to select model structures for DPD applications.
In early DPD works, predistorter models were derived by analytically invert-
ing a forward model of the PA, which was a process that require complex
derivations. In order to simplify the complexity of the DPD synthesis and
thanks to the introduction of parameter identification techniques such as the
indirect learning architectures, researchers opted to approximate PA inverse
structures with models utilized to characterize their forward behavior, i.e., PA
behavioral models [55]. The motivation for their choice was the idea that the
inverse of a PA that presented memory should also be a nonlinear system with
memory [55], in that way different PA behavioral models have been used for
DPD purposes. The simplicity of the parameter extraction and the reason-
able performance obtained by those models made this a popular approach as
reflected in the literature [16,43,55–57].

Another approach that has prompted a lot of attention of the DPD commu-
nity in recent years is the use of sparse approximation techniques to simplify
the structure of DPD models. The main idea of those techniques is to take a
general model that contains a large number of basis functions and use opti-
mization algorithms to find an efficient subset that does not compromise the
linearity performance. Sparse approximation is a mature field on its own and
different existing algorithms have been applied to DPD, e.g., [58–61].

This chapter presents a new approach to derive model structures for dig-
ital predistorters using the concept of ILC. We begin this chapter explaining
the idea behind this approach and then use it to derive a predistorter model
structure based on a memory polynomial model.

23
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4.1 Structured predistorter model derivation us-
ing iterative learning control

As demonstrated in Paper [A], ILC is a powerful technique capable of iden-
tifying the optimal predistorted signal that linearizes a PA. In Paper [B], we
take advantage of the ILC concept to propose a new approach to derive model
structures for predistorters. The idea is simple, assuming that a transfer func-
tion of the PA is known, ILC can be used to derive an approximate expression
of the predistorted signal which can be used to identify basis functions for the
predistorter model.

Consider a PA whose input and output relation is given by y = FPA(u),
where u = [u(0), u(1), ..., u(N − 1)]T and y = [y(0), y(1), ..., y(N − 1)]T . The
linearization goal in ILC is to find an optimal predistorted signal that drives
the output y to a desired linear output response which is defined here as
yd = Gu1, where G denotes the amplification gain and u1 the signal to be
amplified.

During the first iteration, the PA is driven with an input u1, producing an
error

e1 = yd − FPA(u1) = Gu1 − FPA(u1) (4.1)

Using the linear ILC algorithm shown in Table 3.1, the signal to be used
in the second iteration is given by

u2 = u1 + γe1. (4.2)

Applying u2 to the PA and assuming that FPA is continuous in the region
of interest, the output in the second iteration will be given by

y2 = FPA(u2) = FPA(u1 + γe1).

≈ FPA(u1) + γJF(u1)e1 (4.3)

where JF(u1) is the Jacobian matrix of Fs with respect to u1.
Then the error in the second iteration will be given by

e2 = yd − FPA(u2)

= Gu1 − FPA(u1)− γGJF(u1)u1 + γJF(u1)FPA(u1) (4.4)

Using again the linear ILC algorithm, the input signal to be used during
the third iteration can be calculated as

u3 =u2 + γe2

=
(
1 + 2γG

)
u1 − 2γFPA(u1)− γ2GJF(u1)u1 + γ2JF(u1)FPA(u1) (4.5)

Using ILC, an expression of the predistorted signal as a function of the
initial input signal (signal to be amplified) u1 can be derived. This expression
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contains terms of the form

u1 FPA(u1) JF(u1)u1 JF(u1)FPA(u1). (4.6)

If the PA transfer function FPA is known, these terms can be used to find
basis functions for the predistorter model.

4.2 Deriving a predistorter model based on the
memory polynomial model

In Paper [B], the derivation method is used to derive a predistorter model
assuming that the PA transfer function can be described using a memory
polynomial (MP) model which is given by [17]

y(n) =

P∑
p=1
p odd

M∑
m=0

apmu(n−m)|u(n−m)|p−1 (4.7)

where P and M are the nonlinear order and memory depth of the model,
respectively. This model choice is motivated by its simplicity and ability to
characterize PAs exhibiting memory effects. However, this method could be
applied to any other PA behavioral model.

After replacing (4.7) in (4.6) and rearranging the basis functions, the fol-
lowing model structure is derived

y(n) =

2P−1∑
p=1
p odd

M∑
l=0

aplx(n− l)|x(n− l)|p−1+

P∑
p=1
p odd

2M∑
m=M+1

bpmx(n−m)|x(n−m)|p−1+

P∑
k=3
k odd

M∑
l=0

P∑
p=1
p odd

M∑
m=1

cpmklx(n−m− l)|x(n−m− l)|p−1|x(n− l)|k−1

(4.8)

where P and M denotes the nonlinear order and memory depth of the MP
forward model of the PA. This model is denoted as the memory polynomial
based predistorter (MP-PD) model. Note that although this model structure
share common basis functions with the MP model, it has a different structure.

Experimental results

The performance of the derived model was validated and compared to two
models widely used in DPD, the MP model [17] and the GMP model [16]
described in (4.7) and (2.4), respectively.
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Figure 4.1. Power spectral density (PSD) of the output signal obtained before and after the
PA was linearized with a memory polynomial (MP) model, a generalized memory polynomial
(GMP) model and a memory polynomial based predistorter (MP-PD) model .

Table 4.1. Summary of linearization results

Model Param. NMSE ACPR Coeff.

P M L (dB) (dBc) (#)

w/o-DPD - - - -29.7 -37.6 -

MP 5 4 0 -41.7 -49.5 15

GMP
5 4 1 -44.9 -54.4 33

5 4 2 -45.5 -55.6 49

MP-PD 3 4 - -46.4 -55.7 55

The parameter settings of the MP-PD models were determined by esti-
mating first a MP forward model of the PA. Different parameter settings were
tested for the MP and GMP models. A summary of the best linearization
results for all the models are summarized in Table 4.1 and the spectrum of the
PA output signals obtained for all the models are shown in Fig. 4.1. Note that
the MP-PD model achieved better NMSE performance than the other models
tested, 4.7 dB better than the MP model and ≈ 1 dB better than the GMP
model. In terms of ACPR, no substantial difference between the MP-PD and
GMP is observed which can be explained by the limited dynamic range of the
spectrum analyzer.



Chapter 5

Parameter Identification
Techniques

Once a model has been chosen, the next step in the synthesis of a digital
predistorter is to identify the parameters of that model. In PA behavioral
modeling, because the input and output from the PA are known, the parameter
estimation is a straightforward process. In DPD, however, because the optimal
output from the predistorter is typically unknown, more advanced iterative
techniques are required to identify the predistorter model parameters. This
chapter discusses different techniques developed for this purpose. The chapter
starts with a review of ILA. Thereafter, the issue of gain normalization in ILA
is discussed and an alternative formulation of ILA is proposed. Next, DLA
is reviewed. After that, identification techniques based on ILC are presented.
The ILC-based DPD scheme and the adaptive ILC-based DPD scheme are
discussed in Section 5.3 and 5.4, respectively. Finally, in Section 5.5, the idea
of predistorter parameter identification using only one of the IQ components of
the PA output signal is explained, and the real-valued ILC-based DPD scheme
is introduced.

5.1 Indirect learning architecture

First introduced in [62] as a learning architecture to train neural network con-
trollers and later adopted in [47] for DPD synthesis, ILA is currently the most
widely known and used technique in DPD studies to identify the parameters
of digital predistorters. A block diagram of ILA is depicted in Fig. 5.1. This
technique is based on the inverse modeling approach, where a post-inverse of
the PA is identified by using the PA output signal y(n) to model the PA in-
put u(n). Once the post-inverse of the PA (also known as postdistorter) is
identified, the parameters of the postdistorter are copied to an identical model
which is used as the predistorter [13].

27
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Figure 5.1. Indirect learning architecture principle. This technique identifies a postdis-
torter of the PA and uses it as predistorter.

Because ILA estimates a post-inverse rather than a pre-inverse, it focuses
on minimizing the error between the PA input signal and the output of the
predistorter, i.e., d(n) = u(n) − û(n) in Fig. 5.1. The minimization criteria
used by ILA can be written in vector form as follows

θ̂ = arg min
θ

∥∥d∥∥ = arg min
θ

∥∥FPD[x,θ]− FPD[y/G,θ]
∥∥ (5.1)

where FPD denotes the predistorter and postdistorter function. Under the
assumption that the PA transfer function is one-to-one, ILA is based on the
fact that if the error d(n) vanishes, i.e., d(n) = 0 [38,47] then

FPD[x,θ] = FPD[y/G,θ] (5.2)

and consequently,

y = Gx. (5.3)

However, in general cases, d(n) will not vanish completely. This may hap-
pen when the predistorter model structure used may not be sufficiently accu-
rate or the parameters of the predistorter model may not be estimated per-
fectly. For instance, the authors of [63,64] shown that if the parameters θ are
estimated using least squares (LS) due to the presence of measurement noise
in the PA output signal y(n), the parameters estimates converge to a biased
solution. Despite those shortcomings, the ease of its identification has made
it the most widely used parameter identification in the literature.

To overcome the noise-induced bias problem of ILA, a modified version of
the ILA termed model-based ILA (MILA) was proposed in [63]. MILA reduces
the effects of measurement noise by replacing the noisy measured output signal
y(n) with a noise-free model version ŷ(n) in ILA.
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5.1.1 Gain normalization issue in the indirect learning
architecture

A critical issue encountered in ILA is that of the normalization gain selection
[19,20]. The normalization gain G is the factor used to scale the output signal
y(n) to have the same power of the predistorter input signal x(n), as shown in
Fig. 5.1. In the literature, different ways to compute the normalization gain
G have been proposed. Some of the most commonly known choices are:

1. The maximum gain of the PA Glin [18]

2. The gain at the maximum targeted output power Gpeak [19]

3. The gain adjustment technique based on power alignment [20], in which
the normalization gain is adjusted in order to find a value that does not
vary the average input power to the PA between iterations

The main issue with the normalization gain is that its selection affects the
output power of the linearized amplifier. To better illustrate this, Fig. 5.2
presents the NMSE and ACPR results of the linearization of a Class AB PA
using different normalization gain values. As noticed from this figure, the use
of different normalization gain values produced output signals with different
average power levels. Having to select a normalization gain adds an extra
degree of freedom to the synthesis of the predistorter. Although the goal of
DPD is to improve the linearity, it must also consider the output power of
the PA. In order to properly evaluate the performance of a predistorter, it
is required that the PA average output power obtained before DPD is not
changed after DPD is applied [19]. To achieve this, the normalization gain
must be carefully selected, which usually requires additional measurements
and extra calibration efforts.

To overcome this issue, in Paper [C] a new formulation of ILA that elimi-
nates the normalization gain block is proposed. The proposed ILA variant uses
the desired PA output response yd(n) as input to the predistorter, as shown
in Fig. 5.3. Since the output signal from the PA y(n) and input signal to the
predistorter yd(n) have similar power levels, no gain normalization at the PA
output is required. Any power mismatch between those signals is directly han-
dled by ILA. When ILA converges, the PA output is driven to y(n) ≈ yd(n).
Fig. 5.4 shows the linearization results obtained with the proposed ILA vari-
ant at different desired output power levels. Since the proposed ILA variant
allows us to define the desired output signal before DPD is applied, the av-
erage output power obtained before and after DPD are the same for all the
power levels tested. This simplifies the identification process since the average
output power and linearity of the PA do not longer depend on the selection of
a normalization gain.
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Figure 5.3. Proposed variant to the indirect learning architecture. Unlike the conventional
indirect learning architecture, this variant eliminates the normalization gain and uses the
desired PA output response as input to the predistorter.
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Figure 5.5. Direct learning architecture principle. This technique uses complex algorithms
to directly estimate the parameters that minimize e(n).

5.2 Direct learning architecture

The direct learning architecture (DLA), illustrated in Fig. 5.5, is a parameter
identification technique that has grown in popularity in the last years. This is
because unlike ILA, DLA focuses on minimizing the error between the desired
and the actual PA output signals, i.e., e(n) = yd(n)− y(n). The minimization
criteria used in DLA can be written as follows

θ̂ = arg min
θ

∥∥e∥∥ = arg min
θ

∥∥yd − FPA

[
FPD[yd,θ]

]∥∥, (5.4)

where FPA and FPD denote the transfer function of the PA and predistorter,
respectively.

Different ways to implement DLA have been proposed, the most commonly
known are: the model-based DLA, where the algorithm is run over a sufficiently
accurate PA forward model [65–69], and the closed loop estimator, where the
algorithm is run directly on the PA [70,71].

The model-based DLA is implemented in two steps [65, 66]. First a for-
ward model of the PA is identified. Once the model is obtained, complex
optimization algorithms are used to estimate, through iterative processing,
the predistorter parameters that minimize the criteria shown in (5.4). Once
the nonlinear algorithm finds a solution, the parameters are used to gener-
ate a predistorted signal u(n) that is applied to the real PA. This process
is repeated iteratively until the predistorter-PA system converges to the best
possible solution. Various model-based DLA algorithms have been proposed in
the literature [65–67], unfortunately they are generally complex in structure,
computationally expensive and present slow convergence.

The closed loop estimator is a DLA technique that has gained popularity in
recent years because it does not rely on a PA forward model as previous DLA
implementations did [70,71]. The operation of this technique is similar to the
model-based DLA described before with the difference that the algorithm is
run directly on the PA. The update algorithm used in the closed loop estimator
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Figure 5.6. Block diagram of the iterative learning control based digital predistortion
technique. In this technique, the ILC scheme described in Chapter 3 is first used on the
power amplifier to identify the optimal predistorted signal uopt(n) that drives the PA to the
desired linear output response yd(n). After that, yd(n) and uopt(n) are used to identify a
predistorter model.

looks as follows

θk+1 = θk + β(HHH)−1HHek (5.5)

where the subindex k indicates the iteration number and β < 1 is a step size.

5.3 Iterative learning control based digital pre-
distortion

Introduced in Paper [A], the ILC-based DPD (ILC-DPD) scheme is an identi-
fication technique that combines the ILC scheme presented in Chapter 3 with
standard estimation techniques to identify the parameters of a predistorter
model, as depicted in Fig. 5.6. The idea is simple, since ILC can identify the
optimal predistorted signal uopt(n) that linearizes a PA but does not provide
a predistorter model, ILC-DPD uses that optimal predistorted signal and the
desired output response to estimate a model for the predistorter, where yd(n)
is used as model input and uopt(n) as model output.

Note that because ILC requires the same desired output signal to estimate
the optimal PA input excitation, ILC-DPD is suited for offline linearization
and research purposes. For instance, it can be used to select suitable model
structures and settings for predistorters, because once the optimal predistorted
signal is estimated, several structures and settings can be easily tested. This
is opposed to ILA and DLA which require several iterations on the PA to
evaluate the performance of each model.
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Experimental results

In Paper [A], the linearization capabilities of ILC and ILC-DPD were evaluated
and compared against ILA and the model-based DLA in two experimental
scenarios. In the first scenario, their performance was evaluated when the
output signal presented different levels of signal-to-noise ratio (SNR), while in
the second scenario their performance was evaluated when the PA was in high
compression. The algorithm used in the model-based DLA was the nonlinear
least squares algorithm solver from MATLAB. The ILC algorithms used in
the first and second scenario were the linear ILC algorithm and the gain-based
ILC algorithm, respectively.

Fig. 5.7 shows the NMSE and ACPR results obtained in the first scenario.
Compared to ILA, ILC-DPD achieved lower NMSE and ACPR values for all
the SNR values tested. Note also that the performance improvement obtained
using ILC-DPD is more significant at low SNRs where the ILA performance
degrades at a much faster rate. This degradation is associated to the effects
that the measurement noise has on the ILA estimates. Compared to the model-
based DLA, ILC-DPD achieved similar linearity performance. However, for
the model-based DLA, that performance came at the cost of a more complex
identification process as it was described in Section 5.2. The algorithm used in
the model-based DLA required hundreds of iteration to estimate the parameter
of the predistorter, while the algorithm used in ILC-DPD required only 7
iterations to find the optimal predistorted signal and used standard modeling
techniques to estimate the predistorter parameters.

Table 5.1 and Fig. 5.8 show the NMSE, ACPR, EVM and output spec-
trum results obtained in the second scenario. Note of all the techniques, ILC
achieved the lowest NMSE and ACPR values which indicates that ILC can
successfully identify the optimal predistorted signal that linearizes the PA.
This can also be observed in Fig. 5.8 where the output spectrum obtained
with ILC reached the noise floor. Note also that ILC-DPD achieved lower
NMSE and ACPR values than ILA and similar values to DLA.

These results shown ILC-DPD is less sensitive to measurement noise than
ILA and can provide better linearity performance when the PA nonlinearities
are strong. In addition, ILC-DPD can achieve similar performance than DLA
but with a simpler identification process.

5.4 Adaptive iterative learning control based
digital predistorter

Since ILC requires the same desired output response to obtain the optimal
predistorted signal that linearizes a PA, ILC-DPD is not suitable for real-time
DPD applications. To overcome this problem, in Paper [D], the adaptive ILC-
based DPD scheme is presented. The operation principle of this technique
is similar to ILC-DPD with the difference that it updates the parameter of
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Figure 5.7. (a) NMSE and (b) ACPR versus estimated signal-to-noise ration (SNR) ob-
tained without DPD, ILA, the model-based DLA and ILC-DPD.

Table 5.1. Summary of the linearization results obtained when the PA was driven under
high compression

Ident. Ident. Valid. Valid. Valid.

DPD NMSE ACPR NMSE ACPR EVM

type (dB) (dBc) (dB) (dBc) (dB)

w/o-DPD -17.97 -32.42 -18.05 -32.27 -18.51

ILC -47.96 -58.62 - - -38.43

ILC-DPD -41.52 -50.16 -41.02 -50.17 -37.21

ILA -39.85 -48.68 -39.33 -49.01 -36.03

DLA -41.81 -50.94 -41.35 -50.94 -37.21
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Figure 5.8. Power spectral density (PSD) of the measured PA output signal obtained
without DPD, and after applying ILC, ILA, model-based DLA, and ILC-DPD for a Class
B PA driven under high compression.
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Figure 5.9. Block diagram of the adaptive iterative learning control based DPD scheme

the predistorter after each iteration, thereby removing the requirements of a
repeated desired output signal.

The block diagram of the adaptive ILC-DPD is depicted in Fig. 5.9. During
the k-th iteration, the desired output signal yd(n) is fed to the predistorter
generating the predistorted signal uk(n) which is sent to the PA. Then, any of
the learning algorithms presented in Table 3.1 is used to create a new input
signal uk+1(n). Because the learning algorithms were derived to ensure that if
uk+1(n) was sent directly to the PA, the PA output will be closer to the desired
response yd(n); in the adaptive ILC-DPD, uk+1(n) is used in combination to
yd(n) to estimate the parameters of the predistorter model, where yd(n) is
used as model input and uk+1(n) as model output. This process is repeated
iteratively until a given performance is reached. Experimental results with
this technique are presented in the following section.

5.5 Parameter identification using real-valued
output data

The need to increase the bandwidth of the communication signals to support
the increasing demands for higher data rates creates new challenges in the
implementation of DPD systems. One of the most crucial ones is the high
sampling rates required in the DPD feedback receiver. In order to effectively
linearize a PA, a DPD feedback receiver should cover a span that is typi-
cally five times the communication signal bandwidth [27]. This means that as
the bandwidth of the communication signal continue to increase, so does the
sampling speed of the analog to digital converters (ADC). This represents a
problem because ADCs are expensive and power hungry components. Over
the years, different approaches have been proposed to reduce the requirements
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of ADCs in DPD feedback receivers. Among the most commonly known are
the use of undersampling [23–26] and band-limited modeling [27,28].

In Paper [D], a novel approach to relax the requirements of ADCs is pre-
sented. Instead of acquiring both IQ components of the PA output signal, the
proposed approach only requires the acquisition of one of the IQ components.
This approach combines an estimation approach that allows us to identify the
parameters of a model using either the I or Q component of the model output
with an adaptive DPD parameter identification technique.

5.5.1 Least squares estimation using real-valued output
data

Consider two sets of complex-valued data, u = [u(0), u(1), . . . , u(N − 1)]T and
y = [y(0), y(1), . . . , y(N − 1)]T whose relationship can be characterized using
a linear model of the form

y = Hθ, (5.6)

where H = H(u) is the regression matrix containing the basis functions of the
model and θ is a vector containing the model parameters. Using least squares,
those parameters are generally calculated by [45]

θ̂ = (HHH)−1HHy, (5.7)

that is, using both IQ components of u and y. In Paper [D], it is shown
that to estimate those parameters it is sufficient to have knowledge of both IQ
components of the model input u and only one of the IQ components of the
model output y.

Defining Φ as a vector containing the real and imaginary parts of the model
parameters θ

Φ =

[
θr
θi

]
(5.8)

where the subscript r denotes the real part Re[·], and the subscript i denotes
the imaginary part Im[·]. It is shown that Φ can be estimated using either of
the following expressions

Φ̂ = (MT
r Mr)

−1MT
r yr, (5.9)

Φ̂ = (MT
i Mi)

−1MT
i yi. (5.10)

with Mr =
[
Hr −Hi

]
and Mi =

[
Hi Hr

]
. If (5.9) is used, only the real

part or I component of the model output signal y is required. Alternatively,
if (5.10) is chosen, only the imaginary part or Q component of y is actually
needed.
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Because this approach uses half the information of the model output signal
y, the estimator is more sensitive to noise. This does not represent a major
issue if the output signal presents a large SNR, as is the case in most DPD
systems. In case the SNR is low enough to affect the performance, this could
be recovered by increasing the number of samples.

5.5.2 Real-valued iterative learning control based digital
predistortion

To take advantage of the estimation approach previously described to reduce
the requirements of ADCs, a parameter identification technique in which the
signal used as model output is a function of the PA output signal is required.
In Paper [D], that approach is used in combination with the adaptive ILC-DPD
scheme described in Section 5.4. The technique is termed the real-valued ILC-
DPD (RILC-DPD) . Note however that it could be used in combination with
any identification technique that fulfills that property, for instance, it could be
used with DLA or the model-based ILA [63].

Since only one of the IQ components of the model output uk+1(n) is re-
quired, a modified version of the linear ILC algorithm that considers only the
real part of uk+1(n) is used

uk+1,r = uk,r + γek,r (5.11)

where the subscript r denotes the real part and γ is the learning gain which
can be also be chosen using only the I component of the PA output signal as
is described in Paper [D].

Experimental results

The proposed RILC-DPD scheme was evaluated and compared against the con-
ventional adaptive ILC-DPD which uses complex-valued measurement output
data, and ILA [72] in two experimental scenarios. In the first scenario, the
performance of the three techniques were assessed using a sufficiently large
linearization bandwidth, i.e., five times the bandwidth of the signal. In the
second scenario, the three techniques were used in combination with the ban-
dlimited modeling approach proposed in [27] to evaluate their performance in
a limited linearization bandwidth scenario.

The output spectrum obtained with all the identification techniques in
the first linearization scenario is shown in Fig. 5.10, and a summary of the
linearization results is presented in Table 5.2. Despite using only one of the
IQ components, RILC-DPD provided similar linearization performance as the
adaptive ILC-DPD scheme. This can also be appreciated from Fig. 5.10,
where the spectrum of both techniques overlap each other. The results also
show that RILC-DPD and the adaptive ILC-DPD can provide better linearity
performance than ILA.
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Table 5.2. Linearization results obtained in the sufficiently large linearization bandwidth
scenario

GMP NMSE ACPR EVM

P M L (dB) (dBc) (dB)

w/o-DPD - - - -21.90 -29.67 -24.06

ILC-DPD 9 3 1 -40.60 -49.48 -42.90

RILC-DPD 9 3 1 -40.69 -49.36 -43.20

ILA 9 3 1 -37.47 -44.80 -40.15

-25 -15 -5 5 15 25

Baseband Frequency (MHz)

-60

-45

-30

-15

0

P
S

D
 (

dB
x/

H
z) w/o DPD

ILA

RILC-DPD & ILC-DPD

Figure 5.10. Spectrum of the PA output signal obtained without DPD and after using the
proposed RILC-DPD, the conventional complex-valued ILC-DPD, and ILA. Note that the
spectrum of the output signals obtained with RILC-DPD and ILC-DPD overlap each other.
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Table 5.3. Linearization results obtained in the limited linearization bandwidth scenario

Model BW NMSE ACPR EVM

(P,M,L) MHz (dB) (dBc) (dB)

w/o DPD
- 100 -22.84 -30.59 -24.67

- 60 -22.82 -30.61 -24.60

RILC-DPD

GMP(9,3,1) 100 -40.36 -50.35 -42.56

GMP(9,3,1) 60 -38.57 -45.74 -40.75

BL-GMP(9,3,1) 60 -41.10 -50.47 -42.41

ILC-DPD

GMP(9,3,1) 100 -40.97 -50.23 -43.85

GMP(9,3,1) 60 -39.20 -45.78 -41.78

BL-GMP(9,3,1) 60 -41.73 -50.29 -43.29

ILA

GMP(5,3,2) 100 -35.03 -41.75 -39.17

GMP(5,3,2) 60 -34.66 -40.40 -38.21

BL-GMP(5,3,2) 60 -35.53 -41.03 -38.95
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Figure 5.11. Spectrum of the measured output signal obtained without DPD and after
using the proposed RILC-DPD, ILC-DPD, and ILA with a linearization bandwidth of 60
MHz and GMP and band-limited (BL)-GMP models. For reference the spectrum of the
output signal after using ILC-DPD with a linearization bandwidth of 100 MHz. Note that
RILC-DPD with a BL-GMP model provide similar spectral leakage reduction as ILC-DPD
with a linearization bandwidth of 100MHz.
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In the second scenario, the PA was linearized using RILC-DPD, the adap-
tive ILC-DPD and ILA in three experimental cases:

1. Using a GMP model with a linearization bandwidth of 100 MHz

2. Using a GMP model with a linearization bandwidth of 60 MHz

3. Using a BL-GMP model [27] with a linearization bandwidth of 60 MHz

Fig. 5.11 shows the spectrum of the output signals obtained with the
different identification techniques, in the second and third cases. Table 5.3
summarizes the linearization performance obtained with the different identi-
fication techniques. For RILC-DPD and ILC-DPD, the settings of the GMP
and BL-GMP models were: nonlinear order P = 9, memory depth M = 3 and
cross-term length L = 1. The same settings were tested for ILA, but exces-
sive amplitude expansion of the PA input signal made it unfeasible to test its
performance without damaging the PA. Several other settings were tested for
ILA, the best performance was achieved with P = 5, M = 3, and L = 2.

Comparing the performance in the three cases, note that good performance
is achieved with a linearization bandwidth of 100 MHz. The performance is
degraded when the linearization bandwidth was reduced to 60 MHz and a
GMP model was used, but the performance can be recovered using a BL-
GMP model instead. The degradation going from 100 MHz to the 60 MHz
case is caused by aliasing distortion introduced in the basis functions of the
model as a result of using a linearization bandwidth of only three time the
channel bandwidth.

Comparing the identification techniques, note that in all the cases, RILC-
DPD achieved similar performance to the adaptive ILC-DPD that uses both
IQ components of the output signal. This can be observed in Fig. 5.11, where
the output signal spectrum of both techniques overlap each other. Compared
to ILA, RILC-DPD obtained better linearity performance in all the cases.
The results demonstrate that RILC-DPD can be sucessfully combined with
the band-limited modeling approach to not only reduce the number of ADCs
but also their speed requirements.



Chapter 6

Limits on the linearity
performance in radio
transmitters

In DPD, the validation of a proposed model or identification technique is gen-
erally done by comparing them against existing approaches in the literature,
hoping to achieve better performance. While this seems reasonable, it does
not take into consideration how far such performance is from the ideal one, to
see if further improvement is possible. This chapter discusses the performance
limits in the linearization of PAs, particularly on the limits of the NMSE. The
idea is to provide a better understanding of the behavior of the NMSE of a
linearized PA with respect to the output power, which is something that is
often overlooked in DPD studies.

6.1 Lower bound for the normalized mean square
error

As described in Section 3.3, the NMSE is one of the most common performance
metrics used in DPD studies to evaluate the linearity of PAs. In Paper [E], a
lower bound for the NMSE performance of a linearized PA is derived.

The system consider in the analysis is depicted in Fig. 6.1. The desired
output signal yd is passed through the predistorter-PA system generating the
output signal y. When the signal is acquired, measurement noise w is added
to the output from the PA resulting in the measured output signal yw = y+w.
In the analysis, yd is considered to be complex Gaussian distributed with zero
mean and variance 2σ2, i.e., yd ∼ CN (0, 2σ2) and the measurement noise is a
zero-mean complex additive white Gaussian noise (AWGN) with variance σ2

w.
In a perfect linearization scenario, the predistorter should be able to perfectly
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yd

Predistorter PA
y

w
yw

Figure 6.1

compensate all the distortion introduced by the PA up to the saturation point.
This means that the input-output relation of predistorter-PA system could be
described by [73]

y =

{
yd , |yd| ≤ a

a exp(j∠yd) , |yd| > a
(6.1)

where |.| denotes the absolute value, a denotes the PA output saturation point,
and ∠yd denotes the phase of yd.

Assuming the conditions mentioned above, it is shown in Paper [E] that
the lower bound for the NMSE is given by

NMSE =
2σ2 exp

(−a2
2σ2

)
− 2aσ

√
2πQ

(
a
σ

)
+ σ2

w

2σ2
. (6.2)

where Q(.) denotes the Q-function In a similar way, the average output power
from the PA delivered to a load impedance R = 50Ω can be calculated by

Pout,avg =
1

R
(σ2 − σ2 exp

(−a2
2σ2

)
) +

σ2
w

2R
. (6.3)

From these expression, it can be noticed that to analyze the behavior of the
NMSE as a function of the average output power from the PA only three
parameters are required: the variance of the desired output signal, the noise
variance and the saturation point of the PA.

6.2 Simulation and experimental results

The analytical framework was validated through numerical simulations. In ad-
dition, measurements on a PA were performed in order to verify if the derived
NMSE lower bound could be attained with existing linearization techniques.
The techniques considered were ILC, the adaptive ILC-DPD and ILA.

Two separate sets of OFDM signals were used, each set consisted of 106

samples at a sampling rate of 200 MHz. The signals had a PAPR of ≈ 11 dB.
The predistorter model used in ILC-DPD and ILA was the vector-switched
generalized memory polynomial (VS-GMP) model [43]. The phase noise in the
measured output signal was estimated and compensated for using a Kalman
filter which tracks the slow variations in the phase transfer function of the
PA [74].
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Fig. 6.2 presents the theoretical, simulated and experimental NMSE results
before and after phase noise compensation. Fig. 6.3 shows the simulated and
experimental ACPR results. Note that the theoretical NMSE results match
the simulated ones, which proves the accuracy of the NMSE lower bound
derivation.

From the theoretical results, it can be noticed that the NMSE presents
two distinct behaviors. At low output power levels, the NMSE decreases at a
rate of 1 dB per 1 dB increase in the average output power. In that region,
the NMSE is limited mainly by the variance of the measurement noise. As
the output power level increases above 28 dBm, the peaks of the PA output
signal starts to be clipped and the NMSE starts to degrade. At the beginning,
the degradation is small because only few samples are clipped but eventually
the NMSE is dominated by the distortion introduced by the saturation of the
output signal. Note also that although the NMSE starts to degrade at about
28 dBm, for the PA tested acceptable NMSE and ACPR performance, i.e.,
NMSE lower than -35 dB and ACPR lower than -45 dBc, can still be obtained
up to a power level of 30.5 dBm, which means that up to 2.5 dB more output
power could be gained if the PA is allowed to work in that region.

The results also show that at low output power levels, all the linearization
techniques could reach the NMSE lower bound after phase noise compensation.
But the results deviated from the ideal ones as the output power level was
increased. The lowest NMSE performance was obtained by ILC. Because ILC
is nonparametric, it was not limited by the accuracy of a predistorter model
and was able to compensate for most of the nonlinear distortion at the PA
output. However, ILC was not able to reach all the way to the NMSE lower
bound. The residual distortion may be caused due to limitations of the linear
ILC algorithm which uses a scalar learning gain, and for some effects that
produced a slightly different behavior in the PA every time this was operated.
ILC can only compensate for effects that are repeatable.

With respect to ILC-DPD and ILA, both achieved the same NMSE up to an
average to an average output power level of ≈ 26.4 dBm, but for higher output
power levels, the results obtained with ILA degraded at a faster rate than ILC.
ILC-DPD achieved better performance than ILA, but it is far from reaching
the NMSE lower bound. The performance degradation of ILC-DPD and ILA
compared to ILC was caused by the limited accuracy of the predistorter model.
But the higher degradation of ILA was caused by the nature of its identification
process. ILA estimates a post-distorter and assumes that it can be used as
predistorter. This assumption works fine when the PA nonlinearity is not too
severe, as we can see from the results for power levels below 26.4 dBm, but as
the PA is driven more into compression, that assumption is not longer valid.
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Chapter 7

Conclusions and summary
of appended papers

7.1 Conclusions

High efficiency and linear PAs are essential components in wireless communi-
cation systems. There is however a tradeoff between efficiency and linearity.
In order to fulfill both requirements, DPD is often used. This thesis has con-
tributed to different aspects of the linearization of PAs through DPD.

An issue encountered in DPD has been that the output of the signal from
an optimal predistorter is unknown. To overcome this problem, in this work,
the concept of ILC for the linearization of PAs was introduced. Instead of
focusing on identifying the parameters of a predistorter model, ILC focuses
first on estimating the optimal predistorted signal that drives a PA to desired
linear output response. Experimental results showed that, even for the most
difficult cases, ILC can successfully find such optimal predistorted signal. But
the significance of ILC is more than a way to identify the optimal signal that
linearizes a PA. To the author’s opinion, this technique provides a mathemati-
cal foundation to help analyze the problem of DPD. This was demonstrated in
Chapter 4, where ILC was used to develop a novel technique to derive models
for digital predistorters. It was shown that ILC can be used to find an analyti-
cally expression of a predistorted signal which can help us identify proper basis
function for predistorters. The technique was used to derive a model structure
based on the MP model and its performance was compared to two commonly
used models. The performance showed that the model derived with the pro-
posed technique could achieve lower NMSE performance than other models.
While physical interpretations of PA behavioral models have been proven for
PA forward behavior, this is not the case for their inverse behavior. The pro-
posed derivation technique could be used in combination with such PA forward
models to help identify key basis functions for DPD models.
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The concept of ILC can also be used in the identification of the parameters
of the predistorter as it was shown in Chapter 5. Although ILC does not pro-
vide a predistorter model per se, the optimal predistorted signal is still useful
in DPD studies. This signal can give us an insight to the characteristics of
the PA inverse behavior and can be used to find proper model structures and
model settings for the predistorter. This approach may be particularly useful
in linearization scenarios where other identification techniques fail, because
it allows us to attack the problem of model structure design and parameter
estimation separately. The ILC framework can also be used in adaptive lin-
earization scenarios. The ILC algorithms derived in this work can be easily
integrated in online linearization scenarios by updating the parameter of the
predistorter after each iteration.

In DPD, the parameter identification is done using complex-valued base-
band equivalent signals of the PA RF input and output signals. In Chapter 5,
we introduced the idea of performing the parameter identification using only
one of the IQ components of the PA output. By combining an estimation ap-
proach that allows to estimate the parameter of a model using either the I or
Q component of the model output with the adaptive ILC based scheme, it was
shown that similar linearity performance to identification techniques that use
both IQ components can be obtained. Since only one of the IQ components
needs to be acquired, this technique may help to reduce the number of ADCs
used in DPD feedback receivers, whose speed requirements, power consump-
tion escalate with the increase of the communication signal bandwidths.

The problem of gain normalization in DPD schemes was also discussed in
Chapter 5. It was shown that the use of a normalization gain block in DPD
schemes increases the complexity of the parameter identification process. PAs
have different gain values at different input power levels which makes the
idea of gain selection confusing. In addition, the normalization gain selection
does not only affect the linearity performance but also the output power of
the linearized PA, therefore it adds an extra degree of freedom which must
be carefully selected. We have shown that by reformulating the predistorter
goal to not only include the linearity but also the desired output power, the
identification process may be simplified.

In Chapter 6, the performance limits in the linearization of PAs are dis-
cussed. In DPD studies, the performance of a technique is evaluated by com-
paring their performance against existing techniques. The goal is often to
obtain lower NMSE, EVM or ACPR values without really knowing how low
is good enough or whether the minimum achievable NMSE has been already
reached. To help fill this gap, we derived a closed-form expression for the
minimum NMSE that could be obtained in a linearization scenario. Three lin-
earization techniques were tested: ILC, ILA and ILC-DPD. The experimental
results shown that at low output power levels, all the techniques could reach
the NMSE lower bound, but at higher output power levels, their performance
degraded from the bound. The performance degradation for ILA and ILC-
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DPD was mainly due to the limited accuracy of the predistorter model. For
ILC, the degradation may be caused due to limitations of the ILC algorithm
used and for some effects that produced a slightly different behavior in the PA
every time this was operated. ILC can only compensate for effects that are
repeatable.

7.2 Future work

There are different sidelines of research arising from the work presented in this
thesis which can be pursued. Because of the simplicity of the algorithms used
in ILC, ILC provides a way to mathematically analyze the problem of DPD
as was never done before. It would be interesting to mathematically analyze
the linearization of difficult PAs, e.g., dual-input Doherty or outphasing PAs,
to get an idea of how the predistorted signal should look like and to derive
proper linearization schemes.

In this work we have shown the ILC-based DPD schemes can provide bet-
ter linearity performance than ILA in SISO linearization cases. Therefore, it
would also be interesting to extend the ILC scheme and the ILC-based DPD
schemes proposed here for MIMO linearization to see whether it can also pro-
vide improved linearity performance.

7.3 Summary of appended papers

A summary of the appended papers are shortly described in the following.

Paper A: Iterative Learning Control for the Linearization of Power
Amplifiers

In this paper, we propose a new technique to identify the parameters of a digital
predistorter based on iterative learning control (ILC). Instead of focusing on
identifying the predistorter parameters, the technique proposed here first uses
an iterative learning algorithm to identify the optimal power amplifier (PA)
input signal that drives the PA to the desired linear output response. Once
the optimal PA input signal is identified, the parameters of the predistorter
are estimated using standard modeling approaches, e.g., least squares. To
this end, in this paper we present a complete derivation of an ILC scheme
suitable for the linearization of PAs which includes convergence conditions
and the derivation of two learning algorithms. Based on experimental results,
it is shown that even for the most difficult cases, the proposed ILC scheme
can successfully linearize the PA. The results also shown that the proposed
parameter identification technique is less sensitive to measurement noise than
ILA and can provide better linearity performance than DLA.

The author of this thesis was the main contributor of this paper, performed
the experimental work and manuscript writing. The measurement results were
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presented according to the insight given by the co-authors. The manuscript
was reviewed and refined by the co-authors.

Paper B: Structured Digital Predistorter Model Derivation using
Iterative Learning Control

In this paper, we present a novel approach to derive model structures for digital
predistorters based on ILC. The ILC concept is used to derive an analytical
expression of the predistorted signal which is used to identify basis functions
for predistorter models. The proposed derivation approach is used to derive a
predistorter model based on the memory polynomial model. The experimental
results showed that the derive model can obtain better linearity performance
than conventional models used in DPD.

The author of this thesis was the main contributor of this paper, performed
the experimental work and manuscript writing. The manuscript was reviewed
and refined by the co-authors.

Paper C: A New Variant of the Indirect Learning Architecture for
the Linearization of Power Amplifiers

This paper investigates the effects that the normalization gain has on the lin-
earization of PAs through ILA. In addition, it proposes a reformulation of the
ILA that eliminates the need of the normalization gain. Experimental results
show that the selection of the normalization gain affects the average output
power and linearity performance of the linearized PA. If the normalization gain
is not chosen correctly, the average output power of the linearized PA will dif-
fer from the average output power obtained before DPD. It is experimentally
shown that the proposed ILA variant can alleviate that problem maintain the
same average output power before and after DPD. Consequently the proposed
ILA variant simplifies the linearization process and allows proper evaluation
of the DPD performance

The author of this thesis was the main contributor of this paper, performed
the experimental work and manuscript writing. The manuscript was reviewed
and refined by the co-authors.

Paper D: Digital predistortion parameter identification technique
using real-valued measurement output data

In this brief, we present a novel parameter identification technique that re-
quires the acquisition of one of the IQ components of the PA output signal.
To this end, we derive a technique that allows us to estimate the parameters
of a model using only one of the IQ components of the model output. Based
on experimental results, it is shown that the proposed parameter identification
technique can provide similar linearization capabilities as its complex-valued



7.3. SUMMARY OF APPENDED PAPERS 49

counterparts. Since the proposed technique only requires one of the IQ com-
ponents to be acquired, it can help to reduce the number of ADCs used in
DPD feedback receivers.

The author of this thesis was the main contributor of this paper, performed
the experimental work and manuscript writing. The manuscript was reviewed
and refined by the co-authors.

Paper E: On the Behavior of the Normalized Mean Square Error in
Power Amplifier Linearization

The normalized mean square error (NMSE) is a performance criteria com-
monly used in power amplifier linearization to quantify the amount of in-band
distortion encountered at the output of a power amplifier (PA). This paper
presents the derivation of a closed-form expression for the minimum NMSE
that could be obtained in a linearization scenario. The derived expression
is verified through numerical simulations, and is used to compare the perfor-
mance of different DPD linearization schemes proposed in the literature.

The author of this thesis was the main contributor of this paper, performed
the experimental work and manuscript writing. The manuscript was reviewed
and refined by the co-authors.
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