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ABSTRACT

This work aims to increase the modelling accuracy of two important problems for
the wave energy industry. One concerns the mooring dynamics in the presence of
snap loads (shock waves in cable tension). The other is related to nonlinear effects
in the resonance region of moored wave energy converters (WECs).

The thesis describes the development of Moody, a high-order discontinuous
Galerkin (DG) model for mooring dynamics aimed at capturing snap loads. Two
different DG formulations are presented. The first version uses the local DG
method, while the second is based on the Lax-Friedrich (LF) approximative Rie-
mann solver. Exponential convergence for smooth cases and excellent agreement
with experimental data are shown for both versions. The LF-based solver is ex-
tended to include shock-identifiers, slope limiters and hp�adaptive mesh refine-
ment. Computational results show good shock resolution in both linear and non-
linear cable materials. We further develop an automated program interface to
provide dynamic mooring response to volume of fluid Reynolds averaged Navier-
Stokes (VOF-RANS) simulations of WECs in OpenFOAM®.

Model scale experiments of a moored vertical cylinder are carried out with the
partial aim to provide validation data for the coupled VOF-RANS-Moody model.
The validation shows very good agreement between experimental and numerical
results of surge and heave motion, from which we conclude that the coupling is
working as expected. We get a good match in mooring force response, but the
pitch response is shown to be more sensitive to model input parameters. Valida-
tion of high-fidelity models puts tough requirements on experimental data quality,
which are difficult to meet in small scales.

The experiments also assess the performance of three types of mooring con-
figurations for WECs. Results show how cable slack-snap events are important
for the dynamic range of mooring force response in survival conditions. As the
steepness of the waves increase, the response amplitude per wave height decreases
in the resonance region for all three configurations. This nonlinear effect is con-
sistently seen throughout the results from experiments and coupled simulations
of both model scale and full-scale geometries. Although paid for with a substan-
tial computational effort, we conclude that the high-fidelity VOF-RANS-Moody
model is able to predict the fully nonlinear response of WECs with good accuracy.

Keywords: Mooring dynamics, Wave energy, Snap loads, Discontinuous Galerkin
methods, hp�adaptivity, CFD, OpenFOAM, RANS, Coupled simulations
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PREFACE

I was first introduced to wave energy utilization in 2010 when I, in search of a
Master thesis project on renewable energy, had a tip on a mooring project with
WEC developer Waves4Power and Reinertsen technical consultants. I went to see
the supervisor, Prof. Lars Bergdahl. Two minutes later I had been given John
Fitzgerald’s freshly printed thesis on position mooring of wave energy converters,
to read over night as Lasse expected to know if I was interested already the next
day. None the wiser I went home, started reading the thesis, realised that I did not
understand it, and went back to Lasse’s office the next day and said that I would
gladly do the project.

I began my PhD studies at the department of Shipping and Marine Technology
in 2012. During this time I have been embarrassingly secluded in my office trying
to get computer code to run as I expected it to, and I apologize to all my colleagues
at the department for not taking the time to get to know you better than I have.
I have struggled quite hard with my own expectations on what it means to be
a Doctor, and I have many times sadly reflected on the futility of my efforts in
comparison with the vast amount of high-quality research being produced in the
world. However, I have found comfort in the occasional updates from Research
Gate appearing in my e-mail inbox:

A researcher from Portugal read your work last week.

Often it has in fact been a co-author who found it quicker to look up our joint
paper online than to use a local copy, but the confidence boosts have been mine to
keep in blissful ignorance of the fact.

A special acknowledgement must be given to Guilherme Moura Paredes. We
have worked closely, particularly during 2012-2013 when we shared office both
here at Chalmers and at the university of Porto. The little knowledge I have gained
in experimental work is much due to you and our joint efforts in the hydraulics
lab in Porto, on those occasional days when the equipment worked as expected.
This thesis would not have been the same without you.

I have had great support in this thesis work. Not only have my main super-
visor Doctor Claes Eskilsson, the co-supervision of Prof. Lars Bergdahl and the
support from Prof. Rickard Bensow given me excellent guiding in the craftsman-
ship of research, they have also provided a creative and collegial atmosphere to
work in. For this, and for many fine memories over the years, I am deeply thank-
ful. I have had the privilege of working very closely with Claes throughout this
whole process. Your contributions to the work presented herein and your part in
the knowledge I have gained have been absolutely essential. Thank you.

Till sist, all min kärlek till Frida och Ottilia. Ni är och förblir viktigast.

Johannes Palm
Göteborg, 2017-04-10
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1
Introduction

It is easy to make a device that will respond
vigorously to the action of sea waves.

Indeed, it is quite hard to make one that will not.
Salter, Taylor and Caldwell [142].

Wave power as a source of clean and reliable energy is today an actively stud-
ied topic in the quest for an ecologically sustainable society. In 2014, the total
world consumption of electric energy was 19800 TWh/year [2], with a global
wave energy resource of the same magnitude [40]. Estimations of techically avail-
able wave energy potential on a global scale are however commonly placed be-
tween 2000 to 4000 TWh/year [3]. The key phrase here is of course technically
available and how it is defined. The wave power industry is still evolving, and
estimations of cost of energy over long periods of time are therefore volatile. This
makes it difficult to pinpoint which areas that can sustain commercial wave power
installations. Future technological developments and/or socio-economic changes
might enable usage of a larger (or smaller) portion of the total wave energy re-
source.

The Ocean Energy Systems annual report of 2015 [149] envisions 337 GW of
installed power from ocean energy (including waves, tidal currents, tidal ranges,
salinity gradients and ocean thermal energy) by 2050. The contribution from wave
and tidal current energy in Europe alone should by then be 100GW [150]. In June
2016, the installed wave power capacity in Europe was 5MW, with another 7MW
from tidal currents [66]. Clearly there is a long way to go. However, the current
roadmap of the Ocean Energy Forum [66] suggests industrial roll-out of wave
energy devices to ramp up from year 2030. Wave power can have a substantial
impact on the energy system and aid in the societal transformation away from
fossil fuel dependency. But, it is not the holy grail of energy and we should pursue
it with the understanding that wave energy is a complementary source of energy,

1



1. Introduction

to be combined with others in the family of renewable energy: solar, wind, and
tidal energy, not forgetting the well-established hydro-power industry.

This thesis aims to increase the accuracy of numerical models used to design
moored wave energy converters (WECs). The motivation for the research is nested
in the wave energy industry, its engineering challenges and its technological de-
velopment path.

1.1 THE WAVE ENERGY INDUSTRY

As the quote at the start of the chapter suggests, it is intuitive to think of a device
that will absorb power from the waves. But that does not make it simple to build
a good one. The demands and design constraints on wave energy installations are
many and require multi-disciplinary competences. Apart from the detailed engi-
neering of the device itself, its internal mechanisms and functionality, one must
also consider e.g. the effect on marine life [39], grid connection rules on power
quality [159], proximity to shore and weather windows for operation and mainte-
nance (O&M), foundations and sea-bed conditions [170], and issues of legislation
[109]. To maximise power output, WECs are designed to absorb the maximum
amount of energy from the waves, and they are ideally placed in areas of high
incoming wave energy density. The WEC structure is therefore exposed to large
wave loads, which increases the material costs needed to ensure survival of the
device. At the same time, financial considerations are strained by costly offshore
operations and by the low price on the electricity produced. Therefore, a WEC
that works is simply not enough. It needs to work with a near-optimum efficiency
and be constructed in a cheap and reliable manner to be commercially viable.
Many concepts have been proposed to meet these challenges over the years, with
a wide spread in both form and function of the device.

1.1.1 Historical development

The idea to utilize the energy of ocean waves to power human technology can be
traced back as far as 1799. Ross [137] describes the first patent on wave energy,
submitted in Paris by Girard (father and son), as a floating pontoon connected
through a lever to an onshore pumping station. However, the wave energy industry
as it looks today, started for real during the oil crisis of the 1970’s. Some key
inventions were proposed and tested during this period which are still defining for
classes of WECs today:

Salter cam Stephen Salter presented his idea of a drop-shaped cam (commonly
known as the ”nodding duck”) pitching in the waves in 1973 [141] and
it became the starting point for wave energy research in Europe [57]. The
ducks were to be placed along a line with a shared axis, forming the original
terminator type device. See figure 1.1(a).
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1.1. The wave energy industry

(a) Terminator (b) Attenuator (c) Point-absorber

Figure 1.1: Classification of WECs by arrangement. The arrow indicates the
direction of wave propagation, with wave crests shown as horizontal
lines.

The oscillating water column, (OWC) The device type was invented by Yoshio
Masuda already in the 1940’s, but it was developed as an OWC in the UK
during the 1970’s [137]. A chamber of air is mounted in the water so that
the water surface inside it is repeatedly elevated and lowered by the action
of the waves. The oscillating air-pressure inside the chamber is used to drive
an air-turbine that connects the chamber with the surrounding air through
an orifice, as illustrated in figure 1.2(a). The chamber structure is ideally
kept stationary during operation.

The Cockerel raft Invented in 1976 by sir Christopher Cockerel (also the inven-
tor of the hovercraft). The original Cockerel raft had three hinged pontoons,
and is considered to be the first attenuator type device [137], see figure
1.1(b). Hydraulic damping at the hinges between each pontoon were used
to extract energy from the motion.

The point absorber Budal and Falnes [26] introduced the point-absorber con-
cept in wave energy by studying small bodies that undergo large motions.
They further developed extensive theoretical predictions on phase control
and maximum power output [27] from this type of WECs. During this pe-
riod in Sweden, research on similar point-absorbing concepts (the IPS buoy
and the Hose pump) was made here at Chalmers University of Technology
[16].

Overtopping The tapered channel was built in Norway in 1985, invented by a
group at the centre for industrial research in Norway. The 350kW, shore-
based TAPCHAN was the first overtopping type device [23]. Overtopping
devices essentially allow the waves to spill into a basin of water. The mean
water level inside is thereby increased, and the potential difference to the
surrounding mean water level is used to drive low head hydro-turbines, see
figure 1.2(b).

The theoretical work on the radiation and diffraction potentials applied to wave
energy conversion by Newman [107], Evans [55] and Mei [104], aided to further
increase the understanding of wave-structure interaction problems and was very

3



1. Introduction

(a) OWC (b) Overtopping (c) Wave activated body

Figure 1.2: Working principle of three classes of WECs. (a) OWC, Oscillating
Water Column (b) Overtopping and (c) Wave activated body.

important for the development of the WEC concepts. In the beginning of the
1980’s however, the oil became affordable once again, and the financial support
for these pioneering wave energy projects was drastically cut short [57].

1.1.2 A new generation

A second generation of wave energy concepts started to gather momentum and
financial support from the turn of the millennium, as a response to the global
awareness of the environmental consequences of a fossil-based economy [57]. A
multitude of devices have since been proposed, and to date the European Ma-
rine Energy Centre (EMEC) lists over 200 developers of wave energy converting
concepts [49].

Categorising WECs is almost a research area of its own. Different categories
have been promoted based on shape, size, location, working principle, number of
bodies and mode of motion [23, 56, 75]. Here we follow Hagerman [75] where a
WEC is categorised by two labels, the interaction with the waves and the work-
ing principle. The interaction with the incoming wave relates to the shape of the
device. Figure 1.1 shows the three main categories of WEC shape: (a) termina-
tors, long structures aligned transverse to the wave direction, forming an artificial
coastline to the wave; (b) attenuators, long structures aligned along the direction
of propagation of the wave; and (c) point-absorbers, buoy-like structures which
are small in relation to the wave length, acting like antennas in the wave field.
The working principle label has instead to do with the means by which power is
generated. The most common working principles are also conveniently divided
into three categories depicted in figure 1.2: (a) OWC, the wave action drives an
oscillating air-flow through a top-end turbine; (b) overtopping, waves spill over
into a reservoir where the returning flow is used to power low-head turbines; and
(c) wave activated body, the motion response to wave action is the driving force
for energy extraction.

In Sweden, technology development has more or less converged to the point-
absorbing, wave-activated body type of WEC, with three main developers: (i)
Waves4Power, adopted from the IPS concept with hydraulic power take off [165];
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1.2. Motivation

(ii) Seabased, with a bottom-mounted, direct-driven linear generator [145]; and
(iii) CorPower, with a rack-pinion drive and a novel passive control technology,
see Hals et al. [76].

For more information on the current wave energy status of devices and types
of WECs, see e.g. [40, 3, 56]. It should be noted that these references, and
many other compilations of current WEC technology, include concepts that are
no longer being developed. Notably, this applies to three front-runners of wave
energy devices: the Pelamis (of attenuator type) [151]; the Wavebob (a two-body
point-absorber) [22]; and the Oyster (bottom-mounted, hinged terminator) [14].
The failures of these enterprises were very bad for the reputation of wave energy as
a possible source of energy, but they have also served to highlight the importance
of a good and above all cost-efficient roadmap to full commercialisation of WEC
concepts.

1.2 MOTIVATION

1.2.1 Design considerations

So how to achieve a good design of a WEC concept? To answer this we must first
understand the dual role that wave loads play in WEC design. On the one hand, the
WEC hull and moorings must be designed to withstand the loads acting on them.
On the other hand, the same loads are the driving force for power production,
which by extension provides income to the project. So in a conservative cost
versus revenue design loop, the loading on the structure should be overestimated
for the structural integrity but underestimated for predictions of power production.
Put together it means that wave energy developers have twice to gain on improving
the accuracy of wave load estimation tools.

From a techno-economic perspective, a preferable rule-of-thumb in WEC de-
sign is to make sensitivity studies and design modifications as early as possible
in the development. Such a design route was formalised by Weber [166] as a de-
sign matrix of technology readiness level (TRL, defined for WECs in [63]), versus
technology performance level (TPL). The TPL scale is tied to the levelised cost
of energy of a concept. High performance levels give cheaper electricity, and vice
versa. The TRL measure is more associated with milestones such as e.g. proto-
type field tests, being grid connected, etc. Weber argues that considerable design
changes in later stages of TRL are increasingly costly and that prototype testing
should be done on a nearly optimal design. A diagram showing a preferable de-
sign path is shown in figure 1.3. In short, it is beneficial to increase TPL at a low
TRL compared with changing the design for optimal performance at a later stage
of development.

But which methods to use to achieve such a good performance in an early stage
has not been discussed to the same detail. Pecher and Castillo [129] have compiled
WEC development into five stages, based on the level of tests and experiments:
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Figure 1.3: Preferable development path of a WEC, indicating performance be-
fore readiness. Illustration based on information in [129].

Concept model Laboratory experiments where most optimisation is made.

Design model Laboratory testing and adjustment of final design.

Functional model Laboratory or benign site test of real, small-scale device.

WEC prototype A single full-scale condition device.

Array demonstration Full-scale conditions of several devices.

The main optimisation of the device is concentrated in the concept and de-
sign stages, but numerical tools are in [129] confined to so-called wave-to-wire
simulations in the design and functional model stages. Wave-to-wire models are
computationally efficient tools that enable time-domain simulation of WEC re-
sponse with the aim to estimate long term power production in a fraction of real
time. They are generally based on linear potential flow theory, with body mo-
tions computed through the impulse response function due to Cummins [41], and
constant coefficients from a radiation-diffraction pre-processor. The radiation-
diffraction problem is typically solved by a boundary element method, like in
WAMIT [164] or Nemoh [10]. For mildly non-linear cases, correction terms in-
clude parametrised drag forces [20], and non-linear Froud-Krylov forces [94].

Several researchers agree that wave-to-wire models can, and perhaps should,
be used also in the earliest stages of development [44] to gain more understand-
ing of the sensitivity of the design. Efficient numerical tools makes it possible to

6



1.2. Motivation

evaluate design iterations more extensively than using experiments alone. Wave-
to-wire models are well-established in the wave energy sector and should be con-
sidered as the most common tool of the trade.

But it is one thing to do a basic evaluation of a design iteration. Another to
evaluate one that shows promise in more detail and for a larger scale deployment.
The difference comes down to accuracy and completeness of the modelling ap-
proach. The accuracy of wave-to-wire models is questionable for cases where
non-linear effects are more important. For such cases, the use of so-called high-
fidelity models becomes favourable. In high-fidelity models, computational fluid
dynamics (CFD) is used to model the fully nonlinear problem of floating WEC
response in waves.

If high-fidelity models become more involved in WEC design, the understand-
ing of non-linear phenomena and design forces can increase and their effects can
be better accounted for when producing the experimental models, prototypes and
demonstration installations. We argue that an optimal TRL-TPL development
route can be achieved most effectively by an underlying iteration between numer-
ical and physical model tests, with more emphasis given to high-fidelity numerical
models than what has previously been suggested.

1.2.2 Mooring challenges

The moorings are a key component in the technical feasibility of wave power
projects. In fact, the international renewable energy agency (IRENA), lists cost-
effective durable moorings/foundations as one of six prioritised areas of technol-
ogy improvement for the wave energy industry [3].

Moorings of a wave energy converter need to comply with the same demands
as other offshore structures. A permanently installed structure (25 year expected
life-time) in e.g. the North Sea should be designed to survive the maximum
wave expected in 100 years, which corresponds to waves more than 20 m high
in places [46]. WECs are typically installed in water depths of < 100m [40], so
the design wave height is potentially a substantial part of the water depth. To this
we must add the loads from ocean currents and tidal variations at the installation
site. Clearly a moored WEC will under such extreme events be subject to very
large influences from the waves. The moorings will either need enough flexibility
to endure large displacements, or have enough strength to withstand the hydrody-
namic loads while restraining the structural motion. The task of designing the best
mooring can then be reduced to finding the best compromise between compliance
and material strength for the design load cases. In addition to the station keeping
functionality, moorings play an intricate role in the design of many WECs as they
influence the hydrodynamic response amplitude. The mooring design is therefore
closely linked to the power production efficiency [60], which is why moorings
should be accounted for in a very early stage of WEC concept design and de-
velopment. Mooring design considerations will be discussed in greater detail in
chapter 3.
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The rough offshore environment is still a challenge for mooring design also
in mature businesses such as the oil and gas industry. Reviews of mooring line
failures show that the majority of failures are in the first ten years of operation,
with the bulk of failures occurring during the first five years [101, 102]. Another
review of mooring incidents [140], focusing on the Norwegian continental shelf
between 2000 and 2013, shows that 54% of the 26 maritime incidents investigated
were due to mooring line breakage. The report goes on to list the most common
technical causes of the cable failures:

• Excess loads on lines due to dynamic snap loads or unexpected weather
conditions,

• Fatigue fractures in chains,

• Damage to fibre lines.

Focusing on the snap loads, they occur in cables for several reasons, as will
be discussed in section 3.3. They are however most commonly associated with
cable slack and the sudden snap that occurs when the cable is retightened. There
are reports of snap loads causing damage also in wave energy field tests [78, 143].
In the current standard, DNV-GL [46] recommend that slack-snap conditions are
avoided or kept below a minimum probability of occurrence. We argue that such
a conservative design route needs to be re-evaluated for wave energy applications,
where the expected dynamic range of the hull motion response is higher than in
conventional structures such as ships or platforms. An alternative approach is
to treat snap loads as any other load, but evaluate them with tools that correctly
predict their occurrence, magnitude and duration of the snap. To be able to pre-
dict and mitigate the snap loads in the design iteration procedure would be very
beneficial in the search for an optimal mooring system for WECs.

1.3 AIM

The work in this thesis aims to increase the accuracy of numerical models of
WECs. Our primary focus is on mooring dynamics, where we aim to prove that
high-order discontinuous Galerkin finite element methods can model mooring ca-
bles correctly and efficiently. The cable model developed in this thesis is par-
ticularly aimed at increasing the accuracy of snap load events in mooring cable
modelling. For wave energy applications, we aim to show the importance of cor-
rect modelling of nonlinear effects on the WEC response, which also covers the
restraining action of the moorings. This aim is focused on the demonstration of
coupled CFD-mooring analysis for WECs and its potential importance in design
iterations for WEC concepts.

The experimental work in Paper III was motivated by two main aims. It was
indeed purposed to provide suitable data for validation of the coupled CFD model,
but the main aim of the experiments was to investigate the influence of different
mooring system designs in terms of their suitability for WECs.

8



1.4. Scope

1.4 SCOPE

We will focus on coupled, fully non-linear and viscous models of the moored mo-
tion of point-absorbing devices. The work can be divided into two parts, starting
with the dynamic response of the mooring cables themselves. The main origi-
nal contribution presented here is the development of a finite element model for
mooring cable dynamics (Moody). The model is specifically designed for snap
load events. It thereby complements available tools for mooring design and en-
ables improved estimations of the maximum loads on the system. The model
can also be used to improve the accuracy of fatigue life estimations on mooring
components.

Two generations of Moody are presented. The first (from Paper I) presents
the discontinuous Galerkin method as a way to model the motion of mooring
cables, while the second (from Paper V) provides a better framework for shock
capturing, i.e. snap loads. Results and computational examples are limited to
verification and validation of the formulations and the numerical implementation.
Due to time limitations, extensive benchmark studies against other software for
cable dynamics and applications in field tests of actual devices are both considered
to be outside the scope of this thesis.

The second part of the work concerns numerical modelling of moored floating
structures in the resonance region. Hydrodynamic modelling of moored point-
absorbers are made with transient Reynolds Averaged Navier-Stokes (RANS)
simulations using the Volume of Fluid (VOF) method, see Papers II and IV. The
simulations presented in this work are made with the OpenFOAM platform [110],
adopted from [167]. A realistic moored motion is achieved by an integrated cou-
pling to Moody simulations. The coupled method has very few underlying as-
sumptions when it comes to the physical factors it takes into account, but the
model complexity is also very much increased compared to more commonly used
wave-to-wire models. The original contribution is here the implementation of the
coupling and its ability to model a realistic restoring stiffness to the moving WEC.
The completeness of the coupled model makes it suitable as a tool to study ex-
treme events such as slamming loads or breaking waves. However, this work has
focused on the nonlinearities of the resonance region, including viscous effects,
but limited to mildly nonlinear, regular waves. Irregular waves have been regarded
as too computationally intensive to manage within the scope of this thesis.

VOF-RANS simulations incorporate many numerical methods and schemes,
e.g. turbulence modelling, free-surface capturing, wave generation and aborption
and fluid interaction with the floating rigid body. Although touched upon in some
of the discussions, the sensitivity of the results are not evaluated with respect to
all of the settings used to model these phenomena. We especially mention that
the turbulence model used throughout the thesis has been the RNG k� e model
[173], and the sensitivity of the results towards other turbulence models are not
presented or discussed herein. The local flow characteristics surrounding the body
are only briefly commented in Paper IV. In general, the results are not discussed
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1. Introduction

in terms of flow separation and the detailed discussion on the turbulent quantities
of the near-body flow is left for future work.

1.5 STRUCTURE OF THE THESIS

As previously mentioned, the thesis can be divided in two parts. In what fol-
lows, we begin with the theoretical framework for floating WEC dynamics. We
explain the background and features of the CFD model used in papers II and IV,
and provide a literature review of high-fidelity modelling of WECs, see chapter
2. Chapter 3 then focuses on mooring cable dynamics and begins with a more
elaborate discussion and literature review on mooring design for WECs. Next a
derivation of the governing equations for cable dynamics in marine applications
is presented, and chapter 3 ends with a description of snap loads and a review
of numerical models for cable dynamics. The theoretical background is finalised
by chapter 4 where a review and short introduction to the discontinuous Galerkin
method and its hallmark properties are given. The thesis is based on five ap-
pended publications, with contents summarised in chapter 5. The results and their
engineering implications are discussed in chapter 6, and the conclusions are sum-
marised in chapter 7.
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2
Hydrodynamic modelling of WECs

This chapter elaborates on methods used to compute the motion of floating wave
energy converters (WECs). The CFD method used in this thesis is described, and
its differences compared with standard wave-to-wire models is highlighted. A
literature review of previous work on CFD for WECs is also presented. However,
we begin with some basic properties of water waves.

2.1 WATER WAVES

The theory behind the spectral content of water waves is well developed and there
is a vast literature on the topic. For good introductions to understanding the ocean
environment and wave loads on offshore structures, consider the books by Dean
and Dalrymple [45], Faltinsen [58] and/or Chakrabarti [29]. Here we will only
describe some basic definitions of water waves, to support the discussion later. In
particular, we will highlight the steepness dependence of the wave profile as an
example of a nonlinear aspect of wave propagation.

A wave can be described by a set of connected parameters: the wave height
H (m), the wave period T (s), and the wave length l (m), see figure 2.1(a). The
period and the length of the wave are directly corresponding to the wave frequency
w (rad/s) and the wave number k (rad/m) respectively as

w =
2p

T
, k =

2p

l

.

Water waves are dispersive, i.e. different frequencies travel with different speeds.
The parameters k and w are related by the linear dispersion relation as

w

2 = kg tanhkh , (2.1)

where g is the earth acceleration and h is the water depth. T and l are therefore
linked, meaning that a wave is completely defined by either pair of (H,T ) or
(H,l ), provided that h is known.
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Figure 2.1: Basic properties of a linear wave. (a) shows the definitions of wave
height H, wave length l and wave period T . The upper axis is the
time domain, and the lower axis is the spatial domain. (b) shows the
circular paths of water particles in a linear deep water wave.

(a) H/L = 2.5% (b) H/L = 5.0% (c) H/L = 7.5%

Figure 2.2: Steepness effect on the wave profile shown by a T = 5s wave with
wave heights: (a) H = 0.976 m, H/L = 2.5 %; (b) H = 1.952 m,
H/L = 5 %; and (c) H = 2.928 m, H/L = 7.5 %. The vertical axis
is amplified by a factor of 10. Please note that the steepness was ap-
proximated based on the linear wave length. The true wavelength is
slightly longer for the steeper waves. The figure shows results from
a two-dimensional simulation using aspect ratio 2 and a constant
resolution of dz = 0.05m for all three cases.

Figure 2.1(b) shows particle paths of a small-amplitude deep water wave. The
paths are circular for small amplitudes and water depths larger than half the wave
length. The relation between wave height and wave length, H/l , is referred to as
the steepness of the wave, which is a measure of the level of nonlinearity in the
wave. For very small waves, H/L < 0.02, a linear approximation is valid and the
wave profile is purely sinusoidal. For steeper waves, higher-order terms become
important and the wave profile is transformed into one with sharper crests and
wider troughs. Figure 2.2 shows an example of how the profiles of fifth order
Stokes waves change with the steepness of the wave.
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2.2 METHOD OF CHOICE

When choosing a method to compute WEC response in waves there are several
aspects to consider, pertaining to:

• how the hydrodynamic flow is modelled;

• how the free surface is approximated;

• how the waves are modelled;

• how the floating body interacts with the flow; and

• how restraint forces from power take off (PTO) and moorings are consid-
ered.

In this thesis, we have aimed to model WEC motion by a complete and compu-
tationally expensive approach. The flow is modelled by incompressible Reynolds
averaged Navier-Stokes (RANS) simulations, with the free surface captured by
the volume of fluid method (VOF). The floating body motion is solved by direct
integration of fluid pressure and shear force on the body surface, with the addi-
tional restraints from moorings and power take-off considered as external forces
on the rigid body solver.

2.2.1 VOF-RANS

To explain the RANS simplification, we begin with the incompressible Navier-
Stokes equations (NSE)

— ·u = 0 , (2.2)
∂u
∂ t

+(u ·—)u =� 1
r

—p+n (— ·—)u+ f , (2.3)

where fluid properties are denoted by: u – velocity, r – density, and n – kinematic
viscosity coefficient (dynamic viscosity over density). Further, f denotes external
body forces, p is the pressure, and

— =


∂

∂x
,

∂

∂y
,

∂

∂ z

�
.

Eq. (2.2) is referred to as the continuity equation, and eq. (2.3) is referred to as
the momentum equation. To solve the full NSEs using direct numerical simula-
tions is considered too expensive for most applications. A more feasible level of
accuracy is achieved through Reynolds averaging, where the flow quantities are
approximated as the sum of a time-averaged mean flow and a fluctuating part,

u = ū+u0 ,
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which by extension leads to the RANS equations:

—ū = 0 ,
∂ ū
∂ t

+(ū ·—) ū =� 1
r

— p̄+n (— ·—) ū�—u0 ⌦u0+ f̄ .
(2.4)

Here the influence of turbulence is approximated by the Reynolds stress tensor,
u0 ⌦u0. In our simulations, this term was approximated using the RNG�k � e

turbulence model, an eddy viscosity model first proposed in [173].
The RANS equations are solved using a cell-centered finite volume (FV)

method, implemented in OpenFOAM [110]. The free surface is approximated
through the volume of fluid method (VOF) where the two-phase problem of air
and water is treated with a single fluid approach by the addition of a phase frac-
tion parameter. The phase fraction, a , is used to indicate the mixture between air
(a = 0) and water (a = 1) in each computational cell. The properties of density,
r , and viscosity, n , in eq. (2.4) are then computed from

r = arw +(1�a)ra ,

n = anw +(1�a)na ,
(2.5)

where index w and a indicate water and air respectively. At the free surface,
high-gradients of a are limited using the SuperBee TVD limiter, discussed in e.g.
[148]. In addition, the a-transport equation contains an artificial compression
term which keeps the surface interface sharp, see [139] for a description of these
VOF conditions. The VOF method is mass conservative and contains no assump-
tion of the shape of the free surface. This is an important feature for the purpose
of using VOF-RANS in wave energy applications because the method supports
waves that overtop the WEC structure, as well as waves that are at the breaking
limit of steepness. Although supported by the VOF as such, the accurate mod-
elling of breaking waves is a difficult task. Turbulent effects become important to
model the energy dissipation in the breaking [98]. Therefore, this work is limited
to moderately nonlinear waves, and breaking waves are left to future studies using
the VOF-RANS method applied to WECs.

2.2.2 Floating bodies

To complete our VOF-RANS model for WECs we need to solve also for the rigid
body motion of the WEC structure. For floating bodies, it is customary to define a
body-fixed coordinate system. Definitions differ in terms of placing the origin, but
in this work we will use the centre of gravity of the body as point of origin. This
is a logical choice for VOF-RANS models, as there is no explicit need to identify
the wetted surface of the WEC hull. The WEC motion is simply the result of fluid
forces from both fluid phases, although clearly dominated by the hydrodynamic
contribution. Motion along the coordinate directions are labelled surge, sway and
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2.3. VOF-RANS versus wave-to-wire models

Figure 2.3: The coordinate systems of a floating rigid body. ĥ1 is surge, ĥ2 is
sway, ĥ3 is heave, f̂1 is roll, f̂2 is pitch and f̂3 is yaw.

heave, with corresponding rotations roll, pitch and yaw respectively. These six
degrees of freedom are displayed in figure 2.3.

The balance equations of forces and moments on the body are

mb
*̈
h =

Z

K

*
t � pn̂dK +

*
FPTO +

*
FM , (2.6)

Ib
*̈

f =
Z

K

*rCK ⇥
�*
t � pn̂

�
dK +

*
MPTO +

*
MM , (2.7)

where K is the entire surface of the body, mb and Ib are the body mass and moment
of inertia respectively, *

h = [h1,h2,h3] is the position vector of the gravity centre
and

*

f = [f1,f2,f3] is the vector of rotations of the local coordinate system. Fur-
ther p and *

t are the fluid pressure and shear force on the body surface at a point
with outward-pointing normal n̂ and position vector *rCK relative to the centre of
gravity. Finally,

*
FPTO and

*
FM represent the power take off force and the restrain-

ing action of the moorings on the body, with corresponding moment contributions
denoted by

*
MPTO and

*
MM respectively. In the results presented in Paper II, the

power take off was a constant coefficient linear damper for each mode of motion.
The mooring force is computed for each time step in Moody, and returned to the
rigid body solver. The interface between the mooring code and the rigid body
solver is explained in more detail in chapter 5.

2.3 VOF-RANS VERSUS WAVE-TO-WIRE MODELS

In summary, the VOF-RANS method is an advanced method with few underlying
assumptions governing the flow. To put it in perspective with the previously men-
tioned wave-to-wire models, an overview of the differences between the two mod-
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elling approaches is given in table 2.1. Wave-to-wire models are aimed at produc-
ing estimates of power production, which puts high demands on the computational
speed. VOF-RANS models are undoubtedly orders of magnitude more expensive
than wave-to-wire models in terms of computational effort needed. However, the
problem with using faster models only, is that it is difficult to pin-point exactly
where the range of validity ends, and consequently which scenarios that result in
uncertain estimations of WEC performance. We highlight that the VOF-RANS
approach is sufficiently complete to model all kinds of highly nonlinear effects,
such as extreme waves and large-amplitude motion with high accuracy. VOF-
RANS simulations can therefore complement wave-to-wire models to quantify
more of the nonlinear effects on WECs.

Table 2.1: Conceptual differences between VOF-RANS models and wave-to-
wire models. ⇤ The non-linear Froude-Krylov forces and instanta-
neous wetted surface are here regarded as weakly non-linear correc-
tions to wave-to-wire models.

Property Wave-to-wire VOF-RANS
Waves linear fully nonlinear
Overtopping no yes
Nonlinear response weakly⇤ fully nonlinear
Radiation-diffraction linear implicitly included
Viscous effects parametrised drag turbulence model
Mooring external force external force
PTO external force external force
Comp. speed very fast very slow

2.4 REVIEW OF HIGH-FIDELITY WEC MODELS

There is a large body of work done on hydrodynamic WEC modelling. Li and Yu
[97], Wolgamot and Fitzgerald [172] and even more recently the book by Folley
[65] all provide very good overviews of both state-of-the-art and more advanced,
fully nonlinear numerical models of WECs. The present review focuses on the
widely used wave-to-wire models and on the high-fidelity approach with VOF-
RANS. In between these methods there is a hierarchy of flow models which model
part of the nonlinear effects for WECs. Here we will focus on the use of VOF-
RANS and refer to [172] and the references therein for more information of the
whole range of non-linear methods used for WECs.
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State-of-the-art

The most common method of choice is wave-to-wire models based on linear po-
tential theory and the radiation-diffraction method. In linearised form, they can
be used in frequency-domain, but most recent efforts suggest time-domain wave-
to-wire simulations to be state-of-the-art for WEC models [44]. In what follows,
we will refer to time-domain simulations when we use the wave-to-wire label.
Their popularity is due to their computational efficiency and good accuracy for
many load cases, resulting in efficient estimation of annual power production.
Nonlinear source terms from e.g. the power take off and the mooring system are
easily included, while keeping the wave-exciting terms and the inertial contribu-
tion linear. The same approach is used by standard engineering tools, see e.g.
[7, 48, 70]. In e.g. [11], wave-to-wire models have been used to benchmark per-
formance of several different WEC concepts. The inclusion of non-linear Froude-
Krylov forces can further increase the range of validity for wave-to-wire models,
see Alves (ch. 10) in [129]. However, during large amplitude motions far from
the equilibrium position, or when the dynamics of the wave become increasingly
non-linear, the radiation-diffraction method is no longer valid and more advanced
tools are needed [130].

Following the performance increase and availability of high performance com-
puting, the use of VOF-RANS has grown rapidly in marine applications during the
last ten years. It is now a well-trusted tool for complicated flow problems in ship
hydrodynamics [93], and VOF-RANS simulations are also beginning to decrease
the need for physical experiments in offshore oil and gas platform design [89].

Making waves

Wave loading is a key part of VOF-RANS models of wave energy devices. In their
review of methods for extreme WEC loading, Coe and Neary [38] highlight the
importance to treat specially the temporal and spatial discretisation of the waves:

”If a comparison of experimental data and CFD predictions for device
response is planned, a separate validation to assess the accuracy of
the waves in the numerical simulation can rule out a potentially large
source or error.”

Here we highlight the work of Li and Lin [96] who studied wave loads on sub-
merged and surface-piercing structures focusing on differences between regular
and irregular wave loading . The non-linearities of the wave loading force on a
vertical cylinder was modeled using OpenFOAM by Chen et al. [30]. Results
were in good agreement with experimental data and deviations of up to 50 % on
the wave loads from linear potential theory were noted. Moctar et al. found a 25%
deviation between Morison formulae loads and CFD analysis for a jack-up oil-rig
on three supports under freak wave loads.
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2. Hydrodynamic modelling of WECs

Figure 2.4: Overview of mesh regions used for generation (green), and absorp-
tion (red). The blue region is the undisturbed computational domain.
From Paper IV.

Chen et al. [30] used relaxation zones for wave generation and absorption. Re-
laxation zones are essentially sponge zones of added numerical forcing to either
dampen (absorb) the wave, or generate it. Typical zone sizes needed for a good
absorption, i.e. with sufficiently low reflection, are two wave lengths [51]. Re-
laxation zones have been impemented in the popular waves2Foam package from
Jacobsen et al. [85], which was used in papers II and IV. The main draw-back of
the method is the added computational domain size needed just for the secondary
task of generating appropriate boundary conditions. Figure 2.4 from Paper IV
shows how a substantial part of the mesh is dedicated to wave generation and
absorption.

An alternative approach is to run a potential solver in the background, and use
it as boundary conditions for a body-centered CFD domain. In effect, the VOF-
RANS model is then used for the body interaction with the waves only, while the
far-field effects are approximated with potential flow. An example of this was
shown by Paulsen et al. [128] who blended VOF-RANS with the OceanWave3D
solver for fully nonlinear potential flow by Ensig-Karup and co-workers [50]. The
result is a more efficient domain decomposition of the problem than when relax-
ing to analytical wave expressions, but buffer zones between the solvers are still
needed.

A third option is to generate the boundary conditions directly at the domain
boundary. This approach is called active absorption and is based on actively
changing the boundary condition to generate a perfectly cancelling reflected wave.
It is commonly used in physical model testing [67], and a numerical version was
first implemented in a VOF-RANS solver in [157]. Later Higuera et al. [81]
implemented a similar formulation in OpenFOAM based on the shallow water
equations. They showed promising results and a significant speed up potential for
engineering use of CFD models, compared to using relaxation zones. However,
it is not possible to fine-tune the reflection coefficient as easy as in the relax-
ation/blending approach, where simply a larger zone or a better tuned damping
coefficient can be used to achieve better results, albeit at a higher computational
cost.
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2.4. Review of high-fidelity WEC models

Device modelling using CFD

CFD simulations have been used to study oscillating water column type devices,
e.g. [5, 84], oscillating wave surge type converters like in [144], and overtopping
devices like in [54]. All in good agreement with experimental data. For a deeper
insight into nonlinear models applied to WECs of all types, see [134]. For a review
of the use of OpenFOAM in particular, see [42].

For wave energy devices of point-absorbing type, early work on CFD with
VOF-RANS is due to Agamloh et al. [1], already in 2008. Agamloh and co-
authors developed a coupled rigid body solver to a commercial code and used it
to study both one and two truncated cylinders in regular and irregular waves. The
cylinders were moving in heave only. Results indicate that the efficiency of ab-
sorbed power for a given frequency is reduced when the wave height increases.
This was also shown in the experiments and VOF-RANS simulations of Yu and
Li [177] in 2013, where the heave motion of a two-body converter was studied.
They showed a significant reduction in power capturing efficiency when the wave
height increased. However, the CFD simulations were underpredicting the exper-
imental results as the steepness increased. The device had a low free-board that
caused overtopping in steeper waves. This complicated the interpretation of the
underlying causes of the power capture reduction. Our Paper II [118] was also
presented in 2013 and showed the same type of efficiency reduction. Simulations
were made in full scale, in six degrees of freedom with and without PTO and dy-
namic moorings. Results were compared with linear theory from Fitzgerald [62],
who designed the generic WEC. Yu and co-authors [178] have more recently stud-
ied WECs using Monte-Carlo simulations of a wave-to-wire model to pin-point
extreme events from the stochastic wave load scenarios. Deterministic simulations
of these events where then analysed using CFD .

Coupled CFD-mooring simulations were first achieved in 2003, by Aliabadi
[4]. They coupled a dynamic system of discrete masses (much like the OrcaFlex
mooring solver [111]) to the motion of a moored floating barge in waves. Yu
and Li [176] presented moored simulations using linear springs to represent the
mooring restraint, as did Anbarsooz et al. [6] for the Bristol cylinder. Both studies
present good correlation with experiments. Nichols-Lee et al. [108] also presented
a coupling between two commercial solvers to establish a similar approach as in
Paper II for a floating barge-like converter. For simulations in three degrees of
freedom, they concluded that the completeness of coupled RANS-mooring simu-
lations was needed to achieve reasonable results of moored response. The exact
nature of the coupling is not described in the paper. Commercial codes for CFD
analysis have in later years included couplings to dynamic mooring codes, see e.g.
[64], and coupled methods can now be labelled state-of-the-art in CFD-mooring
analysis. However, to date and to the authors knowledge, no mooring studies have
yet been presented using these tools on moored wave energy converters.

Some work has also been done on using CFD to parametrise faster models for
predicting WEC response. Bhinder et al. used CFD to define drag coefficients
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2. Hydrodynamic modelling of WECs

of a floating WEC in [20] and for a surging type device in [21], showing good
agreement with experimental data. Davidson et al. also used CFD as input to a
system identification framework to improve the non-linear performance of wave-
to-wire models of generic point-absorbers [43].

The full nonlinearity of CFD simulations is utilized when applying control to
the power capturing system of WECs. Giorgi and Ringwood showed that phase-
controlling for optimal power output amplifies the nonlinearities beyond the scope
of linear theory, even for a relatively mild wave steepness [69]. They concluded
that not only do power output under control require CFD modelling for a con-
servative estimate of power production, CFD simulations are essential to obtain
correct control variables for the control strategy.
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3
Mooring dynamics

This chapter provides an overview of moorings of wave energy converters (WECs).
We focus on the challenges of mooring WECs and present a short introduction to
mooring properties in a simplified design. The interested reader is further referred
to the mooring chapters in [129] and [47], and the work on mooring configurations
by Fitzgerald [60]. The chapter continues with the governing equations of cable
dynamics, a description of the physics behind snap load generation in moorings,
and a literature review of numerical models for cables.

3.1 MOORING OVERVIEW

Loads on a WEC can for the purpose of mooring design be divided into drift
forces (also called low-frequency or slowly-varying forces) and wave-frequency
loads. For large structures, far from resonant response, the slowly-varying loads
are the primary design case for the mooring system as the wave-excited motions
are limited. For smaller bodies designed to operate with large response however,
wave-frequency loads are important for the mooring design. The moorings also
affect the response of the device, which gives us a coupled problem [62]. For
wave-activated body type WECs that aim to maximise their motion in the wave-
frequency range, we would ideally like to have the mooring system working as
a high-pass filter, restraining the slowly varying drift motion, but allowing free
motion of the body in the wave-frequency range.

3.1.1 List of demands

Many configurations and materials have been proposed to achieve a good mooring
for floating WECs. The list of demands on the moorings is however long and
complicated, so this is not a simple task. The following is a summary of key
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3. Mooring dynamics

design considerations for mooring systems of WECs (compiled primarily from
Harris et al. [79], Harnois [78] and Fitzgerald [60]):

• The moorings must keep the device on station to a given tolerance. For
WECs, this is generally decided by the distance to neighbouring devices in
an array or the maximum offset allowed by the electric power cable.

• The moorings must remain intact under load requirements from classifica-
tion guidelines, e.g. [46] under ultimate limite state (ULS), accident limit
state (ALS) and fatigue limit state (FLS).

• Ideally, the moorings should provide sufficient compliance to minimise the
loads on itself and the moored structure.

• In operational conditions, the moorings should not act detrimentally on the
power absorption. If moorings are integrated in the design, this does not
necessarily mean that the mooring stiffness should be minimised. It sim-
ply means that the mooring action must be included in the expected power
production, and in designing the power take off mechanism.

• For array efficiency considerations, the horizontal footprint of the mooring
should be minimised.

• Possible inter-moorings in arrays must enable the removal of an individual
device for service and maintenance without affecting neighbouring devices.

• Marine growth, long term ageing and corrosion should be taken into account
in the design.

• Slack-snap conditions should be avoided (or, as we will argue in the discus-
sion, rigorously computed)

• The installation of the moorings should be made as easy as possible. This
applies: (i) to the anchors used, which governs the size of ship needed; (ii)
to the weight of the cables, where lighter is more manageable; and (iii) to
the method used to prestrain the system.

• Inspection, maintenance and possible replacement of mooring components
must be possible within a normal weather window.

• The mooring system as a whole has strong financial constraints and must be
cheap in relation to the investment in each device.

Please note that this list is most applicable for WECs where a restraining ac-
tion from the moorings is considered detrimental to the power capturing capability
of the device. The multitude and diversity of WEC types makes truly generic lists
too general.
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3.1. Mooring overview

3.1.2 Mooring materials

The slack-moored catenary chain is the classic image of a mooring system in ma-
rine applications and the most common choice of anchoring in shallow to medium
depths. The increasing total weight of the lifted chain when the mooring attach-
ment point (also called the fair-lead) is elevated provides a non-linear restoring
force with a progressive stiffness [129]. For mooring point-absorbing WECs, the
catenary mooring has a major draw-back. It takes up a large space on the seafloor
(footprint), and in array installations the footprint for an efficient device placement
must be small [60]. As an alternative, more elastic materials made of synthetic fi-
bres are proposed, readily used in deep-water moorings of offshore installations.
Weller et al. [168, 169] have made several investigations and experiments at the
South West Mooring Test Facility, and have provided an insight in the suitability
of nylon ropes for the mooring of WECs. They highlighted the long-term change
in stiffness, the hysteretic effect in nylon lines, the effect of ageing, and the par-
tial damage of marine growth as the primary problems. In [158] we find a nice
overview of material properties of different synthetic fibres, see table 3.1. High-
performing fibres (HMPE) such as Dyneema or Kevlar approach the stiffness of
steel chains with break load elongation at 3-5 %, while nylon allows strains up to
30 %.

Table 3.1: Typical range of break load elongation of different fibre types. The
numbers are primarily a subset of the full table in Tsukrov et al.
[158], with the exception of the rubber-based mooring that refers to
the Seaflex material [15].

Material Elongation at break load (%)
HMPE 3-6

polypropylene 7-12
polyester 15-25

nylon 20-30
rubber-based > 80

3.1.3 Previous studies

Without the weight of the chain, synthetic moorings are often combined with inter-
mediate buoys (floaters) and clump-weights (sinkers). Early work on floaters was
presented in [103] for deep water moorings of offshore structures. Later Krivtsov
et al. [92] studied varying floater sizes and shapes for an experimental model of
an OWC-WEC device. They concluded that soft moorings with larger floaters had
smaller peak tensions near resonance, but for frequencies away from the resonant
region of the device, stiffer moorings with smaller floaters appeared to lower the
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3. Mooring dynamics

peak tensions. We also highlight the parametric studies of Fitzgerald [61], who
showed dramatic changes between configurations in a numerical study of a ref-
erence load case on a generic point-absorber. The catenary mooring design was
subjected to repeated slack-snap events resulting in very high peak loads, while
designs with floaters overall had a smaller dynamic tension range. Other work
on moorings for WECs include Vicente’s array simulations using inter-mooring
chains to connect several devices directly. The moorings were in [162] consid-
ered quasi-static, but dynamic simulations (using Moody and Orcaflex [111]) are
included in his thesis work [161]. We also highlight the extensive modelling and
experimental work on moorings from Harnois et al. [78]. In comparing a surge-
corrected numerical model (Orcaflex [111]) with tank tests of mixed chain and
nylon configurations, they show good results and emphasise the importance of a
good surge model for mooring validation purposes. They also compare with field
tests where they show large differences between model scale and prototype scale
measurements. This is one of the few field test validation efforts and it highlights
the difficulty in comparing parametrised models with the uncontrolled environ-
ment at sea. Influence of more uncertain wave measurements and marine biofoul-
ing can then have large impact on the results. The effect of biofouling was also
studied numerically by Yang [175], where simulations with DeepC [48] showed
large differences in fatigue life estimation for cases with and without biofouling
on the moorings of a point-absorbing WEC. A recent and interesting approach to
mooring design for WECs was suggested by Ortiz et al. [112]. A method for mod-
elling mooring uncertainty and optimisation of the design for power production
was implemented through a meta-model, which enabled a large set of mooring
configurations to be evaluated during the design iterations.

3.1.4 Configurations

In Paper III we consider three general configurations of moorings: (A) a synthetic
rope with an intermediate floater; (B) a synthetic rope with the same floater and
an additional sinker placed closer to the buoy; and (C) a catenary mooring. The
configurations are placed in three mooring legs as in figure 3.1(a). We use a sim-
ple quasi-static analysis of these systems to explain the fundamentals of mooring
design.

In figure 3.1(b) we see net horizontal force on the body from the action of the
three mooring legs. The mooring force of the three mooring legs cancel in the
equilibrium position, but for a horizontal offset d , we get a net horizontal restor-
ing force Fx(d ). As we see from the similar slopes of the graphs in figure 3.1(b),
the configurations were designed to have a comparable horizontal stiffness at the
equilibrium position. This was done to achieve similar surge offset per drift force,
and thereby enable a more suitable performance evaluation of the designs rela-
tive to each-other. The drift force will offset the mooring response characteristic,
which has a large influence on the device performance and on the maximum loads
in the system. From the side view of the cables in (c)-(e) of figure 3.1, we no-
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(a) Top view
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Figure 3.1: The layout and stiffness of the three configurations studied in Pa-
per III. (a): Top view of mooring leg layout. (b): Horizontal
displacement-force diagram. d denotes an offset from the equilib-
rium along the wave direction shown in (a). Fx is the horizontal net
force from all three legs. (c)-(e): Side view of the leeward mooring
leg (cable 2 in (a) ) for displacements d =-0.2, 0, and 0.2m respec-
tively.

tice that a d =±0.2m displacement is approaching the maximum possible for the
configurations. For d = 0.2 m, the near vertical lower line of configuration A in
figure 3.1(e) indicates that the upper line is close to becoming slack. At the other
extreme, figures 3.1(c) and 3.1(b) at d =�0.2m show how the stiffness of config-
uration C quickly grows as the the touch-down point approaches the anchor point
of the catenary chain. This is further amplified by the fact that the leeward leg is
perfectly aligned with the offset direction. From this first approach, it would seem
that configuration B is the most robust to large, slowly varying displacements.
However, as we will further discuss in Paper III, the complete answer is not so
straight-forward when also the dynamic effects of the mooring cable response are
taken into account.
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3. Mooring dynamics

Figure 3.2: The coordinate systems of cable dynamics, including balance of
forces acting on an infenitessimal piece of cable.

3.2 CABLE DYNAMICS

Let us now turn to the characteristics of cable dynamics, its governing equations
and physical effects. A cable is a slender structure, i.e. its cross-sectional diameter
is much smaller than the dominant length scale of the model problem. For marine
applications typical length scales are the water depth, the floating structure width,
the wave length of the dominant wave, or the length of the cable itself, against all
of which the cable diameter is dwarfed. However, its cross-sectional parameters
and properties are still important and need to be considered. The relation between
the stiffness and the damping of the cable due to axial stretching, bending action
or torsional deformation are important factors that govern the cable response. In
this work, these properties will be regarded as part of a constitutive model and
will not be studied in further detail. The reader interested in the particulars of
constitutive modelling of cables is refered to the review by Spak and co-authors
[146], which focused on model development for helically wounded wire-strand
ropes.

The equations of motion of cables are well studied in a wide range of engi-
neering applications. In the case of strings (no bending stiffness) a derivation was
presented by Routh already in 1860 [138]. In what follows, we will give a short
derivation of the equations of motion and show which assumptions that have been
made during the cable model development presented in papers I and V.

3.2.1 Coordinate systems

Let us place a cable of length L in a global three-dimensional space, defined by
the coordinate system (x,y,z) according to figure 3.2.

We define a one-dimensional local cable coordinate s 2 [0,L] directed along
its centre line, mathematically referred to as a curvi-linear coordinate [105, 132].
At each value of s along the cable, the cable position vector can be expressed as

*r(s, t) = [rx(s, t), ry(s, t), rz(s, t)]T .
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3.2. Cable dynamics

The cable orientation is further denoted by its tangential vector (of unit length),

t̂ =

∂

*r
∂ s����
∂

*r
∂ s

����
. (3.1)

Worth to note is that many formulations use a local coordinate system to de-
scribe the cable equations. Some are fixed to the structure with one of the local
axes aligned with the tangential vector, while the normal and bi-normal directions
are fixed relative to the cross-section. This is most suitable for cross-sections with
asymmetric properties. For axially symmetric cross-sections, a common choice
of local frame is the Frenet frame. The Frenet frame also uses t̂ as one axis, but
defines the normal direction as the direction of the curvature of the cable, see e.g.
the derivation of Tjavaras [152]. In the following analysis however, we follow the
formulations of e.g. [99, 105, 132] and stay in the inertial frame to arrive at the
equation of motion for a submerged cable in global coordinates.

3.2.2 Equation of motion

We study the single cable segment of length ds, located in the inertial frame.
In figure 3.2

*
T is the internal force vector,

*
M the internal moment vector and

*

f
represents the distributed external forces acting on the segment.

Figure 3.2 shows a segment of the cable along the unstretched cable coordinate
s. As the cable domain stretches, the stretched length of the segment, ds0, becomes

ds0 = (1+ e)ds , (3.2)

with the cable strain denoted by e . For circular cross-sections with Poisson’s ratio
0.5, the cross-sectional area A and diameter d in the stretched and unstretched
domains are related to the strain by:

A0ds0 = Ads ,

so that

A0 =
A

1+ e

, (3.3)

d0 =
dp

1+ e

. (3.4)

The balance of forces in the stretched domain can be written:

∂

∂ t
�
g

0
0
*vds0

�
=

*
T +

*

dT �
*
T +

*

f 0ds0 , (3.5)
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or, as per eq. (3.2) equivalently in the unstretched domain:

∂

∂ t
(g0

*vds) =
*

dT +
*

f ds . (3.6)

Here g0 represents the cable mass per meter with g

0
0 being the stretched domain

equivalent, and *v =
∂

*r
∂ t

is the cable velocity vector. Division with the segment
length ds, and letting ds ! 0, allows eq. (3.6) to be written as

∂

∂ t
(g0

*v) =
∂

*
T

∂ s
+

*

f . (3.7)

For a more complete derivation including bending stiffness for circular cross
sections of negligible rotational inertia please see e.g. [152] and the references
therein. The appended publications in this thesis are however based on the special
case of no bending or torsional stiffness, which is true in the case of chains and
a suitable approximation for most mooring cable materials in operation [47]. In
the case without bending stiffness, the internal moment disappears (

*
M =

*

dM = 0
in figure 3.2) and the cable is unable to sustain shear forces. The tension force is
therefore always tangential to the cable and eq. (3.7) is simplified to

∂

∂ t
(g0

*v) =
∂Tt̂
∂ s

+
*

f , (3.8)

where

T =
���
*
T
���=

p
*
T ·

*
T , (3.9)

is the tension force magnitude.

3.2.3 External forces

External forces acting on the cable arise from gravity and the pressure and shear
forces of the surrounding fluid. As long as the mooring cable can be regarded
as a slender structure, we can assume that the dynamic fluid variation across the
cable cross-section is small and that Morisons formulae can be applied. Morison
et al. [106] devised that the hydrodynamic forces acting on a small body can
be split into buoyancy terms, drag terms in phase with the relative velocity, and
inertial terms in phase with the relative acceleration. To describe the forces we
first introduce the relative velocity and acceleration of the cable and the fluid as:

*v⇤ = *v f �
*vc , (3.10)

*a⇤ =
∂

*v f

∂ t
� ∂

*vc

∂ t
, (3.11)
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where *vc is the cable velocity and *v f is the fluid velocity. Naturally, these forces
are very different if the cable is aligned to the relative flow or normal to it. To
further keep notations short, we also specify

*xt̂ =
*x · t̂ , (3.12)

*xn̂ =
*x�*xt̂ , (3.13)

as the tangential and normal decompositions of a vector *x respectively. Please
note that subscript n̂ according to eq. (3.13) is vector specific.

We can now split the external force f in eq. (3.7) into four terms:
*

f =
*

fA +
*

fB +
*

fC +
*

fD , (3.14)

each of which is briefly explained below.
*

fA : Added mass forces The acceleration of a (small) submerged body far from
the free surface, experiences an added inertial force due to the mass of the
surrounding water. We follow Morison and parametrise this by a constant
coefficient CM multiplied with the cable cross section area and the relative
acceleration.

*

fA also include the Froude-Krylov force, estimated for small
bodies as the body displacement multiplied by the external fluid accelera-
tion. Denoting the fluid density by r f , we can express

*

fA as
*

fA = Acr f

⇣
v̇ f +CMnv̇⇤n̂ +CMtv̇⇤t̂

⌘
. (3.15)

*

fB : Buoyancy and gravity. The net force from buoyancy acting on the submerged
cable can be described by the ratio of material densities between the mate-
rials. With rc as the cable material density and g as the earth acceleration,
*

fB becomes

*

fB =


0, 0,�g0g

rc �r f

rc

�T
. (3.16)

*

fC : Contact forces. Cables are frequently subjected to problems of contact me-
chanics, including in lifting operations, around pulleys and during deploy-
ment from drums. Mooring cables, and in particular moorings of steel chain
type, frequently interact with the sea-bed in what is called the touch-down
region of the cable.

*

fC is in this work modelled as a bi-linear spring-damper,
see papers I and V for details.

*

fD : Drag forces. The drag forces are in the Morison equation parametrised as
proportional to the square of the relative velocity. The force is the vector
sum of the normal and tangential contributions. The drag force is computed
from

*

fD = d
p

1+ er f
�
CDn|v⇤n̂|v⇤n̂ +CDt

��v⇤t̂
��v⇤t̂

�
. (3.17)
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3.2.4 Strain measures

Depending on the application, different approximations of the strain become pru-
dent. We use the elongation of the centre-line coordinate, s, defined from the cable
orientation vector as

e =

r
∂ r
∂ s

· ∂ r
∂ s

�1 . (3.18)

Another common approach is the Green-Lagrange strain tensor. The axial elon-
gation of the cable is then approximated by

ẽ = 0.5
✓

∂ r
∂ s

· ∂ r
∂ s

◆
�1 . (3.19)

To compare, the Green-Lagrange strain is a valid approximation up to 14%
elongation (correct to 99%), after which the difference between the strains quickly
grows. Green-Lagrange strain is often referred to as a large deformation strain
measure, as opposed to the small strain approximation that requires strains below
a few percent for good results. But when comparing with break-load strains in
table 3.1, strain requirements are in some cases very high. To encompass all
possible materials, we use the full definition in (3.18) to implement the mooring
model in papers I and V.

3.3 SNAP LOADS

A snap load in a mooring cable can occur in several ways. The most common
and intuitive reason for a snap load is that the mooring cable becomes slack (or
almost slack) and then retightened. This can of course happen when the cable is
subjected to very large end-point motions, in moorings most often in the leeward
cable of a device experiencing substantial drift offset, e.g. figure 3.1(e). The snap
magnitude is governed by the axial stiffness of the cable and the relative velocity
of adjacent points at the moment the cable returns to tension [80]. Here we also
mention the study on segmented cables by Goeller and Laura [74] showing the
differences between response in dry and wet nylon, as well as the possible snap
load mitigation of using shock-absorbing elements. The experiments of Fylling
and Wold [68] and Suhara et al. [147] investigated snap loads by forced end-point
motion tests concluding that the snap condition and the peak load are connected
to the free-falling velocity of the submerged cable. Apart from the net force of
buoyancy, the free-falling velocity is governed by the level of drag damping. In
forced oscillation tests of a catenary chain mooring, Suhara et al. [147] classify
the dynamic response in four categories.

Quasi-static response has no dynamic effects. This is evident for long-period
motion.
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3.4. Numerical models of cables

Dynamic range is a response of sinusoidal appearance. Such harmonic results
are seen at intermediate velocities.

Snap condition appears when the minimum tension force becomes zero and the
cable is slack for periods of time. Snap loads appear, but the results are still
periodic with respect to the end-point loading time period.

Free fall condition is entered when the transverse cable velocity exceeds the free-
fall velocity of the cable. The resulting tension force is highly irregular.

Another type of snap load occurs in the touch-down region of catenary moorings.
Gobat and Grosenbaugh verified by experiments and numerical predictions that
a discontnuous force is generated when the cable touch down point moves faster
than the transverse propagation speed [72]. This had been predicted by theoretical
studies of Triantafyllou [154]. In [71] Gobat argued for the fatigue implications
of this type of load in the touch-down region.

A third type of snap load is that which originate from a non-linear material
response. For cables this was studied by Tjavaras [152] using the method of
characteristics and finite differences to model the shock build up in cables with
exponential strain-force dependence.

The challenges of modelling the occurrence and consequences of snap loads
in mooring cables have been a large part of the motivation behind the work on
numerical cable modelling presented herein.

3.4 NUMERICAL MODELS OF CABLES

One of the first discrete models of non-linear cables was due to Walton and Po-
lachek, who derived the relations of submerged cables in a finite difference setting
already in 1959 [163]. Much work on oceanographic mooring has since been
made, where the work of Triantafyllou and co-authors (e.g. [154, 155, 156])
is most noticeable. See also [47] for a good description of numerical mooring
cable considerations and an overview of numerical models of cables. In 1999,
Brown and Mavrakos [24] made a comprehensive benchmarking of different ca-
ble models. They showed that time domain simulations were needed for good
accuracy and that frequency domain approaches and quasi-static simulations gave
fundamentally different results for some cases. We especially point out the effect
of mooring induced damping on the structural motion, which is not included in
quasi-static analysis. The mooring damping can have substantial impact on the
estimated motion of both floating platforms [100] and of WECs [86].

Some cable models are based on discrete masses connected with springs and
dampers, such as [111], while some are based on linear finite elements, see e.g.
[48, 7]. Valuable contributions to cable models using finite differences were made
by Tjavaras [152] and Gobat [71]. Tjavaras developed robust formulations based
on both Euler angles and Euler parameters for cables including bending stiffness.
Gobat [71] later implemented the implicit generalised a�method with adaptive
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time stepping to control the level of numerical diffusion in the system. The nu-
merical predictions of the experimental tests showed good results.

For finite elements, some solvers use high-order elements. Buckham et al.
[25] presented a cubic spline approach enforcing continuity of the cable position
and orientation at each element boundary. We also highlight the work of Rak-
nes et al. [132]. They use an iso-geometric mapping basis (NURBS) where the
bending stiffness is included in a formulation using global coordinates and the
Green-Lagrange strain approximation. Other formulations have used local coor-
dinates to model the bending effect. Finally, and of special interest to the present
contribution, there is the work of Montano et al. [105] who introduced mixed fi-
nite elements of arbitrary order in cable models. Montano allows the tension force
to be discontinuous, but piecewise constant in each element. The formulation is
in global coordinates under the assumption of negligible bending stiffness. The
implementation is devoted to inextensible cables, and the tension force is applied
as a multiplier constraint. In inextensible cables, the tension is instantaneously
distributed along the cable, and longitudinal wave propagation is not feasible to
model.

A numerical model that aims to compute snap loads with high accuracy will
have two major restrictions. One is the time step size, which needs to be suffi-
ciently small to support the propagation of longitudinal waves in the cable. We
stress that this applies regardless of whether implicit or explicit schemes are used.
Sharp tension gradients further require a numerical scheme that supports discon-
tinuities and can capture these loads without numerical oscillation or instabilities.
The purpose of papers I and V is to show that a high-order discontinuous Galerkin
framework is a possible candidate to capture these loads with good accuracy and
computational efficiency. The following chapter gives an introduction to the dis-
continuous Galerkin method.
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The discontinuous Galerkin method

The discontinuous Galerkin method (DG) is conceptually a finite element (FE)
formulation with strong links to finite volume (FV) methods. In principle the DG
method is a FE formulation inside each element, while inter-element coupling is
achieved through a numerical flux, as in the FV method. The inter-elemental flux
is at the core of DG analysis, and different varieties of fluxes have been proposed
to solve problems in a wide range of applications, for both fluid dynamics and
structural mechanics.

This chapter describes the fundamentals of the DG method. It is assumed that
the reader is familiar with the continuous Galerkin (CG) method used in finite ele-
ment analysis. A short history of the DG family of methods is provided, followed
by a derivation of the DG formulation for the linear advection equation with a
Lax-Friedrich flux.

4.1 BACKGROUND

The DG method was introduced in 1973 by Reed and Hill within the field of
Neutron transport problems [133]. However, the method picked up momentum
first in the late 1980’s and early 1990’s when Cockburn and Shu developed the
Runge-Kutta Discontinuous Galerkin (RKDG) methods in a series of publications
[34, 32, 31, 33, 36]. The RKDG framework of methods was developed to solve
non-linear hyperbolic conservation laws using explicit Runge-Kutta time stepping
on a spatial discretisation using the DG method. It was originally developed as
an improved method for advection dominated problems, as is well explained in
Cockburn and Shu’s comprehensive review from 2001 [37]. The RKDG method
was extended to elliptic problems by Bassi and Rebay [12], which was later gen-
eralised by Cockburn and Shu’s local discontinuous Galerkin (LDG) method [35].
An independent branch of discontinuous methods aimed at parabolic and elliptic
equations is the interior penalty method (IP) by Arnold [8]. A unified analysis of
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DG methods for elliptic problems, using both RKDG and IP, was proposed and
discussed in [9].

The development of the DG method described above was mainly focused on
problems in computational fluid dynamics. It has also been used for solid mechan-
ics. A few examples are: problems of elasticity (a mixed formulation proposed in
[77], extended to adaptivity in [83]), seismic wave propagation [88], and coupled
elastic-acoustic wave propagation [171].

4.2 DG FOR A MODEL PROBLEM

The derivation of the DG formulation is very similar to the standard CG FEM as
described in many text books, see e.g. [13]. This section aims to explain the main
steps to get to a DG formulation from a model problem. We start with a scalar
hyperbolic conservation law, namely the one-dimensional advection equation:

∂u
∂ t

+
∂F(u)

∂x
= 0 , t 2 [0,T ] ,x 2 W , (4.1)

u(x,0) = g(x) , (4.2)
u(x, t) = h(t) , x 2 GW . (4.3)

Here F(u) is the flux function, x belongs to the finite, one-dimensional domain W
with domain boundary GW, and t is the time. We split the domain into N elemental
sub-domains We spanning W:

W =
N[

e=1
We , We 2 [xe

a,x
e
b] .

Following the standard Galerkin method, we multiply with a test function vh =
vh(x), however we integrate over each element individually to get the weak form
of eq. (4.1) as

Z

We
vh

∂ue
h

∂ t
dW+

Z

We
vh

∂F(ue
h)

∂x
dW = 0 , (4.4)

where ue
h represents the discrete version of the solution vector u in We.

We now specify that ue
h,vh 2 U p, where U p defines the finite dimensional

space of polynomials of degree at most p on We. Let j(x) 2 U p be a set of
polynomial basis functions. In We, the solution is approximated as

u(x, t)⇡ ue
h(x, t) =

p

Â
i=0

ji(x)ũe
i (t) , x 2 We , (4.5)

where ũe
i is the coefficient associated with the ith basis function of element e.

Integrating the spatial derivative term in eq. (4.4) by parts, gives
Z

We
vh

∂ue
h

∂ t
dW+

Z

GWe
vhF̂(ue

h)dG�
Z

We

∂vh

∂x
F(ue

h)dW = 0 , (4.6)
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Figure 4.1: The DG discretisation, showing the discontinuous nature of the so-
lution (F in this case). Please note that the domain is continuous,
i.e. xe

b = xe+1
a , but the solution is not necessarily so, Fe

b 6= Fe+1
a .

where the normal boundary flux F has been replaced by a numerical flux approx-
imation F̂ , which is evaluated at each element boundary.

4.2.1 Nodal or modal basis

The choice of basis function affects the meaning of the coefficient ũe
i . In general,

we differentiate between nodal and modal bases. A nodal base indicates that each
coefficient has a physical meaning, representing the solution at a given point in
the element:

ũe
i = x⇤i 8i 2 [0,1, ..., p], x⇤i 2 We . (4.7)

In a modal base, there is no such guarantee. To illustrate, a linear interpolation can
be achieved by two different sets of shape functions, as in table 4.1. The modal
example is here chosen as the two first modes in the Legendre expansion.

Nodal Modal
j0 = 0.5(1+x ) j0 = 1
j1 = 0.5(1�x ) j1 = x

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

0

1

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

0

1

Table 4.1: Illustration of the difference between nodal and modal basis functions
for a p = 1 solution on the standard domain x 2 [�1,1].
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In the cable model developed in paper V, we have used the modal-type Legen-
dre polynomials as basis functions. Their key feature is their orthogonality

Z

We
jij jdW =

2De

2p+1
di j , (4.8)

where De = xe
b � xe

a is the element size. Eq. (4.8) is also the definition of the ele-
mental mass matrix. The orthogonal feature makes the matrix diagonal and hence
trivial to invert, which makes the Legendre polynomials a computationally effi-
cient choice of modal basis functions. For more information on different choices
of basis functions, see [87].

4.2.2 The numerical flux

In the DG method, the elemental domains are decoupled. The finite element space
is piecewise continuous and allows discontinuities at elemental boundaries as de-
picted in figure 4.1. For a given element edge, shared between element e and e+1,
we define indices L and R,

FL = Fe
b , FR = Fe+1

a , (4.9)

as the left and right solution states respectively. For ease of notation, it is cus-
tomary to define the trace and the jump operators at the boundary respectively
as

{F}= 1
2
(FL +FR) , [[F ]] =

1
2
(FLnL +FRnR) , (4.10)

where nL and nR are the outward pointing normals of the left and right element
respectively. In our one-dimensional problem, this is simply nL = 1, nR =�1.

The trick in DG is that the numerical flux F̂ in eq. (4.6) is a function of the
solution state on both sides of the elemental boundary: F̂ = F̂ (uL,uR). This is
the only passage of information between elements in this formulation. The choice
of F̂ defines the type of solver that emerges from (4.6). In short, the task of the
numerical flux is to utilize the finite volume possibility of pure upwinding, or to
choose a suitable level of it for the solution. For that we need to know something
about the characteristics of the solution, as is well explained in [153]. To illustrate,
consider the simple case of a linear advection equation with propagation speed c:

∂u
∂ t

� ∂cu
∂x

= 0 . (4.11)

Eq. (4.11) is a pure transport equation where a perturbation in u propagates
from left to right in x with speed c. A pure upwind scheme would therefore use
F̂ = FL = �cuL and would be the best choice in this example. Simply taking
F̂ = {F} results in that information downstream of a right-going signal will affect
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4.3. The local discontinuous Galerkin Method

the signal itself (downwinding). In turn, this leads to numerical oscillations and
less accurate solutions. An example of a common and simple flux scheme that
degenerates to the pure upstream flux for the linear advection case is the Lax-
Friedrich (LF) flux (see e.g [37]),

F̂LF = {F}� |l |max[[u]] , (4.12)

where |l |max is the largest eigenvalue in the system. In eq. (4.11), clearly |l |max =
c and F(u) =�cu, which gives

F̂LF = 0.5(�cuL � cuR � (cuL � cuR)) =�cuL , (4.13)

as desired.
The LF flux is very popular due to its simplicity and ease of implementation,

but is considered to be quite diffusive for nonlinear advection problems. As the
order of the polynomial expansion increases however, the influence of the flux
choice decreases and the LF has shown good results in practical computations
[37]. For more advanced numerical fluxes, taking different wave types into ac-
count, see the book by Toro [153]. The Lax-Friedrich flux is used in Paper V to
implement an approximative Riemann solver for cable dynamics.

4.3 THE LOCAL DISCONTINUOUS GALERKIN METHOD

Paper I describes a local discontinuous Galerkin (LDG) method for cable dynam-
ics. The LDG method was initially developed for elliptic problems [37]. So, to
explain the method we consider the Laplacian problem for u:

∂

2u
∂x2 = f . (4.14)

The LDG method requires the model problem to be written as a first order
scheme in space. We therefore introduce an auxiliary variable, q as the spatial
derivative of u and express the system of equations as

q =
∂u
∂x

,

f =
∂q
∂x

.

(4.15)

Following the steps described in section 4.2, we arrive at the DG formulation
Z

We
vhqe

hdW =
Z

GWe
vhbue

hdG�
Z

We

∂vh

∂x
ue

hdW , (4.16)
Z

We
vh f dW =

Z

GWe
vhbqe

hdG�
Z

We

∂vh

∂x
qe

hdW . (4.17)
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The numerical fluxes of the LDG method are

buh = {uh}+b [[uh]] , (4.18)
bqh = {qh}�b [[qh]]+h1[[uh]] , (4.19)

where b 2 [�1,1] controls from which direction to weight the flux. h1 is a case-
dependent penalty parameter. Please note that in Cockburn and Shu define the
jump without the 0.5 factor and consequently, b 2 [�0.5,0.5] in the original LDG
method. The scheme is named local DG because of how the use of q can be
eliminated locally by combining the equations above. However, in the case of
cable dynamics presented in Paper I, the strong non-linear dependence of q makes
this step difficult to realise.

4.4 SHOCK CAPTURING TECHNIQUES

The correct handling of shocks (discontinuities) in hyperbolic systems is a widely
studied topic, and is e.g. described in detail by Toro [153]. Three important
mathematical theorems govern the requirements on numerical schemes for shocks,
briefly explained below.

Godunov
Any linear method which is more than first-order accurate, will in the pres-
ence of shocks generate numerical oscillations [73].

Lax-Wendroff
If a conservative numerical scheme is converging, the solution it converges
to will be the correct one [95].

Hoe-LeFloch
If a non-conservative numerical scheme is converging, the solution it con-
verges to will be the wrong one, if it contains a shock [82].

So, a conservative scheme is needed for correct shock-wave propagation. To
avoid overshoots, a monotone scheme must be applied to avoid numerical oscil-
lations (also referred to as Gibbs-type oscillations or over- and undershoots). For
finite volume methods, the dominating approach to resolve shocks started with
van Leer’s limiter scheme, monotone upstream-centered scheme for conservation
laws (MUSCL) [160]. The use of a limiter to circumvent Godunov’s theorem has
spawned a wide range of limiters, applied to the slope or flux of a solution, see
e.g. [18] for a list of the most popular methods. The idea of limiting is to keep
the second order accuracy of the scheme while avoiding overhoots in the solu-
tion, or more precisely ensure that the total variation is non-increasing or bounded
(TVD or TVB respectively). Since the limiters are adopted from the finite volume
method, they can be readily applied to a DG discretisation, however solutions of
p > 1 are not supported and the energy content of modes of higher order should
be removed if present when the limiter is activated [37].
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For high-order methods, Persson and Peraire [131] introduced a sub-cell vis-
cosity to apply a suitable and element local level of viscosity to the solution, thus
suppressing the oscillations. The method was introduced in an LDG framework,
and was later generalised by Klöckner et al. in [90]. Its main advantage is that
it can be applied directly on an arbitrary polynomial order, without having to de-
generate to linear elements. The level of viscosity was set for each element by the
use of a smoothness indicator. They used the difference between the solutions of
order p and p�1 to approximate the smoothness of the solution.

The paper by Krivodonova [91] introduced another notion for shock detection.
She proposed to use the expected order of convergence of the elemental jumps to
approximate the discretisation error and separate smooth regions from regions
with sharp gradients. This is the approach that is implemented in Paper V.

4.5 ADAPTIVITY

The DG framework is very well suited for problems with non-smooth regions,
either in the geometry of the problem or in the solution itself [37]. The ele-
mental nodes can be non-conforming, i.e. element neighbours can have different
size and polynomial order, because all element inter-connectivity is managed by
the numerical flux. This makes adaptive mesh refinement more easy to imple-
ment. Mesh adaptivity is also suitable for the limiter approach of shock-capturing
schemes. By using an error indicator compared with a given tolerance level, the
mesh can be refined in regions where the discretisation error is high. The error
indicator can be based on either the inter-elemental jumps as in e.g. [19], or the
approximation difference in polynomial order as in e.g. [52].

An element in a DG mesh can adapt to the solution by changing its polynomial
order (p�adaptivity), change the elemental size by deforming (r�adaptivity),
change the elemental size by splitting into more elements or merging with neigh-
bouring ones (h�adaptivity), or any combination of the three. In Paper V we
develop an hp�adaptive mesh refinement scheme. As such, we allow for ele-
mental splitting/merging operations and account for that any element can carry
solutions of any polynomial order.

The aim of an hp�adaptive scheme is to utilize the convergence rate e =
O
�
hp+1� for smooth solutions in an efficient manner, while maintaining good

accuracy around discontinuities [153]. Therefore we must separate smoothness
indication from error indication. In smooth regions with a high error, we should
increase p to achieve an efficient convergence. But if a shock is present, higher p
will only increase the overshoot and the non-physical oscillations, and we should
go to linear elements and limit the solution using a slope limiter. The performance
of an hp�adaptive scheme is very much dependent on reliable and robust indica-
tors for both the discretisation error and the smoothness of the solution. Paper V
describes an hp�adaptive control algorithm used for cable dynamics.
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Summary of work

5.1 SOFTWARE DEVELOPMENT

This thesis presents the development of Moody, an hp-adaptive finite element
model of mooring cables. Three major versions of the software have been devel-
oped during the project. Their main features and the papers in which they have
been used are presented in table 5.1.

Table 5.1: Overview of features in the three main Moody versions, labelled by
release year. The API (Automated Program Interface) column refers
to the interpolation order used to sub-step the boundary conditions
in coupled mode. LDG stands for the local discontinuous Galerkin
method formulation, and LF denotes a local Lax-Friedrich Riemann
solver.

Version Papers Language Formulation API Adaptivity
v2013 I, II Matlab LDG linear no
v2015 IV C++ LDG quadratic no
v2017 V C++ Riemann (LF) quadratic yes

The main driving force for re-implementing the LDG method in C++ was
computational speed. A speed-up factor in the order of 20-50 was achieved by
simply changing the program language. A C++ implementation also made cou-
pling to high performance computing clusters more robust, compared to the pre-
viously used Matlab coupling, that we developed in [113].

Moody was from the start intended to be a mooring module to different solvers
for the hydrodynamic problem, i.e. for coupled analysis of moored objects. This
required setting up an Automated Program Interface (API) to communicate be-
tween software.
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API

The design of the API is centred at the question of multiple time scales. Early
versions of the API simply used the first-stab approach of linearly interpolating
the position of the mooring point between coupling times. A linear interpolation
of the Dirichlet boundary conditions of position, rD(t) and velocity, vD(t), over a
time step size Dt = tk+1 � tk, is expressed as

rD(t) =
rk (tk+1 � t)+ rk+1 (t � tk)

Dt
, (5.1)

vD(t) =
rk+1 � rk

Dt
, (5.2)

where rk is the position of the mooring point at time tk. See also figure 5.1. This
worked decently in the coupling to OpenFOAM as the time step restriction of the
CFD solver itself was sufficiently low. However, to use Moody with larger cou-
pling time steps (e.g. for coupling with faster hydrodynamic models), designing a
better interpolation was important.

The difficulty lies in the causality of the coupling problem. At a given cou-
pling time, we do not know the next point, making a smooth transition difficult to
accomplish. For signals with high acceleration per sample step, the discontinuous
velocity shown in figure 5.1(b) induces substantial numerical noise in the cable
formulation. A staggered quadratic interpolation scheme was therefore developed
for Paper IV.

To explain, we let tk and tk+1 be two consecutive coupling times, with corre-
sponding mooring point positions rk and rk+1. We introduce the lag-time fraction
f 2 [0,1] and identify a corresponding mooring time tm

k+1 2 [tk, tk+1] as

tm
k+1 = f tk +(1�f) tk+1 . (5.3)

The mooring boundary conditions rD(t) and vD(t) are interpolated over the moor-
ing time step interval t 2

⇥
tm
k , tm

k+1
⇤

as

rD (tm
k + t) = rm

k + vm
k t +0.5akt

2 , (5.4)
vD (tm

k + t) = vm
k +akt , (5.5)

where t 2
⇥
0, tm

k+1 � tm
k
⇤
, while rm

k = rD
�
tm
k
�

and vm
k = vD

�
tm
k
�

are taken from the
previous coupling interval. To close the system, we only need to define ak. Here,
we choose ak as the constant acceleration needed to satisfy rD (tk+1) = rk+1, i.e.

ak =
rk+1 � rm

k � vm
k Dk

0.5D2
k

, (5.6)

with Dk = tk+1 � tm
k .

Figure 5.1 shows an example of the effects of using different interpolations.
Resulting interpolation using a coupling interval of Dt = 0.05s with 50 sub-steps
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Figure 5.1: Effect of different approaches to interpolation of Dirichlet boundary
conditions in coupled simulations. Results for linear interpolation
(lin.), and quadratic interpolation (quad.) of position are shown. f

denotes the lagging fraction of the quadratic interpolation. Interpo-
lated results of (a) position, and (b) velocity are shown, with corre-
sponding error difference to the target shown in (c) and (d). Please
note that (a) and (b) are examples to show the interpolation quality,
and are therefore chosen from different time intervals of the sinu-
soidal position signal.

is shown. It shows part of a coarsely sampled sinusoidal signal, for linear inter-
polation, quadratic interpolation and staggered quadratic interpolation of half a
time step, f = 0.5, respectively. The target signal in figure 5.1(a) is best matched
by the f = 0 quadratic interpolation as it always has the exact solution at the cou-
pling times. The lagging counterpart has slightly larger deviations from the signal.
However, we note that the smoothness of velocity in the staggered version is very
much improved. The smoothness of both signals is important for the quality of the
mooring simulation. In terms of accuracy in the coupling, we argue that returning
a staggered force amplitude is a small prize to pay for a good resolution of both
boundary condition signals needed for the simulation. This sample resolution is
of course too low to provide a high-quality coupled simulation. In practical appli-
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Figure 5.2: Paper I: Static convergence of the LDG discretisation. (a) shows the
catenary shape studied. (b) the convergence of position in the L2
norm with increasing polynomial degree on two elements (h=2) and
with increasing number of elements on a p = 1, and p = 2 order
meshes.

cations a better temporal resolution is used, resulting in decreasing errors caused
by using the staggered scheme.

5.2 A LOCAL DISCONTINUOUS GALERKIN FORMULATION - PAPER I

A numerical model for mooring cable dynamics based on the local discontinuous
Galerkin (LDG) method of Cockburn and Shu [35] is presented in Paper I. The
LDG method requires a first order system in space, as described in chapter 4. In
the context of cable dynamics, we therefore introduce the auxiliary variable q =
∂

*r/∂ s. The LDG scheme fluxes are implemented according to [37], with an extra
penalty term h2 penalising the velocity jump. See Paper I for more information
on the details of the formulation.

Simulations of a static hanging catenary shows the expected exponential con-
vergence of smooth solutions, see figure 5.2.

Figure 5.3 shows the unfiltered results from simulations with 10 elements of
order 7 compared with experimental data for a single catenary chain subjected to
harmonic, circular fair-lead motion. There is an excellent agreement between the
tension force time histories from the numerical model and the measured values.
In the low-tension regime we note numerical noise, which is a consequence of
neglecting the bending stiffness of the cable, in combination with the numerical
difficulty of a discontinuous contact force from the ground in the touch-down
region of the cable. However, the dynamic behaviour around the tension crests
matches the experimental data well.

One major disadvantage of the LDG formulation is that the tension force T (
*q)

becomes a function of a fluxed variable (*q). This means that the tension force can-
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Figure 5.3: Paper I: Comparison of fair-lead tension with experimental data. Re-
sults are from a forced circular end-point motion with a radius of 0.2
m, with a 1.25 s period time.

not be post-processed locally from the elemental solution, but need boundary con-
ditions for accurate reconstruction. It was also difficult to find a case-independent
choice of penalty terms (h1 and h2), and the application of limiters was problem-
atic. These drawbacks were the main motivators for the development of the Rie-
mann solver used in Paper V. Nevertheless, we conclude that the Paper I model
gives reliable results for catenary mooring systems and that the modified LDG
method is stable for cable dynamics, including cases with cable slack and snap
loads.

5.3 COUPLED CFD-MOORING ANALYSIS - PAPER II

CFD simulations of a moored generic point-absorbing WEC were made using fi-
nite volume VOF-RANS simulations as implemented in the OpenFOAM platform
[110] (OF). Fifth order regular Stokes waves were used to simulate the motion of
the device with and without mooring cables and power take off (PTO). The na-
tive rigid body solver in OF was modified to include mooring forces from nested
Moody simulations, and a simple API was developed to couple the solvers (OF
and Moody). The results were produced using the v2013 version of Moody, with
linearly interpolated boundary conditions.

Figure 5.4 shows the heave response per wave height in regular waves with 5s
period time for the four combinations studied (free or moored, and with or with-
out PTO). We notice a clear wave height dependence on the response amplitude
operator (RAO), i.e. the ratio between response amplitude and wave amplitude.
The RAO decreases as the wave height increases. In retrospect, the results were in
agreement with the findings of Yu and Li [177]. At the time however, the results
were considered indicative because the simulations had an under-resolved bound-
ary layer, which most likely over-estimated the viscous damping on the body mo-

45



5. Summary of work

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
−1.2

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6
Heave motion in regular waves, H=1m

time [s]

H
e
a
ve

 m
o
tio

n
 p

e
r 

w
a
ve

 h
e
ig

h
t 
[−

]

 

 

PTO Moored MooredPTO Free

(a) H = 1 m

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
−1.2

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6
Heave motion in regular waves, H=2m

time [s]

H
e
a
ve

 m
o
tio

n
 p

e
r 

w
a
ve

 h
e
ig

h
t 
[−

]

 

 

PTO Moored MooredPTO Free

(b) H = 2 m

Figure 5.4: Paper II: Heave results of four simulation settings: free floating
buoy; only PTO; only moored; and moored with PTO. The motion
response is divided by incoming wave height, H. H = 1 m in (a) and
H = 2 m in (b).

tion. The Laplacian solver for mesh motion (in version 2.1.x of OF) had problems
with skewed cells close to the corners of the buoy for large pitch motions. This
caused the simulation to crash, as can be seen from the premature ending of the
free response curve in figure 5.4. Increasing the boundary layer resolution, re-
sulted in illegal cells at even smaller degrees of pitch response. Hence we chose
to focus on the coupling and to show that the method worked. For further analysis
of the results, a validation study was needed.

Figure 5.5 shows a simulation of the body in an extreme wave, where we see
a mooring design failure (vertical loads on a drag-embedded anchor) in figure
5.5(a). Of special interest is the force time history in figure 5.5(b). A snap load
is generated in the low tension region and is repeatedly reflected and propagated
in the cable. This example shows the importance of snap load accuracy. Both
amplitude, propagation and damping rate of the tension force will affect the load
cycle history, and thus the expected life-time of the mooring cable.

Paper II shows the possibility to use coupled CFD-mooring analysis to com-
pute the moored motion of floating WECs. The model complexity is very high, as
is the required computational effort, but it has very few underlying assumptions
and few parametrised variables. Many of the non-linearities expected to influence
the WEC response are inherent in the model, including non-linear and breaking
wave kinematics, viscous forces, over-topping, instantaneous wetted surface, dy-
namic mooring response, and PTO forces.

5.4 EXPERIMENTAL WORK - PAPER III

A generic cylindrical buoy with three different mooring configurations was mod-
elled in a physical experiment. The buoy was moored with three symmetrically
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Figure 5.5: Paper II: Results from a H = 15 m wave height, T = 12 s period
time wave. In (a) we see a mooring failure, as the full seaward line
is lifted. (b) shows the tension time history of the fair-lead of the
seaward cable.

Figure 5.6: Paper III: Side view of the different mooring configurations. From
top to bottom: CON1, CON2, CAT.

placed mooring legs. The mooring leg configurations studied were comprised of:

CON1 a synthetic cable with an intermediate floater;

CON2 a synthetic cable with an intermediate sinker and a floater;

CAT a catenary chain.

Figure 5.6 shows the profiles of the mooring legs in the three configurations.
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5. Summary of work

Table 5.2: Paper III: Results from operational sea-state tests. t1 - tension in sea-
ward cables; t2 - tension in leeward cable; h1 - surge; h3 - heave; p.p -
peak-to-peak amplitude. Overbar denotes mean value.

OP1 OP2
Parameter CON1 CON2 CAT CON1 CON2 CAT
Hs (m) 0.031 0.031 0.029 0.034 0.033 0.033
TP (s) 0.90 0.90 0.90 1.28 1.28 1.30
maxh1 (·10�3 m) 46.2 43.8 43.3 47.4 43.6 40.0
h3p.p (·10�3 m) 9.1 8.5 8.5 25.3 25.1 24.5
ḣ

2
3 (m2/s2) 0.048 0.039 0.040 0.271 0.263 0.250

t1 (±0.2 N) 2.9 10.8 3.1 2.9 10.7 3.1
maxt1 (±0.2 N) 5.8 11.9 3.6 5.1 12.1 3.9
mint1 (±0.2 N) 0.2 9.6 2.7 0.7 9.2 2.4
tDyn1 (±0.3 N) 2.9 1.1 0.5 2.2 1.5 0.8
t2 (±0.2 N) 3.0 11.1 3.0 3.0 11.1 3.0
maxt2 (±0.2 N) 6.6 12.3 3.6 5.9 12.6 3.8
mint2 (±0.2 N) 0.1 9.9 2.5 0.3 9.3 2.0
tDyn2 (±0.3 N) 3.6 1.2 0.6 2.9 1.6 0.8

Mooring system compliance and stiffness are important parameters for the
dynamic response. Therefore the mooring configurations were designed to have
the same hydrostatic stiffness (at the equilibrium position) in the surge direction.
This enabled a more direct comparison between the results from different config-
urations because we expected similar behaviour in static offset due to drift forces.
Indeed, the configurations proved to behave similarly over a range of frequencies
of regular waves.

In operational conditions, the peak to peak value of the motion response, in
combination with the dynamic range of the mooring forces are the most important
factors to measure the mooring performance. Table 5.2 shows parts of the results
from the operational sea-states, where we focus on the maximum drift offset, the
heave response and the mooring loads. In terms of heave response, there are
some differences between the configurations. Overall CON1 had a slightly better
performance than CON2, which in turn outperformed CAT. But, the relative per-
formance is reversed in terms of mooring force response where the catenary has
the smallest dynamic range in all three mooring legs.

In survival sea-states, the performance criteria change in favour of station-
keeping and mooring force response. The best performing mooring is the one
which limit the buoy response enough, while still keeping the mooring forces to
a minimum. Table 5.3 shows parts of the results from the survival sea-states,
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5.5. Validation of the coupled model - Paper IV

Table 5.3: Paper III: Results from survival sea-state tests. t1 - tension in sea-
ward cables; t2 - tension in leeward cable; h1 - surge; p.p - peak-to-
peak amplitude. Overbar denotes mean value.

SURV1 SURV2
Parameter CON1 CON2 CAT CON1 CON2 CAT
Hs (m) 0.083 0.084 0.082 0.094 0.096 0.093
TP (s) 1.16 1.16 1.16 1.39 1.39 1.39
maxh1 (·10�3 m) 311.6 318.6 278.7 186.8 222.7 210.8
t1 (±0.2 N) 3.6 11.2 3.8 3.2 11.0 3.4
maxt1 (±0.2 N) 11.0 17.3 17.5 9.6 14.8 11.2
mint1 (±0.2 N) 0.0 6.5 0.2 0.0 7.8 0.3
tDyn1 (±0.3 N) 7.4 6.2 13.7 6.4 3.9 7.8
t2 (±0.2 N) 2.3 10.5 2.4 2.6 10.7 2.6
maxt2 (±0.2 N) 8.9 15.1 8.6 8.0 13.6 6.6
mint2 (±0.2 N) 0.0 5.7 0.5 0.0 7.1 0.7
tDyn2 (±0.3 N) 6.5 4.6 6.2 5.4 2.8 4.0

focusing on mooring loads and the maximum surge offset. We highlight that
the minimum tension of CON1 is 0.0 in both sea-states and in all mooring legs
(seaward and leeward), which would make it prone to snap loading. Here, the
dynamic tension is the smallest in CON2, while CAT shows the highest values,
indicating that we indeed get large load amplification when moorings go slack.

Results from modelling regular waves, operational sea-states and survival sea-
states highlight the complexity of choosing an optimal mooring design. A suitable
mooring layout will have to be found by careful consideration of all aspects of the
site conditions and of device specific demands on the mooring.

5.5 VALIDATION OF THE COUPLED MODEL - PAPER IV

A CFD model of the physical experiments in Paper III was set up to validate the
coupled VOF-RANS model. The catenary configuration was modelled in Moody,
and the coupled response was studied using the improved API with quadratic in-
terpolation of the fair-lead position in time (v2015). Results from decay tests
in surge, heave and pitch were compared, with excellent agreement in surge and
heave. We highlight the matching surge response in figure 5.7. The surge motion
is dominated by the mooring response, and as such, the good agreement gives
confidence that the coupled model gives reliable results.

Simulation results in regular waves of three different periods, at two different
wave heights show a very good agreement with the experiments, except in pitch
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Figure 5.7: Paper IV: Time history of surge decay, comparison between experi-
mental data and numerical results.
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Figure 5.8: PaperIV: Response amplitude operators for heave and pitch from
experiments, compared with CFD results.

where the model was very sensitive to input parameters. Due to small geomet-
ric uncertainties and simplifications, the numerical model overestimated the pitch
damping and the natural frequency of the pitch response compared with the exper-
imental results. This contributed to the under-estimated pitch response in figure
5.8.

The most important result from this study is that the numerical model provides
a good estimation of the non-linear RAO seen in the experimental results. This is
done with very few parametrised forces and thus provides a good platform for fur-
ther quantification of the underlying hydrodynamic factors causing this behaviour.
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Figure 5.9: Shock front appearance. (a): Initial condition of tension, also show-
ing the h-adapted mesh in 5 levels with markers on quadrature
points. (b) Shock front after 1 return period for different values ql
on 320 static elements, and the 5-level h�adapted solution.

5.6 CAPTURING SNAP LOADS - PAPER V

Now we return to the modelling of cable dynamics. For the purpose of capturing
snap loads, we rewrite the cable equation of motion in conservative form:

u̇ =
∂F(u)

∂ s
+Q(u) . (5.7)

The solution vector is here u= [r, q, n ]T, where n = ṙg0 (kg/s) is the cable momen-
tum density. An eigenvalue analysis of the system proves the hyperbolic nature of
the problem and pin-points the longitudinal and transverse wave celerities as

ct =

r
∂T
∂e

g

�1
0 , cn =

s
T

|q|g0
,

respectively. The equations are solved using a DG method based on the local
Lax-Friedrich approximative Riemann solver as described in [37].

An adaptive control algorithm is implemented to allow hp�adaptivity of the
cable discretisation. It is based on the jump-based error estimator used in [19]
together with the smoothness indicator of [91]. It is also extended to incorporate
a criteria for cable slack. The tension force magnitude T is chosen as a control
variable for the adaptive scheme.

Figure 5.9 shows the result of a one-dimensional benchmark test of the adap-
tive algorithm. An initial strain discontinuity is propagated along a linear-elastic
cable, and the adaptivity refines the mesh surrounding the tension jump. To avoid
excessive overshoots and undershoots close to solution discontinuities, we apply
the generalised minMod limiter of [37] to the solution, see ql = 2 in fig. 5.9(b).
Results from more diffusive limiters with ql = 1.5 and ql = 1 are also shown for
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Figure 5.10: Explanation of the dynamic properties of the fair-lead tension time
history. (a) shows 5 snap shots of the cable tension along the
cable length. Graph no. 1 shows the formation of the shock at
t = 10.10s, and numbers 2-5 show the tension force evolution be-
tween t = 10.15s and t = 10.45s, sampled every 0.1s. (b) compares
the simulated fair-lead tension history with experimental data. The
times of the snap shots in (a) are marked by black circles.

comparison. The results from simulations with a constant mesh of N = 320 el-
ements and with a five level h�adaptive mesh, starting at N = 10 elements and
ending at N = 43 elements in the limited case, are found to be equivalent. In this
idealised case, the adaptive scheme is much more efficient than the static mesh for
the same level of accuracy.

The model was also tested using a nonlinear cable material by implement-
ing an exponential strain-force relation. Inspired by the tests and analytical work
presented by Tjavaras [152], results from shock propagation tests show good esti-
mates of both force reflection coefficient and nonlinear shock speed.

We revisit the experimental test from Paper I for validation of the new for-
mulation. For a N = 10 element base mesh with four layers of h-refinement, the
results are very well matched with the experimental data, see figure 5.10. This
detailed study of the fair-lead tension history shows the tension along the cable at
five time instants during the upstroke of the motion. We can clearly see the re-
lation between the snap load propagation and the appearance of the tension force
time history.

5.7 FURTHER MOORING STUDIES

Admittedly the experiments from Lindahl [99] were used for validation in both
Paper I and Paper V, and preferably more tests should have been used. However,
Moody has been compared with experimental data in several other publications
(not appended). First, we note that the full test-suite of [99] was used as an ex-

52



5.7. Further mooring studies

Figure 5.11: Simulated, versus maximum upper end force for various excitation
periods Tm (s) and radii rm (m). From Bergdahl et al. [17].

ample validation in [17]. The results are shown in figure 5.11 and show excellent
agreement in maximum tension force over a range of circular end-point motion
tests for different radius-frequency combinations.

Forced end point motion simulations were used to compare with experimen-
tal data in [59]. We showed good results, but also showed how mooring results
in small scale are highly sensitive to measurement noise in the motion history.
Comparison with experimental data was also presented in [161], including a com-
parison with the Orcaflex software [111] with some differences noted. In [174],
Yang et al. compared Moody results with the DEEPC mooring solver [48] show-
ing similar mooring response but large differrences in fatigue estimation due to
the high-frequency content of the tension history in Moody. In coupled mode,
the dynamic behaviour has compared well with earlier experiments from Porto:
through a linear radiation-diffraction approach in [124] and through coupled CFD
analysis in [119]. Finally, we can also mention the validation study on the cou-
pled model from Paper IV. All in all Moody has been used in several test cases of
different scales showing reliable results.
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6
Discussion

This chapter highlights the key results and elaborates on some of the main chal-
lenges in numerical modelling of moored wave energy converters (WECs). We
begin with the numerical modelling of mooring dynamics.

6.1 MODELLING MOORING DYNAMICS

Both the static convergence in figure 5.2 and the dynamic convergence in papers
I and V show how well high-order finite elements approximate smooth solutions.
The algebraic convergence of increasing the number of elements is not as effi-
cient in reducing the error as is increasing the polynomial order of the element.
The order of convergence is theoretically O

�
hp+1� [87], however in Paper V we

present convergence results comparing better to a sub-optimal convergence order
of O

�
hp+1/2 �. This is shown for both position r and velocity v. At present, we

have no explanation for this sub-optimal convergence.
Table 5.1 shows that there have been three major versions of the code. Most

of the external cooperation studies referred to in section 5.7 were made with the
earliest version. If we compare Paper I and Paper V, we see that the basics of the
formulations are very similar, and for smooth cases we expect small differences
between the versions. In terms of the high-frequency tension response however,
the snap-load capturing capabilities of the Paper V version is where we expect
a better differentiation of numerical noise and physical high-frequency content
in the tension force. Paper V further shows that the conservative form of the
Lax-Friedrich solver shows correct shock speed and correct reflection on fixed
boundaries also in the case of non-linear material response.

Figure 5.10 shows the influence of the formation and reflection of a snap load
on the tension force time history from the experiments in [99]. Although well
matched in general there are some discrepancies between the experimental data
and the numerical results. These are primarily connected to the modelling of
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external force discontinuities and the treatment of cable slack-snap conditions.

External force discontinuity

There are two points of discontinuity in the external force of the validation case.
One is when the cable passes through the free surface, where the fluid density
changes rapidly. The density is sampled at each quadrature point and then used to
compute the buoyancy and the Morison forces (see section 3.2). This is a relatively
weak non-linearity, but one that affects the noise level in the low tension regions.
The other, and much more influencial point of interest is the touch-down point
where the cable hits the ground. The ground is modelled using a bi-linear spring-
damper similar to that of Orcaflex [111] and that used by Gobat [71] who used it
to compute snap loads arising at the contact point. The latter concludes that this
ground model is suitable for the touch-down region of chains, based on results
from an implicit time stepping scheme. However, in our explicit scheme the point
of contact is a discontinuity that generates some noise that the limiter is unable to
suppress.

An intuitive remedy for the numerical oscillations would be to smear the dis-
continuity over a given distance, say d . This could potentially smear the force
using a smooth hyperbolic tangent crossing, but the value of d will now start to
affect the solution. Some tests along these lines have been made without achiev-
ing robust improvement. To keep the number of tuning parameters to a minimum,
this route of development has not been used in computing the results.

The limiter used in the results of Paper V is the generalised minMod limiter
described in [37], which is a simple and effective limiter. Possibly, the results
could be improved by more advanced choices, but we have not investigated how
the use of other limiters might influence the results, beyond what is shown in
figure 5.9.

The numerical peak tension in figure 5.10 matches the experiments very well,
but it is due to a combination of a slight under-prediction of the smooth peak,
combined with an over-predicted snap load. The instantaneous appearance of the
tension along the cable shows that the initial snap has very little overshoot. In
that respect, the numerical scheme for limiting the sharp gradients works well.
The key remaining factor is then the damping of the tension shock. The results in
figure 5.9(b) show that the numerical scheme supports shock propagation in the
cable with little numerical diffusion. The drag damping effect is very small in the
tangential direction, and therefore the dominating damping comes from ground
friction. The tangential contact force is modelled using a simple dynamic friction
model based on the static normal force of the cable. There were no measurements
of the frictional losses in the cable during the experiments, so there is an uncer-
tainty in the friction coefficient and the friction model used. We also note that no
internal damping of the chain was modelled. The inclusion of material models
with a strain history dependence will be important for more accurate control of
the shock dissipation. This is part of an ongoing research project funded by the
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Swedish Energy Agency.
The treatment of the ground is more complicated in actual mooring design

calculations. Depending on the type of soil and bathymetry at an installation
site, the dynamic response changes and the importance of touch-down generation
of snap loads becomes difficult to assess numerically. It is costly to do three-
dimensional scans, to take soil samples or to do geological surveys of the bottom
at the installation site. If the mooring chains are expected to interact with the
ground, it is advised to do a wide range of sensitivity studies on how the ground
model parameters affect the resulting cable response in the touch-down region.

Slack-snap conditions

We notice some numerical noise in the low-tension region of figure 5.10. The nu-
merical formulation is stable under zero tension, but its accuracy is questionable.
Although neglecting bending stiffness is perfectly accurate for a chain, the ne-
glected rotational inertia and the lack of bending friction in the numerical model
start have influence in the low tension region. When the tension dissapears, the
system looses all stiffness and degenerates to a free-fall condition for the cable.
The terminal velocity of the submerged cable is dominated by the drag force act-
ing on the cable [147], making the normal drag coefficient an important parameter.
This coefficient was also found to be the most influencial in the sensitivity anal-
ysis made in [99]. As described in Paper V, the zero-tension criterion is used as
an additional detection of shocks in the solution. This serves two purposes: one
is that we ensure a high-resolution treatment of the low-tension region; another is
that the ensuing snap load can be readily resolved.

Modern moorings are moving away from catenary chains with drag-embedded
anchors [60]. For wires and ropes at low tension, the bending action becomes an
important parameter for the ensuing snap load formation, see ch. 38 in [47].
Including bending stiffness is still ongoing work, but a formulation similar to that
of Raknes et al. [132] would enable the bending action to be modelled in a global
coordinate system with only little modification to the formulation of Paper V. This
is the main development path needed for Moody to cover a wider range of mooring
applications with better accuracy. All indications point to that it will also decrease
the numerical noise in the low tension region of the cables.

Design implications

The ultimate aim of the adaptive scheme presented in Paper V is to increase the
computational efficiency and decrease the need of mesh refinement studies in
mooring design. A suitable mesh is often chosen based on results from a sub-
set of reference load cases. In moorings that undergo large displacements and
possibly large deformation, the response is highly non-linear and it is difficult to
know beforehand which cases that are most suitable. This leaves either an uncer-
tainty in the method, or a full test matrix where each load case is tested with a
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range of meshes. Instead, if a tolerated discretisation error can be used as an input
to the hp�adapting scheme, there is a large potential in increasing the accuracy
as well as the efficiency of the mooring design calculations. This is of particular
importance for automated parameter sweeps where only certain output variables
are analysed for each case.

6.2 EXPERIMENTAL DATA FOR VALIDATION

We highlight the conclusion in Bergdahl et al. [17], that the experiments from
Lindahl [99] are suitable for validating numerical solvers of cable dynamics. The
scale of the experiments (33 m long cable, 3 m water depth and 30-70 N maximum
force) makes them rather insensitive to measurement inaccuracies of both mate-
rial parameters and end-point motion used to generate boundary conditions. If we
compare with the data in Paper III, the peak tension of the catenary mooring in a
survival seastate was 17.1 N, with a mean tension of 3.8N. Clearly this has a large
impact on the accuracy of the measurements needed for a good validation. Small
scale model tests are common and suitable for investigation of hydrodynamic pa-
rameters, but mooring force signals are more affected by noise in the input data,
as is also discussed in [59].

In their review of nonlinear models of WECs, Wolgamot and Fitzgerald [172]
conclude:

”Many of the experimental comparisons made at this early stage
are compromised, to some degree, by the fact that the objective of
the experiments is something other than providing good data for CFD
validation.”

Paper III and IV combined were designed with the partial aim to achieve just
that: ”good data for CFD validation”. It is surprisingly difficult to design ex-
perimental test suites with a dual purpose of providing physical understanding of
a range of design conditions, while putting enough effort into making the tests
simple enough for useful validation. We encountered several problems during
the experimental campaign: (i) material manufacturing limitations created a buoy
with bulged corners as opposed to a truncated cylinder; (ii) the sensitivity of the
load cells for mooring measurements was limited when compared to the accuracy
needed by high-fidelity models; and (iii) acceptable measurement uncertainty can
have visible effects on the results of a numerical simulation, as was shown in
Paper IV in the case of pitch decay.

The model experiments presented in Paper III were made at a scale of 1/100
to full scale. Uncertainties in mooring readings, the accuracy of the rigid body
motion capture system and the values of material parameters are all affected by
the small scale. We argue that there is still a need for large-scale model tests with
a focus on mooring dynamic response and coupled motion during large amplitude
motion of a WEC, preferably with and without a power take off system.
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However, Paper III should not only be evaluated as a source of validation
data. Its main objective was to compare performance of three plausible mooring
configurations in different sea-states. Although similar response operators were
achieved, with only some differences noted, the response in full sea-states were
very different. The mooring load response is strongly influenced by slack-snap
events when they occur, and it is clear that the catenary mooring is the most ex-
posed to this type of events.

6.3 VOF-RANS SIMULATIONS

In terms of using CFD for wave energy converters, VOF-RANS methods are pop-
ular because they include most physical effects important for WECs. Drag forces,
added masses and radiation-diffraction interactions are all inherently included in
the model approach. As it also supports overtopping and green-water effects, vis-
cous contribution, and fully nonlinear or breaking waves it is a complete tool for
evaluating floating WECs.

Non-linear response

The results of papers II, III and IV all show the same trend in nonlinear response
amplitude dependence on the incoming wave height. The present contribution has
served to further bring attention to this effect and its implications on WEC eval-
uation also in complete, realistic motion. The underlying reasons are generally
attributed to the non-linear Froude-Krylov forces and the viscous drag damping
[20]. But high-order contributions of other effects are also important. We argue
that the best approach to gather full knowledge about the underlying causes for
this effect is to use a hierarchical, numerical approach where a geometrically sim-
ple device is simulated using different numerical methods of varying complexity
and completeness. An effort in this direction was presented by Eskilsson et al.
in [53]. Detailed analysis of the local flow structure surrounding the device in
resonating conditions should further be studied to understand the mechanisms of
the damping.

An important step to clarify the steepness dependence of the response was
recently taken by Rodriguez et al. In a pair of articles they presented experimental
[135] and numerical [136] results showing strong high-order force components on
a heaving box in two dimensions. They showed a detailed decomposition of the
force contribution of diffraction and radiation in different orders of approximation.
The loss of non-dimensional response amplitude for steeper waves was attributed
to mainly viscous losses. We also stress the conclusion of Giorgi and Ringwood
[69] who show that actively controlling the power take off serves to amplify the
nonlinearities, and makes the use of high-fidelity models a neccessity for reliable
results. Our modelling has served to show that nonlinear reduction of response
amplitude is evident in both pitch and heave simultaneously for devices in small
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scale and in full scale. Previous simulations have been limited to heave only
[1, 177].

Wave propagation using VOF

As noted by Chen et al. [30], wave propagation in CFD is not an easy task.
However, the resolution required for a good wave resolution differs significantly
between studies. Chen et al. showed very good results for wave propagation and
recommended a resolution of at least 8 cells per wave height and 70 per wave
length. The mesh sensitivity of Paper IV ranged from 22 – 36 cells per wave
height and 113 – 227 cells per wave length, with mesh sizes in the range of 2 – 8
million cells. The mesh refinement study showed a 7 % difference in wave height
and a 5 % difference in resulting response amplitude between the finest and the
coarsest grid. Clearly, there are conflicting results regarding required resolution.
The aspect ratio used in Paper IV was admittedly rather high, around 9 on average
over the meshes used, and as noticed by Jacobsen et al. [85], this has a negative
impact on the wave propagation performance. On the other hand, the free surface
is in VOF simulations effectively a discontinuity in the volume fraction a , and is
as such considered to be well resolved in finite volumes if it is contained within
three cells [37]. Following the eight cell per wave height recommendation means
that the width of the free surface is a minimum of 40 % of the wave height. It
seems unlikely that a wave of that resolution will give well resolved loads on
floating structures, nor accurately capture the kinematics of the wave.

The wave elevation can be measured in different ways. In the waves2Foam
package [85], Jacobsen et al. implemented an integral approach, where the wave-
height is constructed from the depth-integrated volume fraction. This is a robust
measure of the mean disturbance of the free surface, but if not combined with
visual inspection of the interface bad resolution of the air-water interface will not
be detected. To explain with a crude but effective example: with this measure, a
room full of ”fog” (50% water) and one half-full of water will give the same result
for the position of the free surface. In the appended papers we have consistently
used the iso-surface of a given volume fraction, typically a = 0.5. An even more
complete picture of the wave quality would be to present e.g. the 0.05, 0.5 and
0.95 percentile iso-lines to also show the bounds of the surface resolution.

A note on mesh motion

The refined region surrounding the free surface is essential to achieve a good VOF
simulation. As shown in papers II and IV, a body region of refined meshes is also
used. Combined motions of heave and pitch with a mesh deformation tied to
the body puts high demands on the initial mesh so that regions of coarser mesh
do not appear in the free surface approximation. Meshing a volume around the
body with fine mesh quickly builds to the cell count, so this region is prefer-
ably minimised. This difficulty is not limited to the mesh deformation approach.
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The passage of coarse cells through the water line is a challenge also for overset
meshes, due to the fixed hierarchy between body meshes (the overset ones) and the
background mesh [28]. Large amplitude mesh motion on a highly non-uniform
background/outer mesh remains one of the main challenges for meshed methods
in marine applications.

6.4 COUPLED CFD-MOORING ANALYSIS

The presence of the mooring system changes the hydrodynamic response of the
structure significantly, especially in the surge direction. As the relative velocity
between the fluid and the body changes, the governing Reynolds number and KC
number are also affected. This complicates the analysis, but highlights the impor-
tance of including a model for realistic response to achieve a good estimation of
the fluid loads on the hull.

Coupled mooring dynamics are now available in commercial fluid codes, and
we expect many more CFD studies of moored WECs to emerge in the near future.
Correct mooring response affects the stiffness of the device response, and using
a high-fidelity model of the flow puts demands on every sub-system affecting the
solution to be modelled with the same level of accuracy. This includes moorings
and power take-off control.

The main simplification made in the coupled model is that the flow around
the cable is not included in the mooring simulation. During the work of our first
coupled study [124], using linear potential flow for the body motion, we found
little difference in the results with and without wave motion acting on the moor-
ing model. The effect of this on the simulation results is therefore judged to be
small, and located in the region close to the surface. At greater depths, the wave
velocities decrease and the assumption of still water becomes increasingly valid.
The method of the coupling as such is however easily expanded to include a ve-
locity sampling of the flow at the cable positions, to use as input to the Morison
approximation of the forces.

6.5 THE ROLE OF VOF-RANS IN WEC DESIGN

The fatal drawback of VOF-RANS simulations is their computational cost. As an
example, a full sea-state on a 14 million cell mesh of the Wave Dragon consumed
200 000 cpu hours [54]. This number should be seen as an indication only as it de-
pends on many physical properties and numerical settings, of which the resolution
of the wave region in the simulation is a contributing factor. An interesting route
of development to bring down the computational effort of VOF-RANS models is
using hybrid models, like suggested in [128]. Then only a small near-field flow,
centered around the WEC is modeled using the full VOF-RANS approach, and
high-order potential flow methods are used for the far-field wave propagation.
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6. Discussion

Under design conditions of extreme loading, such as at ultimate limit state
(ULS) or accident limit state (ALS), the completeness of the VOF-RANS ap-
proach can provide crucial understanding of WEC response. However, the order
of magnitude of the computational effort clearly states that these methods cannot
be used for annual time-scale predictions of power production, nor are they at
present to be considered for array modelling of more than a couple of devices.

A well known issue with experimental testing is the difference in the KC and
Reynolds numbers of the model scale test and the full scale equivalent. This
makes viscous forces more prominent in a small model than at larger scales. As
wave-to-wire models use parametrised drag forces with calibrated coefficients, in
consequence they will exaggerate the viscous damping in full scale, which makes
numerical predictions of power production more uncertain. This is one of the key
potential uses of CFD-based analysis for WEC application. There is no calibration
of hydrodynamic coefficients involved in a validation using a VOF-RANS model.
The exact accuracy of the model is a matter of discussion, but at its core VOF-
RANS simulations are equally accurate (or erroneous) in full scale as in a model
experiment. This opens up for the possibility to use VOF-RANS tools to ensure a
better extrapolation of coefficients to full scale. In such a design loop, experiments
would be made with the purpose of validating a VOF-RANS model of a device.
Full-scale VOF-RANS simulations would then be used to establish regions of
validity and suitable full-scale calibration of a wave-to-wire model. This design
approach can thus generate both a better understanding of nonlinear effects in full
scale, as well as increase the accuracy of power-prediction models of WECs.
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Concluding remarks

Och lilla bäcken mot älven rinner
och älven rinner mot stora hav

Och aldrig någonsin mer man finner
vart lilla bäcken blev av

Allan Edvall

We have described the development of a numerical method for mooring cable dy-
namics, including hp�adaptive mesh refinement and snap load capturing capabil-
ities. The mooring module, named Moody, was further coupled to a VOF-RANS
solver in OpenFOAM [110] to simulate the motion of moored wave energy con-
verters. The results from the coupled model showed how VOF-RANS simulations
can be used to model realistic response of moored devices.

We showed that discontinuous Galerkin (DG) methods can be used to model
mooring dynamics with high-order convergence for smooth solutions. Two DG
formulations were presented, one using the local DG method (LDG) and one
implementing the local Lax-Friedrich (LF) approximative Riemann solver with
hp�adaptivity. Both formulations showed good comparison with experimental
data, but adaptivity and shock-capturing schemes were more suitable to imple-
ment in the conservative formulation of the LF solver. The LF solver showed
successful snap load capturing for both linear and nonlinear materials, as well as
excellent agreement with experimental data. The problem of modelling ground
interaction was highlighted, with emphasis on how the ground friction force dom-
inates the damping of longitudinal tension waves. The cable formulation is at
present without bending stiffness and without internal damping properties. The
inclusion of these features are left as future work and are important for a more
robust treatment of cable slack and of snap load propagation.

The snap load capturing capabilities of Moody constitute a first step towards
being able to quantify the influence of snap loads on the integrity of marine cable
structures. This includes both peak tension amplitude – affecting the maximum
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load – and how the tension shock propagates along the cable – having a direct
impact on the fatigue damage estimation. The use of hp�adaptivity opens up the
possibility to decrease extensive mesh convergence studies on the moorings and
instead use a tolerance based simulation approach. Naturally, much more work
on validation of the error indication and mesh adaptivity control is needed before
this can be realised in practical engineering.

We also presented one of the first coupled mooring simulation using VOF-
RANS simulations for wave energy applications. A coupling between Open-
FOAM and the mooring dynamics software using the LDG method was estab-
lished and validated. The response amplification of the WEC at resonance is
sharply decreasing with an increasing wave steepness. Studies aiming to quantify
the physical factors behind this effect are ongoing. We argue that VOF-RANS
simulations with coupled moorings and power take off is a suitable approach to
increase the quality of power prediction tools, especially in the transition from
results on an experimental scale to its full scale equivalent. We conclude that
predictions of the nonlinear response of WECs in the resonance region requires
high-fidelity models of the WEC motion and the wave loads. Giorgi and Ring-
wood [69] arrive at the same conclusion from a control perspective, where using
linear or weakly non-linear methods for body forces results in less beneficial con-
trol parameters and erroneous prediction of power production.

High-accuracy experimental test campaigns designed for CFD validation are
still needed. We stress that these should involve realistic moorings and be at as
large a scale as the experimental facility can manage. For the purpose of mooring
validation, the scale of these experiments becomes very important. Small errors
of measurement are amplified in the mooring signal at too small scales.

In conclusion, the models developed and tested in this thesis have not yet had
impact on actual design of WECs. Nevertheless, the potential impact of coupled
VOF-RANS methods for WEC design and a reliable tool for snap load predic-
tion in mooring dynamics is large. Currently much effort is put towards bringing
WEC concepts from prototype scale to full scale and array demonstration [150].
At the same time, it is evident from the literature and from the results presented
in this thesis, that there is still much knowledge and understanding to be gained
from careful monitoring and simulation of even a single, generic device. It is the
stand-point of this thesis that the full range of computational methods for floating
WECs should be used to evaluate a wide range of design parameters of a device,
its mooring system, and its power take off, before going beyond laboratory scale.
To use the numerical methods presented in this thesis can enable an efficient way
to achieve the desirable development path of performance before readiness in the
TRL-TPL matrix of [166]. The costs of field testing and prototype construction
are very high, and the consequences of failure are devastating to both the devel-
opment company and to the wave energy industry. It seems evident that the cost
of using high-fidelity numerical tools in an early stage of development, to limit
uncertainties and optimise the design, are dwarfed by the potential savings on all
future offshore endeavours of the wave energy device.
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