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Gyrokinetic simulations of microturbulence and transport

in tokamak plasmas

Daniel Tegnered
Department of Earth and Space Sciences
Chalmers University of Technology

Abstract

Fusion power is one of few viable and sustainable means of energy produc-
tion. The tokamak is arguable the most mature technology to magnetically
con�ne fusion plasmas. In these devices, heat and particle transport is domin-
ated by small-scale turbulent �uctuations. Using high performance computing
resources these phenomena can be studied in detail through numerical experi-
ments.

The Joint European Torus (JET) is currently the largest tokamak in op-
eration. Recently, the plasma facing components of JET were changed from
carbon to metal � beryllium and tungsten. This in order to better align with
the design foreseen for ITER, a next-generation device under construction in
Cadarache in France. With this new wall, new impurities were introduced into
the plasma. Impurities, any ion that is not a reactant in the fusion reactions,
are detrimental to the fusion power as they dilute the plasma and can radiate
energy. It is therefore important to study the transport of impurities and how
it is a�ected by di�erent operational parameters. The change of wall material
has also led to a degradation in energy con�nement for certain types of dis-
charges at JET. Energy con�nement must be optimized in future fusion devices
for them to be economically viable. Another important issue for ITER is the
refuelling of the plasma through pellet injection. The frozen hydrogen pellets
are injected at high speed into the plasma. When they ablate, they perturb
the density and temperature pro�les. This changes the properties of the mi-
croturbulence which might hinder the particles from reaching the core of the
plasma.

The present thesis aims at an improved understanding of these urgent issues
by means of gyrokinetic simulations of particle and heat transport driven by
Ion Temperature Gradient (ITG) and Trapped Electron (TE) mode turbulence.

Keywords: fusion, plasma physics, tokamak, turbulence, transport, impurit-
ies, gyrokinetics, Joint European Torus, ITG, TEM
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Chapter 1

Introduction

1.1 Nuclear fusion

Nuclear fusion is the most common energy source in the universe as it powers
the stars. Two light nuclei collide and fuse into a heavier element. Without
this process there would be no elements heavier than hydrogen. The mass of
these new elements is not simply the mass of the reactants � it turns out that
mass has been lost in the form of energy. The fact that mass can be equated
with energy is known from Einstein's famous formula E = mc2, where c is the
speed of light in vacuum. The energy lost is equal to the nuclear binding energy
as it has to be supplied in order for the reactants to separate. The larger the
binding energy per nucleon, the more stable the element.

As can be seen in �gure 1.1 the binding energy per nucleon is the largest for
an isotope of iron, 56Fe. Thus, energy is released when either elements lighter
than iron are fused together or when elements heavier than iron are split, as is
the case in �ssion power plants. The masses involved in each reaction are much
larger than in chemical reactions so the fuel needed per unit of energy is much
lower. However, if you want to fuse two nuclei, a new problem presents itself as
the nuclei will repel each other since they are positively charged. That means
that large kinetic energies and thus temperatures are needed in order to over-
come this Coulomb repulsion. The energy needed to overcome the repulsion
for two hydrogen nuclei is around 0.4 MeV, corresponding to a temperature of
3 · 109 K. Hence, nuclear fusion would be almost impossible without quantum
tunnelling, which lowers the needed temperature by at least an order of mag-
nitude.

Large temperatures mean that the matter will be ionized, since the fre-
quency of ionizing collisions will be higher than the frequency of the recombin-
ing collisions � it can thus be in the plasma state. The important problem
in fusion science is how to con�ne this hot plasma so that the fusion reac-
tions can occur without too much energy escaping the system. In the stars,
the plasma is gravitationally con�ned. The mass is large enough so that the

1



2 CHAPTER 1. INTRODUCTION

gravitational forces contain the plasma and the proton-proton chain reaction
can occur whereby helium-4 is created from protons in multiple steps. The
masses and power densities involved are such that this approach is not feasible
on Earth.1

Another method is to bombard a small pellet of hydrogen with lasers that
will compress the matter so fast that the inertia will be enough for fusion
reactions to occur before the material is scattered. This method is called inertial
con�nement fusion. There have been high pro�le experiments in this area,
�rst and foremost the National Ignition Facility, but the results are thus far
disappointing [2].

A third way to con�ne the plasma is to use the fact that the particles of the
plasma, the ions and electrons, are charged and will be subject to the Lorentz
force, F = ev × B, where F is the force on a particle, e is the charge of the
particle and B is the magnetic �eld. In absence of collisions, they will follow
and circle around the magnetic �eld lines. This method to con�ne the plasma
is called magnetic con�nement. The magnetic con�nement will be optimized if
the topology of the magnetic �eld is such that the �eld lines have no endings,
so that end losses can be avoided. One such topology in three dimensions
is a torus. Several di�erent schemes to use a toroidally shaped magnetized
plasma have been devised, that �rst and foremost di�er in the way the magnetic
�elds are created, for example the so called stellerator and the tokamak2. The
tokamak is considered the most mature technology.

The fusion reaction that is the likeliest to occur, i.e. has the largest cross
section at lower temperatures, is not the proton-proton chain of the Sun. In-
stead, it is the reaction between two isotopes of hydrogen, deuterium and tri-
tium. The reaction foreseen in future �rst generation fusion power plants is
then D + T→ 4He + n + 17.6 MeV. Five nuclei are involved in the reaction,
so 3.5 MeV is released per nucleon. As a comparison, 0.85 MeV is released per
nucleon during the �ssion of U235 and the energy released from burning one
molecule of ethanol is just 13.47 eV. The neutron will not be con�ned by the
magnetic �eld as it is uncharged and will leave the plasma and heat the wall.
The charged helium nucleus, the so-called α-particle, on the other hand, will
be con�ned by the magnetic �eld and serve to heat the rest of the plasma.

1.2 Sustainability

The world energy use in 2012 was around 17 TWy [5]. The UN reference case
growth for energy demand until 2030 is 3.6 − 4.9 TWy, mostly in the lower-
middle income part of the world. Meanwhile, the energy e�ciency opportunity
is just 2.7 − 3.3 TWy, mostly in the high income part of the world [6]. Given
a growing global population and an increase in living standards in the third

1In our Sun the power density of the core is comparable to that of a compost heap [1]
2Formed from the Russian words toroidalnaya kamera and magnitnaya katushka, mean-

ing 'toroidal chamber' and 'magnetic coil' [3]
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Figure 1.1: Binding energies per nucleon of the most common isotopes, connected
isotopes are the same element. The binding energy is the energy that would have to
be supplied in order to separate all the nucleons. Data from [4].

world, it then seems unlikely that the world energy demand will decrease in
the foreseeable future.

Currently, 82 % of that energy comes from fossil fuels [7]. Fossil fuels are
undesirable and unsustainable for a number of reasons, �rst and foremost in
that their release will trigger serious climate change [8]. The �nite fossil fuels
are also the basis for a multitude of chemical and pharmaceutical products
that we must have access to in the future. The list of energy sources that
could replace the fossil fuels is however not very long: nuclear �ssion and
fusion and renewable sources like wind and solar power. Tens of terawatts
worth of production of these energy sources thus need to be constructed during
the coming decades. This might be the single most daunting sustainability
challenge that the world currently faces [9].

Renewable energy sources will surely play an important role in the energy
mix of the future, but they are not without drawbacks. They can be of limited
potential, like hydro power, which prevents them from contributing signi�c-
antly. Most are very di�use with a low energy output per unit area. Wind
power, for example, has a potential of 2 − 3 W/m2 [10], 20 TW of power pro-
duction would thus require roughly 15 times the area of Sweden. The energy
and materials required to construct the energy facilities would also be signi-
�cant, so a life cycle analysis approach is important. Photovoltaic systems
require 11− 40 times more copper than fossil generation and wind power de-
mands 6− 14 times more iron. In order to build a low-carbon energy system
by 2050 two years of copper and one year of iron production is needed [11].
The intermittency of many of the renewable energy sources will also require
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large investments in so called smart grids and energy storage solutions, this
can cost as much as 1 trillion Euros up to 2030 for the European Union alone
[12]. Furthermore, even though renewable energy often has a comparable price
to fossil based alternatives, it has yet to make a considerable contribution to
the energy mix.

Fission power also has its fair share of problems but could be developed to
mitigate most of them. In 2005 there was an installed �ssion power capacity of
369 GW requiring 67 320 tons of uranium annually with estimated total world
resources of 4 743 000 tons uranium [13]. With 20 TW of �ssion power produc-
tion the resources would thus last only 1.3 years with present technology. At
those production levels, the waste would also be a huge problem. Fourth gen-
eration breeder reactors could make use of the uranium much more e�ciently,
reducing the need by a factor 30 or more. However, the safety aspect, nuclear
proliferation and negative public opinion are other obstacles for widespread
�ssion power.

The fact that both renewable energy sources and �ssion power have failed
to make an impact on the energy mix may be due to a number of lock-in
mechanisms that act as barriers to di�usion of these technologies. These lock-
in mechanisms can be technological in nature. The huge infrastructures that
already exist, like petrol stations and natural gas pipe lines, are one such ex-
ample. They can also be institutional, fossil fuel industries are subsidised to
the tune of $200 billion annually [14]. In order to overcome this status quo,
new strong policies are needed from the governments worldwide, but history
has shown that the most e�cient way of breaking such a techno-institutional
complex is with a new transformative technology [14]. Nuclear fusion could be
that technology.

The fuel for future fusion reactors will be deuterium and tritium. Deuterium
can be obtained from so-called heavy water through electrolysis. Heavy water is
obtained from fresh water through the GS isotopic exchange process [15]. The
potential deuterium reserves are vast, 1 part in 6400 in water. Tritium, on the
other hand, has a half-life of 12.3 years and is thus not available in nature, but
must be produced at the reactor. The intention is to breed the necessary tritium
from lithium-6 and the neutron from the fusion reaction in a so-called blanket in
the reactor wall. The reaction is 6Li + n→4 He + T + 4.8 MeV. Consequently,
the sources of fuel for a future fusion reactor will be water and lithium, with
the latter being the only possible limiting factor. There are around 40 million
tons of lithium available worldwide [16]. The energy content of natural lithium,
using the reactions described above, is around 0.86 GWy/ton [17]. Thus, 20 TW
of energy production would use 23 000 tons of lithium per year and the reserves
would last in the order of 2000 years. This can be regarded as a long enough
time span for the technology to be seen as sustainable. Furthermore, there
are considerable amounts of lithium in sea water (0.17 g per ton) that could
potentially be extracted economically in the future [18]. Lithium is, however,
just like oil used for a multitude of purposes so using all for energy production
is not desirable. If, for example, the global automobile �eet is electri�ed in
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the coming decades a considerable amount of lithium will be required for the
batteries.

In the reaction above to breed tritium from lithium each fusion reaction
only creates one neutron, which in the breeding reaction only creates one new
triton. Since losses of neutrons are impossible to avoid, so called neutron
multipliers will also be needed. Beryllium and lead are two materials that
could serve this purpose, and they would be used up in the reactions. It is
questionable whether the worldwide resources of beryllium would be enough
for a fusion powered world, the situation with lead is much better with the
resources lasting in the order of 100 000 years [18].

Other than resources, for nuclear fusion to be called a sustainable energy
solution, it should not be a threat to human safety or the environment in gen-
eral. Nuclear fusion di�ers greatly from nuclear �ssion in that the amount of
fuel in the reaction chamber is just in the order of a couple of grams. Fur-
thermore, since the reaction depends on speci�c, very high temperatures any
operational problems would lead to the immediate termination of the reaction.
This precludes run-away reactions similar to the nuclear meltdown possible
in �ssion power plants. The fuel (lithium and deuterium) is not radioactive,
neither is the end product (helium). However, tritium is radioactive and will
contaminate materials in the reactor. Furthermore the neutrons from the fu-
sion reactions will activate materials. The choice of materials used to build
the reactor is therefore very important, but with the right choice the materials
could be recycled in a matter of decades [17]. All in all, fusion reactors would
generate activated materials on a scale similar to that of �ssion power plants
but with much lower long term radio toxicity since there would be no spent
fuel. Release of tritium in an accident is a concern since tritium could replace
hydrogen and can thus contaminate biological systems. However, at most 200 g
of tritium released is foreseen as a worst case scenario in the case of an accident
[17]. As mentioned, the short half-life also ensures that the area will not be
contaminated for long.
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Chapter 2

Magnetized fusion plasmas

Plasma is often referred to as the fourth state of matter, besides solid, liquid
and gas. On Earth, it is much less common than the other three states of
matter. A plasma requires charged particles. One way of creating charged
particles is through ionization, whereby an atom gains or loses an electron and
becomes an ion. The level of ionization in a gas depends on the temperature
and density of the gas. Atoms are ionized when they collide with a particle
with high enough energy. At the temperatures we commonly have around us,
an atom must have been accelerated to energies much higher than the average
by a series of collisions. Consequently, the number of atoms in the gas that
have high enough energy goes as e−Ui/kBT where Ui is the ionization energy of
the gas, kB is the Boltzmann constant and T is the temperature.1 The ion will
stay ionized until it recombines with an electron. The recombination rate will
depend on the density of the electrons and go as n−1

e . The degree of ionization
for air at room temperature is on the order of nine ≈ 10−122.

However, it is not just the level of ionization that determines whether matter
is in the plasma state. What makes a plasma di�erent from a gas is the long
range Coulomb interactions possible between the charged particles. A useful
de�nition for a plasma is thus [19]

�A quasi-neutral gas of charged particles which exhibits collective
behaviour.�

In a gas with neutral particles, these will not interact until they collide, so inter-
action between more than two particles is uncommon. In contrast, in a plasma
the motion of the charged particles will lead to electric currents that create mag-
netic �elds and there will be electric �elds caused by temporary concentrations
of positive or negative particles. These �elds will interact with all the other
charged particles � this is the collective behaviour. Quasi-neutrality entails
that any concentration of charge will be shielded out in distances that are much

1In fusion reactors, it is the particles of this tail in the Maxwellian distribution, replenished
by scattering collisions, that will undergo fusion reactions.

7



8 CHAPTER 2. MAGNETIZED FUSION PLASMAS

smaller than the size of the plasma. This means that the charges will balance
out on a macroscopic level and the quasi-neutrality condition, ne =

∑
j Zjnj ,

will hold. Here, Zj is the charge number of species j and nj is the density of
species j. In order for this to be true, the size of the plasma must be much
larger than the Debye length, L � λD = ( ε0kBTene2 )1/2, which is a measure of
the shielding distance of a charge. In order for there to be collective behaviour,
the number of particles within a Debye length from a charge must be large,

ND =
4πnλ3

D

3 � 1 and the electromagnetic forces must be more important than
the hydrodynamic forces. This means that the typical plasma oscillations must
be faster than the collision frequency with neutral atoms, ωτ > 1, where ω is
the frequency of a plasma oscillation and τ is the mean time between collisions.

In order for a fusion power plant to be useful, it must output at least as
much energy as is put in, a condition called break-even. Ignition is the point
at which all external heat sources can be turned o� so that the temperature
can be maintained solely from the energy of the α-particles from the fusion re-
actions. The energy released in the fusion reaction will be divided up between
the α-particle and the neutron according to the mass so that the momentum
is conserved in the collision. Hence about 80 % of the energy will be deposited
on the neutron and lost from the plasma. A condition for ideal ignition where
the presence of impurities in the plasma is neglected is neτ∗ET = 12kBT

2

〈σv〉Eα(1+5/Q) ,
here τ∗E is the global energy con�nement time, the total thermal energy con-
tent of the plasma divided by the lost power including radiation, 〈σv〉 is the
velocity averaged cross section of the fusion reaction, Eα is the energy of an
α-particle and Q is the ratio of the fusion power produced to the heating power
supplied. This is the so-called fusion triple product. It is used to characterize
the performance of a fusion device as it combines neτ∗E , a measure of the merit
of con�nement called the Lawson criterion, with the temperature, which must
also be su�ciently high to optimize fusion reactivity. The fusion triple product
needed for three di�erent Q-values is shown in Figure 2.1. Break even is the
point where as much fusion power is produced as is supplied, that is Q = 1.

With the every tokamak constructed, the fusion triple product has doubled
on average every 1.8 years, faster than �Moore's law� for the number of tran-
sistors in a microprocessor [20]. The JT60U Tokamak in Japan currently holds
the record for the largest fusion triple product while the Joint European Torus
(JET) in the UK has produced the highest fusion power, 16 MW, which cor-
responded to a Q value of 0.65. The next step is the construction of ITER in
Cadarache in France. The goal of ITER is to produce 500 MW of output power
with a Q-value of 10 for a duration of up to 480 seconds.

2.1 The tokamak

The Lorentz force F = ev×B, makes charged particles travel in helical orbits
around the magnetic �eld lines, here e is the charge of the particle and v is its
velocity. The radius of the gyration, the Larmor radius, is ρ = mv⊥

|e|B where v⊥
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Figure 2.1: Fusion triple product versus temperature for the DT reaction, fusion cross
section data from [21].

is the velocity of the particle perpendicular to the magnetic �eld lines. It is
much smaller for the electrons than for the ions. The frequency of this gyration,
the cyclotron frequency, is ωc = |e|B/m. Sans collisions and turbulence, the
particles' guiding centres would stay tied to to the �eld lines but remain free
to move along them. The most obvious way to avoid losses of particles at the
end of the magnetic �eld lines is to connect them in a toroidal con�guration.
This toroidal �eld can be produced by poloidal currents in coils external to the
plasma. The toroidal �eld will go as Bφ ∝ 1

R where R is the radial distance
from the centre of the tokamak.

However, particles following the �eld lines in such a con�guration will be
subject to drifts caused by the gradient of the magnetic �eld strength and the
curvature of the �eld lines. The ∇B drift is caused by the fact that the Larmor
radius will be smaller where the magnetic �eld strength is larger. It is given

by v∇B = 1
2
mv2⊥
eB

B×∇B
B2 . The drift due to the curvature of the magnetic �eld

lines is given by vc =
mv2‖
eB

B×∇B
B2 [3]. Because of the dependence on the charge,

these drifts will be in di�erent directions for the electrons and the ions, creating
a vertical electric �eld. This in turn will lead to an E × B drift according to
vE = E×B

B2 that will cause both the electrons and ions to drift together, since
the E × B drift is neither dependent on mass nor charge, radially outwards.
The solution to this is to introduce a twist in the magnetic �eld lines by giving
the �eld a poloidal component, Bθ. Then, the �eld lines will trace out nested
surfaces, so-called �ux surfaces. In a tokamak, the poloidal �eld is achieved
by driving a current through the plasma. This is done by inducing a toroidal
electric �eld by transformer action, that is, a �ux change is generated through
the torus. The current will then create the magnetic �eld through Ampere's
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law. The helical twist then compensates the toroidal drift as particles will
spend time both on the inside and the outside of the device.

The condition for equilibrium is that the force on the plasma must be zero
everywhere, that is, the magnetic force must balance the force due to the plasma
pressure,

j×B = ∇p. (2.1)

It follows that B · ∇p = 0 so that the �ux surfaces are surfaces of constant
pressure, it also follows that j·∇p = 0 and thus that the current lines also lie in
the �ux surfaces. The safety factor is a measure of how twisted the �eld lines
are, and can be approximated as q =

rBφ
R0Bθ

, where r is the radial coordinate, in
the circular limit. The safety factor can di�er from �ux surface to �ux surface,
the minimum is often near the magnetic axis with an increase outwards. The
measure of how much the safety factor changes from �ux surface to �ux surface
is the magnetic shear, ŝ = r

q
dq
dr . If the cross section is circular, it is determined

by the toroidal current density.
In general, the magnetic geometries in tokamaks are not circular, which

makes it convenient to introduce �ux functions that are constant on a �ux
surface, instead of relying on r. One such �ux function is the poloidal magnetic
�ux function, ψ which is determined by the poloidal �ux within each �ux surface
[3]. Flux surfaces and the commonly used coordinate system in a toroidal
geometry is shown in Figure 2.2.

The equilibrium equation, Eq. 2.1, can for an axisymmetrical plasma be
written as a di�erential equation dependent on two arbitrary functions of the
poloidal �ux function, p(ψ) and f(ψ) as

R
∂

∂R

1

R

∂ψ

∂R
+
∂2ψ

∂z2
= −µ0R

2p′(ψ)− µ2
0f(ψ)f ′(ψ),

where ′ denotes the derivative with respect to the poloidal �ux. This is the
Grad-Shafranov equation [3]. Numerical solutions to this equation are used in
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many simulation codes as well as di�erent parametrizations. One such tokamak
equilibrium model is the Miller model in which an expansion of the Grad-
Shafranov equation is made, local to a �ux surface, in terms of nine parameters.
These parameters are the safety factor and magnetic shear, as well as the aspect
ratio (ε = r/R), the pressure gradient (α), the elongation (κ), triangularity (δ),
and the radial variation of κ, δ, and R [22]. These equilibrium parameters are
important to the stability of the microturbulence. The elongation is one of the
factors commonly used in the empirical scaling laws of the energy con�nement
time [23]. An example of a geometry featuring elongation and triangularity is
shown in Figure 4.2.

2.2 Impurities

Impurities, which are here de�ned as any ion that is not a reactant in the fusion
reaction, are detrimental to the performance of fusion devices in several ways.
They dilute the plasma, lowering the output power and they can also cool the
plasma through radiation. Heavy impurities might not be stripped of all their
electrons. If the remaining electrons are excited, they emit photons of speci�c
frequencies when they once again are de-excited, so called line radiation.

There are several sources of impurities in tokamaks, they might be injected
for control purposes or in order to decrease the power load on the plasma fa-
cing components. Impurities can also be released through the interaction of hot
particles with the wall. For this reason, tokamak walls are often coated with
light elements such as carbon, or beryllium, the coating foreseen for ITER and
tested with the new ITER-like wall at JET. However, the power densities at
the divertor, where the magnetic �eld lines are in contact with the vessel, will
be even higher at around 10 MWm−2, requiring materials with higher meting
points such as tungsten. The third source of impurities are the fusion reac-
tions themselves. The resulting thermalised helium must be transported out
of the plasma su�ciently rapidly. How, and at what rates the impurities are
transported, inwardly or outwardly, during di�erent conditions, is thus of great
importance since strong inward transport of a heavy impurity like tungsten
might be lethal to the discharge. This is investigated in paper A.

2.3 The JET ITER-like wall

The current design for ITER includes a main chamber wall made from Beryl-
lium. This is the lowest Z metal with acceptable mechanical and thermal
properties. The low Z means that it is more benign as an impurity as it dilutes
the plasma less and does not cause any line radiation in the core of the plasma.
At the start, the plasma facing components at JET were made from carbon
�bre composite (CFC), however, this material is not acceptable for the main
wall of ITER because of the risk of tritium retention. In order to demonstrate
the reduction in tritium retention and test the ability to operate a high power
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Figure 2.3: Density pro�les at the time point when the e�ect from the pellet is the
largest and when the pro�le has relaxed again in a pellet fuelled JET L-mode discharge.
Dashed lines indicate the radial positions that were simulated nonlinearly in paper C.

tokamak within the limits set by the new materials, the ITER-like wall (ILW)
was installed at JET. It comprises a main chamber wall of solid beryllium and
tungsten and tungsten coated CFC for the divertor tiles [24]. The fuel retention
has been demonstrated to be at least a factor 10 lower than with the C-wall
[25] and that the power handling with the new materials works well [26]. How-
ever, the global energy con�nement has been negatively a�ected by the need
for increased gas fuelling in order to avoid tungsten accumulation in the core
[27]. The lower con�nement has been correlated to degraded con�nement in
the so-called pedestal, close to the edge of the plasma. This causes the tem-
peratures to be lower in the edge which in turn changes the power deposition
from the neutral beam injection (NBI) power system [28]. Whether the core
con�nement also is a�ected is the subject of Paper B.

2.4 Pellet fuelling

Pellet fuelling, whereby frozen pellets of hydrogen isotopes are injected into the
plasma at high speeds, will be the primary fuelling system for the core plasma of
ITER [29]. This method is energy e�cient compared to neutral beam injection
and it allows for better control over the plasma density than gas injection [30].
However, when the frozen pellet ablates, it will temporarily disturb the pro�les
of temperature and density, which might result in a local maximum as shown
in Figure 2.3. This changes the microstability and transport properties of the
plasma. Particularly in regions of positive density gradient, the ITG mode, as
discussed in Section 3.4.1.1, has been seen to be stabilized [31]. This can have
serious consequences if the turbulent particle transport, as discussed in Section
3.4, is suppressed. The pellet particles might then di�use towards the edge
rather than the core. This is explored in Papers C and D.



Chapter 3

Transport theory

In order to achieve fusion power economically, the fusion triple product, neτ∗ET ,
must be maximized, here ne is the electron temperature, τ∗E is the energy
con�nement time, and T is the temperature. However, the temperature and
density are constrained respectively by the need to maximize the fusion cross-
section and maintaining global stability. The stability constraint on the density
is the so called Greenwald limit, an empirical result that limits the plasma
density to n/1020 = κJ , where κ is the elongation and J is the average current
density in MA/m3 [3]. The temperature and density are also constrained by the
β limit, β is the ratio of the plasma pressure to magnetic pressure, β = nT

B2/(2µ0) .
If the plasma pressure becomes too large compared to the magnetic pressure,
large scale magnetohydrodynamic instabilities, such as ballooning modes, will
occur. A high β value is important from an economic standpoint since the
fusion power scales as n2 while the strength of the con�ning magnetic �eld is
a large factor in the cost of the device.

Hence, the only avenue to improve the fusion triple product is to increase
the energy con�nement time, τ∗E . The energy con�nement time is connected
to the radial transport of particles and energy from the core to the edge. The
transport depends on a number of processes, from sawteeth in the centre of the
plasma to edge localized modes (ELMs) towards the edge. Aside from these in-
termittent phenomena, the transport is determined by local processes whereby
the particles undergo di�usion and convection. Di�usion is the net movement
of a quantity from a region of high concentration down a concentration gradi-
ent. It can be explained by the random walk processes the particles undergo.
Convection, on the other hand, is a collective movement of particles. The net
convective velocity, the so-called pinch, of a species can have the opposite sign
of the di�usion so that an inwardly peaked pro�le can be sustained in steady
state.

It was long believed that the transport in tokamaks could be described by
the Coulomb interactions alone as in classical and neoclassical theory. However,
it was realized that the heat and particle transport observed were up to two

13
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orders of magnitude larger [32]. The so called �anomalous� transport make up
the rest and thus dominate over the neoclassical transport. It has long been
accepted that turbulent transport explains this degradation in con�nement.
The transport can be due to instabilities that let the particles escape their
�ux surfaces or that lead to the break-up of the �ux surfaces themselves. The
main candidate for the turbulent transport is turbulence due to small scale
instabilities driven by the very steep gradients in density and temperature,
referred to as microinstabilities, as discussed in Section 3.4.

3.1 Kinetic approach

Collisions can be rare in high-temperature plasmas and the velocity distribu-
tions of the species might therefore remain non-Maxwellian for a long time.
A kinetic description is therefore useful, describing the position and velocities
of all the particles in the plasma. The dynamics can be described completely
by the Newton's laws of motion and Maxwell's equations. However, with the
many particles and fast time scales involved computing the motion of all the
particles will be much too expensive for the foreseeable future. A statistical
approach can instead be used with a distribution function for each species j in
phase space, fj(t, r,v). The kinetic energy of the particles in high temperat-
ure fusion plasmas will be much larger than the potential energy between the
particles, so the particles are weekly coupled. It is then enough to take into ac-
count interactions between two particles and neglect interaction between three
particles or more. The e�ects from the large scale �elds and from those varying
on the scale of a Debye length and smaller can be separated. These small scale
interactions between two particles can then be treated through a separate col-
lision operator, further described in Section 4.1. Since the collision frequency
often is much lower than the frequencies of the turbulent �uctuations, the colli-
sionless limit can be justi�ed. Without collisions, the change of the distribution
function is expected to be zero in the frame moving with the particles, df

dt = 0.
Writing out this total derivative for species j, we have

dfj
dt

=
∂fj
∂t

+
∂fj
∂x

∂x

∂t
+
∂fj
∂y

∂y

∂t
+
∂fj
∂z

∂z

∂t
+
∂fj
∂vx

∂vx
∂t

+
∂fj
∂vy

∂vy
∂t

+
∂fj
∂vz

∂vz
∂t

= 0,

which can be written as

∂fj
∂t

+ v · ∇fj + a · ∂fj
∂v

= 0.

With Newton's third law F = mja, where mj is the mass of species j, and the
force on a particle from an electromagnetic �eld F = qj(E+v×B), where ej is
the charge of species j and E and B are the total electric and magnetic �elds,
we get

∂fj
∂t

+ v · ∇fj +
ej
mj

(E + v ×B) · ∂fj
∂v

= 0, (3.1)
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which is the Vlasov equation. However, the cumulative e�ect of multiple small
angle collisions are often important in magnetized fusion plasmas since the
range of the Coulomb interaction in principle is in�nite. Adding a collision
term, we get the Fokker-Planck (or Boltzmann) equation [3],

∂fj
∂t

+ v · ∇fj +
ej
mj

(E + v ×B) · ∂fj
∂v

=

(
∂f

∂t

)
c

. (3.2)

The collisional particle interactions are e�ectively random and the collision
operator provides a statistical account of this. It represents the e�ects of soft
collisions, each only making a small change in the particles' velocities [32].
In this work, the collision operator used is the linearised Landau-Boltzmann
operator.

The electric and magnetic �elds in Eq. 3.2 are determined by Maxwell's
equations that couple back to Eq. 3.2 through the charge density ρj and
current densities jj , which are obtained by taking velocity moments of the
particle distribution function. Maxwell's equations,

∇ ·E =
∑
j

ρj
ε0

−µ0ε0
∂E

∂t
+∇×B =

∑
j

µ0jj

∇ ·B = 0

∇×E +
∂B

∂t
= 0

together with the Fokker-Planck equation completely describes a plasma self-
consistently. This system is much more practical to solve than the Newton-
Maxwell system. However, numerical solutions are still expensive because of
the dimensionality of fj(t, r,v) and the huge range of time scales involved, from
the fast electron cyclotron frequency, to the slower frequency of the turbulent
oscillation. Further simpli�cations are necessary; like the �uid approach where
the dimensionality is reduced by three as discussed in Section 3.2 or gyrokinetic
theory where the dimensionality is reduced by one, as discussed in Chapter 4.

3.2 Fluid approach

It is often enough to describe a plasma in terms of �uid quantities such as
the particle density, n(t,x), the �uid velocity, u(t,x) and the pressure, p(t,x)
which are functions of just four variables instead of the seven of the kinetic
distribution function. The �uid equations can be derived by taking moments
of the Fokker-Planck equation. If Eq. 3.2 is multiplied by 1, mv and 1

2mv
2 and

integrated in velocity space, the result is the continuity equation, the equation
of motion, and the energy equation, respectively. The continuity equation
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describes the evolution of the density and is given by

∂n

∂t
= −∇ · (nu).

The �uid equation of motion describes the evolution of momentum,

∂

∂t
mnu = en(E + u×B)−∇ ·P + F,

where F is the friction force, given by F =
´
mvCd3v where C is the collision

operator and P =
´
mvvfd3v is the pressure tensor. The energy equation,

describes the evolution of pressure,

∂

∂t

(
3

2
p+

1

2
mnu2

)
+∇ ·Q = W + u · (F + enE),

where Q =
´

1
2mv

2vfd3v is the energy �ux and W =
´

1
2m(v − u)2Cd3v is

the energy exchange [32]. The evolution of the energy �ux is then obtained by
taking one further moment of Eq. 3.2, and so on. This procedure will not lead
to a closed set of equations and the resulting hierarchy must be truncated.

3.2.1 The Extended Drift Wave Model (EDWM)

The Extended Drift Wave Model (EDWM) [33], an extended version of the
Weiland model [34], is used in Paper D. Here, the low frequency (ω � ωc)
version of the Braginskii transport equations [35] are used. Following [36], the
parallel ion motion for species j is given by

mjnj
∂u‖,j

∂t
= −eZjnj

[
∇‖φ+

1

c

(
∂A‖

∂t
− (u∗j ×B⊥) · b̂

)]
−∇‖(njTj)

where the perpendicular component of the magnetic �eld is given by B⊥ =
∇ × (A‖b̂) ≈ ∇A‖ × b̂, and b̂ = B/B. Here, u‖ and A‖ are the components
parallel to the magnetic �eld of the �uid velocity and the magnetic vector
potential. The hierarchy is truncated at the diamagnetic ion heat �ow, q∗j , in
the ion energy balance equation:

3

2
nj

(
∂

∂t
+ uj · ∇

)
Tj + njTj∇ · uj = −∇ · q∗,j =

5

2
nj(u∗,j − vD,j) · ∇Tj .

The �uid velocities above are uj = uE + u∗,j + uP,j + uπ,j + b̂u‖,j where

uE =
E× b̂

B

is the E×B-drift as discussed earlier,

u∗,j =
b̂×∇(njTj)

ZjenjB
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is the diamagnetic drift which is a purely �uid drift. It arises since in a given
volume element more ions gyrating in the magnetic �eld will be moving in
b̂ × ∇n direction than the opposite when there is a density gradient, even if
the guiding centres are stationary. The polarization drift is given by

uP,j =
dE

dt
/(Bωc,j)

and

uπ,j =
b̂×∇ · πj
ZjenjB

is the drift due to o�diagonal elements of the stress tensor. Furthermore, the
drift due to ∇B and curvature, uD,j , is given by

uD,j =
Tj

mjωc,j
b̂×

(
∇B
B

+ b̂ · ∇b̂

)
. (3.3)

The continuity and energy equations for the trapped electrons are similarly de-
rived from a kinetic equation and include the e�ect from electron-ion collisions.
In the electrostatic case the passing electrons are assumed to be Boltzmann dis-
tributed. The parallel wave number k‖, the perpendicular wave number k⊥,
and the magnetic drift frequency ωD,j are replaced by averages over either a
strongly or weakly ballooning eigenfunction. The strongly ballooning eigen-
function is given by φ = (1/

√
3π)(1 + cos θ). In weakly ballooning cases a gen-

eral mode width can instead be used, φ ∝ exp(−αθ2) [37], where the coe�cient
α is chosen by asymptotic matching for large θ. By linearising the equations
and assuming quasineutrality to relate the density perturbations of the species,
a dispersion equation is obtained that is formulated as a generalized eigenvalue
problem, Ax = ωBx. The α coe�cient for the weekly ballooning eigenfunction
will be proportional to the growth rate, hence the resulting eigenvalue problem
must be solved iteratively in this case. Once the eigenvalues, ω = ωr + iγ,
where ωr is the real frequency and γ is the growth rate, of the linear instabilit-
ies are obtained a saturation level is estimated by assuming that linear growth
is balanced with the nonlinearity [34],

eφ̃

Te
≈ 1

kxρs

γ

kycs
.

In EDWM an extended wave length spectrum and an arbitrary number of ion
species can be used. The model is orders of magnitudes more computationally
e�cient than quasilinear kinetic approaches, and while it includes electromag-
netic e�ects and electron-ion collisions it excludes kinetic resonances that can
be important [34].

3.3 Neoclassical transport

Classical transport is the irreducible transport due to collisions. If the e�ects
of a toroidal geometry are added, the transport is known as neoclassical. From
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Ohm's law E + v × B = ηj, where η is the resistivity tensor with the value
η‖ for the current parallel to the magnetic �eld and η⊥ perpendicular, and
the pressure balance equation j ×B = ∇P from single-�uid MHD theory, the
velocity perpendicular to the magnetic �eld can be derived as

v⊥ =
E×B

B2
− η⊥

∇p
B2

. (3.4)

With constant temperature and zero electric �eld, the �ux will be Γ⊥ = nv⊥ =
−η⊥β2µ0

∇n where β = nT
B2/2µ0

is the ratio of pressure to the magnetic pressure.
The di�usion coe�cient is then, from Fick's law which relates the collisional
�ux to the density gradient,

Γ = −D∇n,
D⊥ = η⊥β

2µ0
, the classical di�usion coe�cient for a fully ionized gas. A rough

estimate for the resistivity is obtained if the electron collision time is assumed
to be the same as the time for the momentum loss of the electrons when they
collide with ions. The force due to the electric �eld is then balanced by the force
due to collisions Ee = mev

τe
. The resistivity is de�ned by Ohm's law, E = ηvne

so that η = me
nee2τe

. A thorough calculation from the kinetic equation for the
electron distribution function yields a result about half as large [3]. With this
estimate, the di�usion coe�cient will be the same as if the di�usion were due

to a random walk with a step size of the Larmor radius, D ∼ ρ2e
τe
, where ρe is

the electron Larmor radius.
The resistive di�usion in a toroidal plasma is more complicated due to a

number of e�ects which depend on the collision frequency. If the collision
frequency is low enough, particles trapped on the low �eld side of the torus
will dominate the transport. The particles are trapped by the mirror force
resulting from the fact that the magnetic moment of a particle is constant and
that there will be a parallel force on a diamagnetic particle deaccelerating it
while going towards higher magnetic �eld strengths. The particles will then
execute banana orbits, so-called since they will trace out banana shaped orbits
if viewed in a poloidal cross section. An estimate for the associated di�usion
coe�cient is then given by a random walk with a step length the same as the
width of a banana orbit, given by wbe ∼ (q/ε1/2)ρe where ε is the inverse aspect
ratio of the magnetic surface, ε = r/R0. Since just a fraction of the particles

∼ ε1/2 will be trapped, the di�usion coe�cient is given by D ∼ q2

ε3/2
ρ2

τe
. In this

banana regime, the inductive toroidal electric �eld will also give rise to a new
inward �ux, the so-called Ware pinch. The electric �eld will will displace the
trapped particle orbit poloidally. Because of this, the ∇B and curvature drifts
will not be symmetric about the midplane and the particles will experience an
inward drift for longer than they experience an outward drift. The net pinch of
the trapped particles is 〈vr〉 w −E‖/Bθ, independent of charge or mass. Since
the trapped particle fraction is ∼ ε1/2, the net radial �ow goes as [38]

ΓWare
r ∼ −ε1/2E‖

Bθ
.
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If the collisionality is higher, trapping of particles on the low �eld side
will be negligible. P�rsch-Schlüter di�usion will then be important. It is a
result of the outward hoop force that arises due to the toroidal geometry of the
plasma. A vertical current is then needed to balance this force. The current is
returned by �owing along the magnetic �eld lines, this is the so-called P�rsch-
Schlüter current [3]. From Eq. 3.4 it is evident that this current will give rise
to a perpendicular �ow through the parallel electric �eld E‖ = η‖j‖. While the
�uxes of energy and main ions due to neoclassical e�ects are typically negligible
compared to the turbulent transport, it can have an important e�ect on heavy
impurities, especially if their distribution is poloidally asymmetric [39].

3.4 Turbulent transport and microinstabilities

The class of instabilities which have a wave length not much larger than the
ion Larmor radius are called microinstabilities. This type of instabilities does
not interrupt the discharge, like larger scale magnetohydrodynamic (MHD)
instabilities might do, but the small scale random advection they cause will
impact plasma con�nement. There are many types of microinstabilities, both
electrostatic and electromagnetic. They will create �uctuations in the electric
�eld and thus produce an E×B drift velocity according to δv⊥ = δE

B . If there
is also a density �uctuation that is not completely out of phase with δv⊥ there
will be a convective particle �ux through

Γj = 〈δv⊥,jδnj〉 ,

where the average is over a �ux surface. If the turbulence is electromagnetic
and thus also gives rise to �uctuations in the magnetic �eld, δB, that also
causes a radial particle �ux given by

Γemj =
n

B0

〈
δv‖,jδBr

〉
.

This turbulent transport can in the models be described in terms of e�ective
di�usivity and pinches when averaging over time and space. The particle �ux
can be divided into di�erent terms depending on di�erent driving gradients.
For the particle �ux we get

RΓj
nj

= Dj
R

Lnj
+DTj

R

LTj
+Du

R

Lu
+RVp,j , (3.5)

here R is the major radius of the tokamak, and R/LXj is the normalized inverse
gradient scale length of the quantity X. The �rst term on the right hand side is
ordinary di�usion. The second is thermodi�usion and the third roto-di�usion.
Vp,j is the convective velocity of species j which is due to parallel compressibility
and curvature and ∇B drifts [40]. Impurities with low concentration, trace
impurities, will not a�ect the over-all turbulence. Hence, the impurity gradients



20 CHAPTER 3. TRANSPORT THEORY

will not a�ect the impurity di�usion coe�cients or the pinch velocity, so Eq. 3.5
will be linear. The signs of the terms in Eq. 3.5 will depend on the dominant
instability. In the toroidal ITG/TE branch, as discussed in Section 3.4.1.1,
for the electrons the thermodi�usion term will be inwards if the ITG mode is
dominant, and outwards if the TE mode is dominant (opposite for impurities),
while the pure convection term is typically inwards for both instabilities [41].

Of great importance is the steady state density gradients of main ion and
impurities since they determine, for example, whether impurities will be accu-
mulated in the core. If the last three terms in Eq. 3.5 are collected into a total
pinch Vj and the equation solved for zero particle �ux, i.e. with no sources or
sinks of particles other than at the edge, the de�nition of the so-called peaking
factor is obtained,

PFj =
R

Lnj
= −RVj

Dj
. (3.6)

This is the steady state density gradient of zero particle �ux for species j.
A positive peaking factor means that the density pro�le is peaked, hence the
name, necessitating an inward net particle pinch. Conversely, if the peaking
factor is negative, there is a net outward pinch, which is desirable for impurities.
Similarly, the electrostatic turbulent radial heat transport is given by

Qj =
3

2
〈δv⊥,jδpj〉 .

And the heat transport due to the �uctuations in the magnetic �eld is given
by

Qemj =
1

B0

〈
δq‖,jδBr

〉
where q‖,j is the heat �ux for species j parallel to the magnetic �eld.

The instabilities are characterized by the critical gradients in density and
temperature over which they are destabilized. Small �uctuations can often
be assumed in the core of the plasma, δn

〈n〉 � 1, so the system of equations
describing the plasma can be linearised with i.e. n = 〈n〉 + δn and a Fourier
description used for the modes δn ∼ exp i(k · r−ωt). A dispersion relation
relating the wave vector k to the frequency ω = ωr + γ, where ωr is the real
frequency and γ the growth rate, can then be obtained. The critical gradient
thresholds can then be determined for when the mode is unstable, γ > 0. These
instabilities will grow until they are large enough so that the linear assumptions
will not hold, at which point the di�erent modes will couple to each other and
enter into the non-linear regime. A saturation amplitude of the �uctuations
then needs to be determined in order to calculate the level of transport.

It has been observed that the �uctuations in magnetically con�ned high-
temperature plasmas are typically broadband (∆ω ∼ ω) with frequencies and
wave lengths similar to those of drift-wave theories, ω = ω∗, where ω∗ = k · v∗
is the diamagnetic drift frequency. With typical fusion plasma parameters
ω∗/ωc ∼ 10−3 . The turbulent di�usion coe�cient from a random walk ar-

gument is D ∼ (∆r)2

∆t ∼ ∆ω
k2r
∼ ω∗

k2r
. If the wave length is similar to the ion
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gyroradius kr ∝ 1/ρi , the gyro-Bohm scaling is obtained, D ∼ χ ∼ ρi
L

T
eB . The

perpendicular scale length of the microinstabilities are on the order of several
gyroradii as the average amplitude of the �uctuation seen by a particle would
be averaged out as the scale length approaches the Larmor radius. Zonal �ows
are an important saturating mechanism, they are discussed in Section 3.4.2.

3.4.1 Drift waves

Drift instabilities are often said to be the cause of the anomalous transport in
tokamaks. They are electrostatic and are driven by the free energy in density
and electron temperature. They develop from the electron drift wave which
can propagate in a plasma slab with a shearless, uniform magnetic �eld. A
wave travelling in the y (poloidal) direction, δn exp i(kyy−ωt), has a surface of
constant density as indicated in Figure 3.1. Because of the high speed and low
inertia of the electrons, a common approximation is to say that they are free to
move along the �eld lines. The force balance will be given by neE‖ +∇pe = 0
which linearised leads to the Boltzmann response for the electron density,

δne
ne

=
eδϕ

Te
. (3.7)

Thus, a perturbed density will lead to a perturbed electrostatic potential and
there will be an electric �eld pointed from the area of increased density to the
area of decreased density. This will cause an E × B drift that will serve to
increase the density in less dense regions and increase it in more dense areas,
thus causing the density and potential perturbations to oscillate. This wave, the
drift wave, will travel in the y direction. By using the quasineutrality condition
δne = δni and the linearised continuity equation for the ions iωδni = δvE×B

dn
dx

where the E×B velocity is given by δvE×B = − 1
B
∂δϕ
∂y the frequency becomes

ω = −kyTe
eBn

dn

dr
,

which is the electron diamagnetic frequency, ω∗e.
Since the density and potential perturbations are in phase, this will not

lead to any net transport across the �ux surfaces. For that, electron dissipation
needs to be introduced through collisions or Landau damping. However, some
modes, like the ITG mode, are reactive instead of dissipative and do not require
dissipation in order to grow. As discussed in Section 3.3, particles in a tokamak
can be either trapped on the low �eld side or passing, giving rise to di�erent
dynamics and modes. Depending on whether it is the parallel motion of passing
particles, the magnetic drift of the passing particles or the toroidal procession
of the trapped particles that are important for the wave-particle resonance
that help drive the instability, they are categorized into slab modes, toroidal
modes or trapped particle modes, respectively [42]. Two of the most important
electrostatic modes are discussed in the following sections.
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Figure 3.1: Illustration of a drift wave in a slab with a homogeneous magnetic �eld in
the z direction and the wave of constant density travelling in the y (poloidal) direction.
Adapted from [3].

3.4.1.1 Ion temperature gradient mode

The ion temperature gradient mode is the most likely driver of ion and electron
heat transport in the core of tokamaks [23]. For a qualitative treatment of the
ITG mode, trapped particle e�ects can be neglected, since the frequency of
the mode is much larger than that of the ion bounce frequency, ω � ωb,j .
An adiabatic Boltzmann electron density response can also be assumed since
k‖vTe � ω & k‖vTi, however there is no particle or electron heat transport
with an adiabatic electron response. The mode is as the name suggest driven
by the ion temperature gradient. It is destabilized above a critical value in
R/LTi which depends on plasma parameters. With adiabatic electrons, the
critical value increases with the density gradient R/Ln. For this reason, the
mode has traditionally been referred to as the ηi mode, ηi being the ratio of
the density gradient scale length to the temperature gradient scale length [43].
The spatial scale of the turbulence is on the order of k⊥ρs ∼ 0.1 − 1 where
ρs ion acoustic gyroradius. The largest growth rates in linear simulations can
typically be found around k⊥ρs ∼ 0.3−0.4 while the peak in the nonlinear �ux
spectra typically is slightly lower. Two branches can be identi�ed depending
on whether the toroidal coupling is important or not. If it is weak, the so-
called slab branch can be excited with ω ∼ (k2

‖v
2
Tiω∗iηi)

1/3 [44] where k‖ is the
component of the wave vector parallel to the magnetic �eld, vTi is the thermal
velocity of the ions and ω∗i is the ion diamagnetic frequency.

In a torus on the low �eld side, the toroidal branch with ω ∼ (ηiω∗iωDi)
1/2,

where ωDi = k · vDi is the ion magnetic drift frequency, usually dominates
[3]. This is because, in this bad-curvature region, the magnetic �eld gradient,
curvature vector and temperature gradient are all in the same direction. The
mechanism behind the bad-curvature driven ITG mode is illustrated in Figure
3.2. A drift wave is set up in the region between the hot and cold plasma.
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Figure 3.2: The Rosenbluth-Longmire picture of the bad-curvature driven ITG in-
stability [45].

Since the ∇B and curvature drifts are proportional to temperature (Eq. 3.3),
the di�erence in the magnetic drift velocity of the ions will set up an electric
�eld, which will cause an E×B drift that ampli�es the original perturbation.
The instability is similar to the Rayleigh-Taylor instability, which occur when
a lighter �uid is pushing a heavier �uid. An example is when a denser �uid is
supported by a less dense �uid under the in�uence of gravity. On the high �eld
side of the torus the directions of ∇B and ∇T are opposite, so the E×B drift
will also be opposite, thus suppressing the original perturbation. Because of
this, the perturbations will have their maxima on the outboard side and their
minima on the inboard side. Perturbations with this poloidal structure are
referred to as ballooning. Following the �eld lines, the linear eigenfunction of
the mode then exhibits a ballooning parity meaning that the real and imaginary
part of the perturbed electric potential will be even around θ = 0, where θ is
the ballooning angle. An important saturation mechanism for the toroidal ITG
mode are the so-called zonal �ows, as discussed in Section 3.4.2.

3.4.1.2 Trapped electron mode

Particles that are trapped in the low �eld region of the torus behave di�erently
than the passing particles in that they average out the parallel velocity over
a bounce period. They do not go around the whole torus poloidally, so the
curvature drift is not averaged out. This gives rise to several trapped particle
modes on the outboard side of the tokamak. One of which is the trapped
electron mode. It can be seen as analogous to the ITG mode, but whereas the
ions were slow due to inertia in the ITG case, the electrons are now slow due to
trapping. The wave number range where the TE mode is destabilized typically
overlaps that of the ITG mode.

The collisionality needs to be small enough so that the trapped particles are
not scattered into passing orbits. If this is the case, and the ion temperature
gradient is small enough so that the ITG mode is not excited, the TE mode
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Instability Source of
free energy

Branch Properties

ITG ∇Ti Slab ω ≤ ω∗i, R/LTi > R/LTi,c
Toroidal R/LTi > R/LTi,c

TEM ∇Te,∇n Collisionless νe < εω ≤ ε3/2vth/qR,
Lnq/R < k⊥ρs ≤ 1

Table 3.1: Properties of some microturbulence modes. ω∗i is the ion diamagnetic
frequency, ρs is the ion sound Larmor radius, cs is the sound speed and Ln is the
density scale length. Adapted from [46].

can dominate. The physical picture of the trapped electron mode is that the
curvature drift, which is in di�erent directions for ions and electrons, create a
charge polarization, resulting in an E×B �ow that enhances an initial density
perturbation [3]. In contrast to the ITG mode, the trapped electron modes
propagate in the direction of the electron diamagnetic frequency. The main
drive is the electron temperature and density gradients. Properties of these
microturbulence modes are summarized in Table 3.1.

3.4.2 Zonal �ows

Zonal �ows are E × B plasma �ows with m = n = 0 where m and n are
poloidal and toroidal mode numbers, respectively. They have thus no variation
in either the poloidal and toroidal directions and since they are parallel to the
�ux surfaces they cause no radial heat or particle �ux. In the radial direction
the associated electric �eld perturbation varies quickly with a radial scale length
similar to to the typical wave number range of the turbulence. Zonal �ows are
an important saturation mechanism for the ITG mode. The turbulent eddies
are sheared by the poloidal �ow, so that their radial extent is reduced. They
thus reduce the ion heat transport and lead to a higher critical temperature
gradient, the so-called Dimits-shift [47]. In low-collisionality plasmas a large
portion of the free energy is deposited into zonal �ows. They are linearly stable
and driven by nonlinear interactions, which transfer energy from the �nite-n
drift waves to the zonal �ows through Reynolds stresses. The energy is then
dissipated through collisional processes. In this way, the zonal �ows work as
a sink for the free energy in the system [48, 42]. Since they are a nonlinear
phenomenon, zonal �ows are di�cult to include in quasilinear transport models,
though ad-hoc methods exist [49].

3.4.3 The isotope e�ect

In several tokamaks an improvement in con�nement going from lower to higher
hydrogen isotope masses have been observed [50, 51, 52]. This is in contrast
to the gyro-Bohm scaling on turbulent transport which predicts that the ion
heat �ux increases with the square root of the ion mass. This can intuitively
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be understood since the step size of a di�usive process which scales with the
Larmor radius increases with mass. This inconsistency has been called the
isotope e�ect. Several explanations have been proposed, such as stronger zonal
�ows with heavier isotopes which reduces the turbulent transport [53]. In
gyrokinetic modelling the e�ect from zonal �ows have been shown to reduce the
heat �uxes compared to the gyro-Bohm scaling for typical tokamak parameters
[54]. For an ITER scenario extrapolated from JET the interaction between
E × B shear, zonal �ows, magnetic geometry and electromagnetic e�ects has
been shown to play a role in the explanation of the isotope e�ect on the particle
and heat �uxes [55]. The possibility of a deviation from the gyro-Bohm scaling
in a pellet fuelled JET discharge is studied in paper C.
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Chapter 4

Gyrokinetic theory

The basis of gyrokinetic theory is the assumption that the particles' gyromo-
tion around the magnetic �eld lines is much faster than the frequencies of the
electrostatic or electromagnetic �uctuations of interest. This fast orbital mo-
tion can then be averaged over and instead of following the trajectories of the
particles, the trajectories of the resulting �charged rings� are followed. Any
dependence of the gyroangle, θ, can then be removed. In that way, the number
of dimensions is reduced by one and the timestep can be increased past the
gyroperiod, which greatly reduces the computational cost.

Nonlinear gyrokinetic simulations are important in the study of low-frequency
plasma turbulence and its transport and can be used to simulate a number of
instabilities such as the aforementioned ITG and TE modes as well as the
trapped ion mode, electron temperature gradient mode, drift-Alfvén turbu-
lence, microtearing and drift-tearing mode and energetic particle driven MHD
instabilities [56].

The derivation of the gyrokinetic Vlasov-Maxwell equations relies on the
existence of small ordering parameters. The Larmor radius needs to be small
compared to the scale lengths of the background magnetic �eld, LB , and gradi-
ent scale lengths of the background density and temperature, εB = ρi/LB � 1.
Furthermore, the cyclotron frequencies need to be much larger than the fre-
quencies of the turbulent �uctuations, ω

ωc
∼ εω � 1. The wave length of the

turbulence cannot be assumed to be large compared to the Larmor radius and
full �nite-Larmor-radius e�ects must be retained so that strong wave-particle
interactions are captured, |k⊥| ρi = ε⊥ ∼ 1. This requirement does not exist for
so-called drift-kinetic theories. The fast motion of particles along the �eld lines
compared to the drift velocity across �eld lines means that the parallel wave

length of the turbulence is much larger than the perpendicular ditto,
|k‖|
|k⊥| ∼

εω
ε⊥
.

Furthermore, the amplitude ordering parameter εδ dictates that the amplitude
of the �uctuating part of the distribution function, electric, and magnetic �eld

must be small,
∣∣∣ δfF ∣∣∣ ∼ |δB|B ∼ εδ � 1. This implies that the energy associated

27
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with the turbulence is small compared to the thermal energy, eδφT ∼ εδ. The
ordering parameters for the background, the �uctuating �elds and the amp-
litude are often comparable in practice [56] (εB ∼ εω ∼ εδ ∼ 10−3), giving the
gyrokinetic ordering

ε ∼ ρi
LB
∼ ρi
LF
∼ ω

ωc
∼
k‖

k⊥
∼ eδφ

T
� 1.

Instead of studying the evolution of the distribution function of the particles,
F (t, r,v), the evolution of the gyrocenter distribution in gyrocenter phase space
F (t,X, v‖, µ), is studied, X is the gyrocenter position, v‖ is the gyrocenter
parallel velocity and µ = mv2

⊥/(2B) is the magnetic moment. The Vlasov
equation (3.1) in these coordinates then becomes

dF

dt
=
∂F

∂t
+

dX

dt
· ∇F +

dv‖

dt

∂F

∂v‖
+

dµ

dt

∂F

∂µ
= 0, (4.1)

which states that the gyrocenter Vlasov distribution is constant along a gyro-
center orbit in gyrocenter phase space. The �elds are decomposed into their
background and �uctuating parts, Φ(x) → Φ0(x) + Φ1(x), A(x) → A0(x) +
A1(x). The E × B drift, ∇B-drift and curvature drift are given in Gaussian
units by

vχ = − c

B2
0

∇χ1 ×B0

v∇B =
µ

mωc
b̂0 ×∇B0

vc =
v2
‖

ωc
(∇× b̂0)⊥

where χ1 is the modi�ed potential χ1 = Φ̄1 −
v‖
c Ā1‖ + 1

qµB̄1‖ and where the

over-bar denotes gyroaveraging and b̂0 denote the unit vector pointing in the
direction of B0. The gyroaveraging over a gyro-orbit de�ned by µ is necessary
since the particles do not feel the �elds at the gyrocentre. The assumption is
made that the amplitudes of the perturbed �elds are much smaller than the
background �elds, the equations of motion are then given as

dX

dt
= v‖b̂0 +

B0

B∗0‖
(vχ + v∇B + vc),

dv‖

dt
=

(
b̂0

m
+

B0

mv‖B
∗
0‖

(vχ + v∇B + vc)

)

·
(
−q∇Φ̄1 −

q

c
b̂0

dĀ1‖

dt
− µ∇(B0 + B̄1‖)

)
,

dµ

dt
= 0.
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Inserting these into Eq. 4.1, the standard formulation of the gyrokinetic Vlasov
equation for species j is obtained, as in [57],

∂Fj
∂t

+

(
v‖b̂0 +

B0

B∗0‖
(vχ + v∇B + vc)

)

·
(
∇Fj +

1

mjv‖

(
−qj∇Φ̄1 −

qj
c

b̂0

dĀ1‖

dt
− µ∇(B0 + B̄1‖)

)
∂Fj
∂v‖

)
= 0 (4.2)

where B∗0 = ∇× (A0 + mc
q v‖b̂0).

The derivation of the gyrokinetic Vlasov equation can be done by a coordin-
ate transform using Lie formalism to guiding-centre coordinates whereby the
magnetic moment and gyro-phase angle are decoupled from the 6D phase space
coordinates. The gyromotion is then eliminated by the gyro-centre transform
whereby the gyromotion of the particles can be integrated out as presented in
[56], reducing the problem from 6D to 5D. In much the same way, the gyrokin-
etic �eld equations can be derived from Maxwell's equations using the same Lie
generators. The gyrokinetic Maxwell equations together with the gyrocenter
Vlasov equation then form a complete self-consistent set of equations. Since
fast frequencies are removed, quasineutrality can be assumed so that, for a
two-species plasma qini = ene holds. Using Lie perturbation theory in this
way, conservation of particle number, energy, momentum and entropy can be
ensured [42]. So called δf -codes, such as GENE1 [58, 59] which is used in this
work, go one step further and separate the macroscopic evolution of the plasma
from the microturbulence, Fj → Fj0 + Fj1 where the perturbed part is small
compared to the background, Fj1/Fj0 ∼ ε, while assuming that the background
part is stationary [57]. This reduces the computational e�ort. It also simpli�es
the treatment of collision operators. In order to model collisions, a collision
operator must be added to the right hand side of Eq. 4.2, as discussed in the
next section.

4.1 Collision operators

Even for high temperature fusion plasmas, collisions can play an important
role. Ion-ion collisions can damp zonal �ows and electron-ion collisions can
stabilize the TE mode since electrons are detrapped. Collisionality is also very
important for particle transport. For example, the pure convection term is
modi�ed by collisionality so that it becomes smaller inward or even outward
for the ITG mode, for the TE mode there can instead be an inward contribution
[41]. The linearised Landau-Boltzmann operator [60], used in this work, ensures
the conservation of particles, momentum and energy at each point in space.
Another property of the collision operator is that of Boltzmann's H-theorem

1Short for Gyrokinetic Electromagnetic Numerical Experiment
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which says that the entropy will increase until it reaches its maximum entropy
state, a Maxwellian. The linearised form of the Landau-Boltzmann operator
retains these conservation properties [61]. Since the collisions are assumed to
be purely binary, the collision operator can be written on the form

Cj(F ) =
∑
j′

C(Fj , Fj′),

so the e�ect on species j is given by the sum of contributions from collisions
with all species j′. For numerical reasons, physical or numerical dissipation
is needed in velocity space. In GENE this can be accomplished by using nu-
merical hyperdi�usion, or by using a collision operator. An account on the
implementation in GENE can be found in [62].

4.2 Electromagnetic e�ects

As the pressure grows in relation to the magnetic pressure the ITG mode is sta-
bilized [63, 64], through coupling to Alfvén modes [65]. If β gets large enough,
new modes are excited, primarily the Kinetic Ballooning Mode (KBM) [66].
The critical electron β where this happens is typically around 1 %, slightly
lower than the limit for large scale magnetohydrodynamic (MHD) instabilit-
ies [67]. The real frequency of the KBM mode is positive, i.e. drifting in the
ion diamagnetic direction, similar to the ITG mode. It is distinguished by
the typically larger real frequencies and growth rates increase strongly with β.
Another electromagnetic instability which can be important for electron heat
transport is the microtearing mode [68, 61]. In nonlinear simulations, the rel-
ative reduction in heat �uxes is even larger than the reduction in growth rates
seen in linear simulations. This is due to nonlinear e�ects such as zonal �ows
[67, 69]. As discussed in Section 3.4, the magnetic �utter transport due to the
�uctuations in the radial component in the magnetic �eld also gives rise to
radial transport. This transport is typically smaller than the e�ect of β on the
ITG mode that serve to lower the transport. In GENE both perpendicular and
parallel �uctuations in the magnet �eld can be included. Fast ions, i.e. ions
with signi�cantly higher energies than the bulk plasma as caused by neutral
beam injection or the fusion reactions themselves, can modify the electromag-
netic e�ects. They have been shown to stabilize the ITG mode linearly and
nonlinearly both through dilution of the main ion species, Shrafranov shift sta-
bilization and electromagnetic stabilization through the suprathermal pressure
gradients as de�ned as

α ≡ q2
∑
j

βj(R/Ln,j +R/LT,j),

where q is the safety factor, and the sum is over all species j. Nonlinearly it
has been shown that it is the last of these e�ects that dominates [70]. The
e�ect from fast particles in combination with electromagnetic e�ects in regions
of positive density gradients is investigated in paper D.
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4.3 Quasilinear theory

Quasilinear theory has a long history [71]. There are several quasilinear mod-
els based on �uid approaches, such as EDWM as previously discussed. More
recently quasilinear models based on a gyrokinetic approach have also been de-
veloped, such as QuaLiKiz [72]. In quasilinear models the underlying equations
are �rst linearised. Since the �uxes are a product of two �uctuating quantit-
ies on the form δne ∝ exp(−i(ωt − k · x)), such as the particle �ux given by
Γe = Re 〈δneδvE×B〉 , the models are called quasilinear. As previously touched
upon, linear instabilities arise from the linearised equations. Nonlinear inter-
actions will eventually cause an instability to be saturated which results in the
observed turbulent transport. In general, a model for the saturation level is
thus needed to acquire the �uxes. In the gyrokinetic part of this work, only
ratios of quasilinear �uxes are used, so this problem is avoided. However, there
is a feedback loop in which the saturated turbulence can modify the source
of the linear instability. The question then remains to what extent the linear
properties of the instabilities survive in the saturated state.

Crucially for the particle transport, the cross phase between density and
electrostatic potential needs to remain similar. Thus, the quasilinear assump-
tion is that the relative phase and amplitude between δφ and δn for the particle
�ux, and δp and δφ for the heat �ux, as taken from the linearised equations sur-
vive in the saturated turbulence. In order to check that the cross phases remain
similar in linear and nonlinear simulations, the probability density function of
the cross phases in the nonlinear simulations can be computed and compared
to the linear cross phases. This has been done for several gyrokinetic codes and
both TE and ITG dominated turbulence and found to agree well [73, 74, 75].
However, the agreement breaks down at larger wave numbers. This is connec-
ted to the so-called Kubo number, K. The Kubo number is the ratio between
the lifetime of a turbulent eddy and the transit time of a test particle around
it. A K < 1 then means that the particles are not trapped in the �eld, and
hence move stochastically, which is a condition of validity for the quasilinear
framework [75]. This has been shown to be true using nonlinear GENE for a
range of cases [76]. In this work, a single length scale is studied at a time. In
a more general treatment, the wave numbers of the unstable modes would be
summed over, which together with the saturated potential from the saturation
model would give the �uxes.

Following [41] an expression for the quasilinear particle �ux can be derived
from the electrostatic gyrokinetic equation in an ŝ−α geometry with a Krook
collision operator as
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Γk =

〈
kyc

2
s

ωci

ˆ
d3vFM

· (γ̂k + ν̂k)[R/Ln + (E/Te − 3/2)R/LTe]− (γ̂kω̂G,k − ω̂r,kν̂k)

(ω̂r,k + ω̂G,k)2 + (γ̂k + ν̂k)2

·J0(k⊥ρs)
2
∣∣∣φ̂k∣∣∣2〉 .

Here, FM is the Maxwellian equilibrium distribution, γ̂k and ω̂r,k are the growth
rate and real frequency of the linear unstable mode. All frequencies have been
normalized to the �uid perpendicular drift frequency ωD,k = kyρscs/R. Fur-
ther, ν̂k is the collision frequency, E is the kinetic energy of the particle, and
ωG,k = k‖v‖ + ωd,k where ωd,k is the ∇B and curvature drift frequency. The
Krook collision term is used here for its analytical simplicity, and is not the
collision term used in the gyrokinetic modelling in this work. From this equa-
tion, several of the properties of the particle �ux can be understood. We
see that the particle �ux can be divided into parts proportional to R/Ln and
R/LTe, ordinary di�usion and thermodi�usion respectively, as well as a pure
convective term that is not proportional to a gradient, as discussed in 3.4.
The ordinary di�usion term is always directed outwards for a peaked pro�le.
For the toroidal (k‖v‖ = 0) branch the pure convection is inwards as long as
ωd ∝ cos θ + (ŝθ − α sin θ) sin θ, where θ is the ballooning angle, is positive.
The direction can change if the magnetic shear is negative or the shift in the
magnetic axis given by α is large. Since ωd arises as an e�ect of the geometry
the pure convection is sometimes referred to as the curvature pinch. The e�ect
of collisions on the pure convection is also easily seen. For a positive real fre-
quency, i.e. the ITG mode, the e�ect will be an outward contribution while it
will be inward for the TE mode with negative real frequency.

4.4 Flux tube simulations

The magnetic equilibrium geometry has to be speci�ed in order to solve the
system of equations formed by the gyrokinetic Vlasov and Maxwell equations.
The equations could be solved for the whole plasma volume, resolving the
whole torus, a so-called global simulation, as discussed in the next section.
However, the domain can be reduced signi�cantly if a �ux tube domain is used.
In this approximation, a �eld line is followed an integer number of poloidal
turns around the torus. Since a tokamak, ignoring ripple e�ects from the
external magnets, is axisymmetrical, all variations are sampled after one turn
[62]. The simulation box is then a curved and sheared box around a central
�eld line. This limits the simulations to local investigations, the background
density and temperature and their radial gradient are taken to be constant
across the radial extent. Since they are constant on a �ux surface, their parallel
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dependence can be neglected. The �ux tube approximation is valid as long as
the background perpendicular length scales exceed the turbulence correlation
lengths and the radial extent of the box is small compared to the machine
size. Another way of stating this is that the local approach is valid in the
in�nite system size limit, ρi

a → 0. The magnetic geometry that contain the
metric coe�cients that determine the shaping of the box are taken as input. In
this work analytical geometries such as ŝ− α [77] and Miller equilibriums [22]
as well as numerical solutions to the Grad-Shafranov equation [78] are used.
As touched upon before, the correlation lengths of the turbulence are much
longer along, than perpendicular to, the �eld lines. Consequently, if a grid
aligned coordinate system is used, the computational cost can be lowered by
2 - 3 orders of magnitude since the computational grid can be much coarser
along the �eld lines. The coordinates are then the �ux label, x, which is
perpendicular to the �ux surface, the direction parallel to the �eld lines, z,
and the binormal direction, y, which labels the �eld lines on the �ux surface.
Since the simulation domain does not cover the whole physical domain, the
boundary conditions should be chosen as to minimize the e�ect of the reduction.
In the radial and binormal direction, periodic boundary conditions for the
distribution function are suitable, F (x+Lx, y, z) = F (x, y, z), F (x, y+Ly, z) =
F (x, y, z), where Lx and Ly are the box sizes in the direction of x and y,
respectively. This also ensures that particles and heat are conserved in the
simulation box since losses due to radial �uxes are replenished, thus this choice
of boundary conditions also allows for arbitrary long simulation times since
there will be no pro�le relaxation. The periodic boundary conditions also
allow for a Fourier representation in the perpendicular plane. In the parallel
direction, pseudoperiodic conditions need to be used since, for a general safety
factor, the ends of the simulation box which are at the same poloidal position,
do not coincide toroidally. Since the turbulent �uctuations are largest at the
low �eld side side, the matching of the ends is done on the high �eld side, in
order to reduce the numerical e�ects of the boundaries [62].

4.5 Global simulations

If the background quantities, such as density and temperature, vary on the
same length scale as the turbulence, global simulations are needed. This can
happen in smaller tokamaks or in transport barriers or during pellet fuelling,
as examined in papers C and D. In this work, simulations referred to as global
are radially global, meaning that a large portion of the plasma volume is re-
solved radially. For non-axisymmetric magnetic geometries such as stellerators
or tokamaks where the ripple e�ects from the toroidal �eld coils are important,
a global model in the toroidal direction can be necessary instead. Global sim-
ulations require much larger resolutions in the radial directions, and are thus
signi�cantly more computationally expensive. Periodic boundary conditions,
as used in �ux tube simulations can no longer be used in the radial direction.
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This also means that �nite di�erences have to be used instead of the e�cient
spectral methods, adding to the computational expense. In GENE, Dirichlet
(�xed density and temperature) or von Neumann (�xed gradients) boundary
conditions can be chosen, a Dirichlet boundary condition is used at the outer
radial boundary. For numerical reasons, when using a Dirichlet boundary con-
dition, a Krook damping term is typically used to smooth out the turbulence
close to the boundary. This boundary means that particles and heat will be
lost in contrast to the periodic boundary used in �ux tube simulations. Thus,
particle and heat sources are needed. These can be either adaptive to ensure
a speci�c background gradient, or �xed so that the pro�les given a certain
power input can be predicted. The �rst option, a so-called gradient driven
setup mirrors the �ux tube simulation more closely. The second option, on the
other hand, is closer to the physical situation in an experiment but can require
long simulations times in order for the pro�les to relax. Other than relaxing
the requirement on the length scale of the turbulence compared to the back-
ground, global simulations also allow the study of additional physical e�ects.
For example, they allow the interaction of ITG turbulence and neoclassical ef-
fects [79, 80]. They are also necessary in order to study turbulence spreading
whereby perturbations can travel radially into regions where the drift waves are
stable. This cannot be modelled in a �ux tube domain where the gradients are
constant. The spreading typically causes the mean turbulent �uxes to be lower
in global simulations than in local simulations and might explain the transition
from gyro-Bohm like turbulence to Bohm like turbulence for smaller tokamaks
[81, 82, 83].

4.6 Gyrokinetic simulations using GENE

A number of gyrokinetic codes exist that use either a particle-in-cell approach
or solves the gyrokinetic equations on a �xed grid. The GENE code [59, 58],
which is used in this work, belongs to the latter group. It solves the normalized
Vlasov and �eld equations on a �eld aligned grid in order to �nd the particle
distribution functions of the included species fj(R, v‖, µ, t), the electrostatic
potential φ(x, t), and the parallel components of the magnetic vector potential
and magnetic �eld perturbations, A‖(x, t) and B‖(x, t). GENE has been care-
fully benchmarked against other gyrokinetic codes, both in global and local
mode [84, 85]. It is a δf code that can be used both in linear and nonlin-
ear mode. Nonlinear mode is much more computationally expensive since it
involves the nonlinear coupling between modes with di�erent length and time
scales. Furthermore, it requires transformations back and forth between Fourier
and real space, where the computation of the nonlinearity has to be performed.

In linear simulations, the coupling between di�erent modes is ignored and
one mode is studied at a time. The transport will thus not saturate, but the
growth rate and frequency of the largest unstable mode can be found. Besides
the initial value solver used for nonlinear simulations, GENE also features an



4.6. GYROKINETIC SIMULATIONS USING GENE 35

eigenvalue solver for linear simulations which can �nd subdominant modes.
Since the perturbed quantities do not saturate, the linear mode cannot be
used to �nd absolute �uxes, though quasilinear estimates can be used, like
the so-called mixing length estimate. Stability analysis can also be performed,
comparing the growth rates of di�erent modes during di�erent circumstances
in order to obtain a qualitative understating of the turbulence. In the linear
simulations using the initial value solver, the �uxes will grow exponentially
until the eigenvalues have been found to within a speci�ed error. The value of
the �uxes is thus not interesting, but the quasilinear ratios, like the particle
�uxes given as a ratio of the particle �ux over the total heat �ux, Γj/

∑
j qj ,

can be. They allow us to �nd the quasilinear peaking factors, thus determining
whether the mode contributes to an inward or outward pinch for the species.
This is done by �nding the density gradient of zero particle �ux. For the quasi-
linear peaking factor of the background species, this has to be done in a scan in
density gradient since Eq. 3.6 is not linear in R/Ln. For the trace impurities
the peaking factors and the contributions from the di�usion, thermopinch and
pure convection, as discussed in Section 3.4, can be found in a single run using
test species with di�erent gradients of density and temperature as described in
[86]. In linear simulations, the choice of length scale, kyρs becomes important.
Typical choices in this work is either the wave number corresponding to the
largest growth rate, typically a poloidal wave number of kyρs ∼ 0.3 for ITG
dominated discharges, or the wave number corresponding to the largest nonlin-
ear �uxes which is usually a bit lower because of the nonlinear transfer through
mode coupling.

In a gyrokinetic investigation, linear scans in the poloidal wave number kyρs
are typically �rst performed in order to �nd the dominant modes at the di�er-
ent length scales. However, identifying the mode is not always straight forward.
The sign of the real frequency, ωr is the most readily available indicator. Typic-
ally, for kyρs . 1, a positive sign, meaning that the mode is propagating the ion
diamagnetic direction, indicates an ITG mode while a negative sign indicates a
TE mode. There are however circumstances under which this is not true. For
example, the TE mode when driven by the density gradient can propagate in
either direction, then sometimes referred to as the ubiquitous mode [34]. It can
also be illuminating to check the parity of the eigenfunction. The ITG and TE
modes have ballooning parity meaning that the electrostatic potential is even in
the ballooning angle while microtearing modes have a tearing parity, meaning
that they are odd with respect to the electrostatic potential [61]. In nonlinear
simulations, indications of the dominant mode include the ratio between the
ion and electron heat �uxes, as well as the cross phases between the �uctuating
quantities, for example the density and electrostatic potential.

The main outputs of GENE are the per species space averaged time traces of
the �uxes and other �uctuating quantities such as density and temperatures as
well as binary data describing the 3D information about the �elds, and moments
of the distribution function. For the nonlinear simulations, the saturated phase
with fully developed turbulence is the interesting part. The radial �ux of
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Figure 4.1: Example of time traces of ion and electron heat �uxes for a typical ITG
dominated discharge. The time window used along with the obtained mean values and
standard deviations are also shown. The heat �uxes are given in gyro-Bohm units
de�ned as QgB = csneTe(ρs/R) where cs =

√
Te/mi and ρs = cs/ωci. Similarly, the

particle �ux gyro-Bohm unit is given by ΓgB = csne(ρs/R).

particles and heat are calculated by multiplying the radial component of the E×
B velocity with the perturbed density and pressure, respectively, and averaging
in space over a �ux surface,

Γ =

ˆ
d3v f1vχ

q =

ˆ
d3v

1

2
mv2f1vχ,

where f1 is the perturbed part of the particle distribution function and vχ is the
E×B velocity. The �uxes can furthermore be split into their electrostatic (due
to �uctuations in Φ) and electromagnetic components (due to �uctuations in
A‖ and B‖) parts. A typical time trace of ion and electron heat �uxes in an ITG
dominated simulation is shown in Figure 4.1. The nonlinear simulations are
performed until the time series contain enough data in the saturated phase to
obtain good statistics. The transport during the linear phase is then discarded
in the calculation of the time averaged quantities. Since GENE allows for
dynamic adjustment of the time step, the trapezoidal rule is used to calculate
the average. The values in the time series will be correlated and the statistical
error of quantity x has to be determined taking the statistical ine�ciency,
s, into account through σ =

√
Var(xi)s/N , where N is the number of data

points. The statistical ine�ciency can be estimated from the decay of the
auto-correlation function,

Φk =
〈xi+kxi〉 − 〈xi〉2

〈x2
i 〉 − 〈xi〉

2 ,
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Figure 4.2: Electrostatic �uctuations in a cross section of a plasma. The ballooning
structure of the turbulence can be seen, with the largest eddies on the outboard side
at θ = 0. This is a simulation of an ITG dominated JET H-mode discharge at mid
radius.

as the k where Φk=s = e−2 [87].
From the 3D velocity space moments, many important features of the tur-

bulence can be investigated. Contour plots of the �uctuating density or elec-
trostatic potential, as shown in Figure 4.2, can be produced. From contour
plots it is possible to tell if there are grid-scale �uctuation which would ne-
cessitate more Fourier modes, or turbulent eddies that stretch from boundary
to boundary which would require a larger box size. Because of the periodic
boundary conditions in local simulations, these eddies can lead to exploding
transport. Resolution and box size issues can also be investigated by producing
�ux spectra and amplitude spectra. In order for the turbulent transport to be
well resolved, the �ux should tend to zero for low and high kyρs. If not, the
box size is too small or the resolution too low, respectively. The amplitude
spectra are also checked in order to make sure that the simulation features
reasonable spectral decays. While these are necessary requirements in order
for the simulation to be considered converged, it is nevertheless often necessary
to conduct convergence testing, changing the resolutions and box sizes while
verifying that the �uxes remain similar. This adds to the computational cost
of nonlinear simulations that are already costly. A typical ITG dominated sim-
ulation with �nite β e�ects and non-adiabatic electrons in a �ux tube domain
requires on the order of 105 CPUh. This is only possible on supercomputers.
GENE has been shown ta scale well up to 262 144 cores, with a factor 4.6 spee-
dup compared to an ideal factor 8 for large problems. Furthermore, comparing
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the heat �uxes to experimental values remains challenging. This is due to the
sti� nature of the problem, where the heat �ux increases strongly with R/LT
above the nonlinear stability threshold. Together with the uncertainty in the
experimental gradients, this often necessities a scaling in temperature gradient
to �nd a realistic heat �ux.



Chapter 5

Summary of papers

In paper A particle and impurity transport due to ITG/TE mode turbulence
was treated selfconsistantly using linear and nonlinear GENE simulations and
a more computationally e�cient �uid model. Cyclone Base Case parameters
were used which correspond to a ITG dominated H-mode discharge. In the
self-consistent treatment, the stationary local pro�les corresponding to zero
particle �ux were found simultaneously for the background electrons and the
impurities. This is important since the background density gradient can af-
fect the impurity peaking. The background peaking was found to be sensitive
to scans over magnetic shear, collisionality, elongation, temperature ratio and
plasma β. Thus the self-consistent treatment is important in these cases and
was found to mainly enhance the trends from earlier works that assumed a �xed
background. However, for collisionality it was found that the increased peaking
found for low collisionality was not accompanied by a corresponding increase in
impurity peaking, making reactor relevant low collisionality conditions favour-
able. The �uid, quasilinear GENE and nonlinear GENE background peaking
factors were found to be quantitatively comparable and show the same trends,
though the quasilinear simulations showed a somewhat higher sensitivity to the
scaled parameter. Comparing the quasilinear background and impurity peaking
factors, it was found that the impurity peaking factors were consistently lower
than the ones for the background, though showed similar scalings. The e�ect
of main ion isotope was also studied and a slight asymmetry in peaking was
found between hydrogen, deuterium and tritium. This may result in a D-T fuel
separation in cases of high collisionality or large ion to electron temperature
ratios.

In paper B the attention was turned towards heat transport in JET plas-
mas. Two matched pairs of ITER-like wall (ILW) and carbon wall (CW) dis-
charges were modelled using GENE in order to investigate the deterioration in
global con�nement that has been observed since the change in plasma facing
components at JET. The discharges were matched with regards to plasma cur-
rent, the toroidal magnetic �eld, applied NBI power, average electron density,
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safety factor, and triangularity. Linear scans were performed with regards to
mismatched dimensionless parameters in the matched pairs. It was found that
the relative change in plasma β, Shafranov shift, R/LTe and magnetic shear
served to destabilize the ILW discharges, while the relative change in collisional-
ity and ion to electron temperature ratio serve to stabilize them. The combined
e�ect of the relative changes in these key plasma parameters caused the ITG
mode in ILW discharges to be linearly destabilized compared to the matched
CW discharges. This was also observed in nonlinear scans over R/LTi where
it was seen that the normalized heat �uxes were larger in the ILW discharges.
The ILW discharges also exhibited larger sti�ness. Thus, the core con�nement
in the ILW discharges was a�ected by the changes in key plasma parameters
compared to the CW discharges. However, these parameters are sensitive to
the degradation of the edge pedestal that has been observed in ILW baseline
H-mode discharges. Hence, it is expected that the core con�nement in the ILW
discharges would be improved if the edge pedestals were recovered.

The focus was then turned on studying the impact that pellet fuelling has
on the heat and particle transport in pellet fuelled plasmas. When the pellets
ablate, they temporarily disturb the density and temperature pro�les, whereby
the microstability properties of the transport are changed, as discussed in Sec-
tion 2.4. In paper C the heat and particle transport in a pellet fuelled JET
hydrogen L-mode discharge was analysed using the GENE code. The frequency
of the Thomson scattering system, for measuring the pro�les, and the pellet
injection system were chosen to enhance the time resolution during the pellet
ablation time. The discharge was analysed at two time points, at t = 0.0042 s
after the pellet injection, and at t = 0.034 s. The �rst time point corresponds
to when the in�uence from the pellet ablation is the largest and the second to
when the pro�les have relaxed again. Linear and nonlinear simulations were
performed at four radial positions around the pellet ablation peak. Electro-
magnetic e�ects and collisions were included, and a realistic geometry used.
Since the collisionality was large in this L-mode discharge, collisionless simula-
tions were also run. In the linear analysis it was found that the dominant ITG
mode was slightly stabilized on the inside of the pellet ablation peak, where the
density gradients are positive, compared to the relaxed intra-pellet time point.
In a linear scan of temperature and density gradients it was found that the
positive density gradient on the inside of the peak was stabilizing but that this
was negated by the increase in temperature gradient caused by the ablating
pellet. In the nonlinear simulations the particle �uxes on each side of the peak
were of similar magnitudes but in di�erent directions, as shown in Figure 5.1.
There was a slight asymmetry with larger �uxes on the outside. The e�ective
di�usion coe�cients were reduced on the inside of the peak. In the collisionless
case the particle �uxes were larger and the asymmetry increased. The outward
ion and electron heat �uxes were greatly reduced at the pellet time point in the
positive density gradient region. Since the discharge under study was in hy-
drogen, simulations were also performed with more reactor relevant deuterium.
In units scaled with the species, the �uxes and growth rates were found to be
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Figure 5.1: Particle �uxes and e�ective di�usion coe�cients at the four radial posi-
tions around the density peak.

similar. There was only a small reduction in growth rates with D caused by
the collisions. This means that the �uxes follow the gyro-Bohm scaling in this
case, QgBj ∝

√
mj , so any improvement in con�nement with species mass, the

isotope e�ect as discussed in Section 3.4.3, could not be explained with core
transport. In this paper, global simulations in a simpli�ed physical description,
electrostatic with adiabatic electrons, were also performed in order to assess
whether there were any nonlocal e�ects caused by the quickly in space vary-
ing background density. It was found that the nonlocal e�ects did not play a
major role and that the �ux-tube modelling thus is valid for pellet fuelled JET
discharges.

In paper D the parameter dependence on the particle transport in pos-
itive density gradient regions was further investigated using the GENE code
and compared to results from the EDWM model for more general tokamak
parameters. Here, a circular geometry was used, without collisions and �nite
β e�ects, except for scans in these speci�c parameters. First, the eigenval-
ues were found in a scan over density gradient and wave number, as shown in
Figure 5.2, in order to investigate the dominant modes at the di�erent length
scales and R/Ln. For negative R/Ln, corresponding to positive density gradi-
ents, the ITG mode was dominant for kyρs . 0.5 and the TE mode dominant
for larger wave numbers. In scans of the collisionality, β, the ion to electron
temperature ratio and the magnetic shear, plasma β in particular was found
to have a stabilizing e�ect in the positive density gradient region, lowering
the peaking factor and the inward particle �ux ratio Γ/(qi + qe). In order to
verify these results, nonlinear GENE simulations were performed in a scan over
R/Ln and plasma β, as shown in Figure 5.3. Larger β signi�cantly lowers the
inward particle �ux in the positive density region in both models. The e�ects
of fast particles, as discussed in Section 4.2, were also studied by including a
species with signi�cantly higher temperatures and Maxwellian background dis-
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tribution. In nonlinear simulations it was found that with fast particles with
su�ciently large temperatures the e�ective particle di�usion coe�cients can
be further reduced. A global study of the heat �ux in ITG mode turbulence
with simpli�ed physics, similar to paper C, was also performed. Here, a peaked
Gaussian-like shape was chosen for the logarithmic gradients of temperature
and density. While the turbulent transport was lower in the global simulations
for positive R/Ln, as expected, the heat �ux was increased at small negative
R/Ln, suggesting that nonlocal e�ects can play a subtly di�erent role than
usual for a hollow density pro�le.
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