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Abstract 

Very Long Baseline Interferometry (VLBI) is a unique space-geodetic technique capable of direct observation of the 
Earth’s phase of rotation, namely Universal Time (UT1). The International VLBI Service for Geodesy and Astrometry 
(IVS) conducts daily 1-h Intensive VLBI sessions to determine rapid variations in the difference between UT1 and 
Coordinated Universal Time (UTC). The main objective of the Intensive sessions is to provide timely UT1–UTC esti-
mates. These estimates are especially crucial for Global Navigation Satellite Systems (GNSS). The monitoring of rapid 
variations in Earth rotation also provides insight into various geophysical phenomena. There is an ongoing effort to 
improve the quality of the UT1–UTC estimates from single-baseline Intensive sessions to realise the expected accu-
racy and to bring them to a better agreement with the 24-h VLBI sessions. In this paper, we investigate the possibility 
to improve the Intensives by including a third station in tag-along mode to these regularly observed sessions. The 
impact of the additional station is studied via extensive simulations using the c5++ analysis software. The location 
of the station is varied within a predetermined grid. Based on actual Intensive session schedules, a set of simulated 
observations are generated for the two original stations and each grid point. These simulated data are used to esti-
mate UT1–UTC for every Intensive session scheduled during the year 2014 on the Kokee–Wettzell and Tsukuba–Wett-
zell baselines, with the addition of a third station. We find that in tag-along mode when a third station is added to the 
schedule we can identify areas where the UT1–UTC estimates are improved up to 67% w.r.t. the original single-base-
line network. There are multiple operational VLBI stations in these areas, which could with little effort be included in a 
tag-along mode to the currently scheduled Intensive sessions, thus providing the possibility to improve the UT1–UTC 
estimates by extending the observation network.
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Background
Very Long Baseline Interferometry (VLBI) (Sovers et al. 
1998) is the only space-geodetic technique capable of 
direct observations of UT1, the Earth’s angle of rotation 
about the Celestial Intermediate Pole (CIP) axis. Geo-
detic VLBI observations provide an estimate for the dif-
ference between UT1 and Coordinated Universal Time 
(UTC), UT1–UTC.

The International VLBI Service for Geodesy and 
Astrometry (IVS) (Nothnagel et  al. 2016) coordinates 
1-h-long Intensive VLBI sessions for the purpose of pro-
viding a daily UT1–UTC estimate. These sessions are 

essential in providing updated UT1 estimates for the 
Global Navigation Satellite Systems (GNSS). Currently, 
three types of Intensive sessions are being conducted. 
INT1 sessions are observed on a baseline between Kokee 
Park (Hawaii, USA) and Wettzell (Bad Kötzting, Ger-
many) from Monday to Friday, starting at 18:30 UTC 
(18:45 on Fridays). INT2 sessions are observed on a base-
line between Wettzell and Tsukuba (Japan) on Saturdays 
and Sundays at 7:30 UTC. To fill the gap between the 
INT2 session on Sunday and INT1 session on Monday, 
one INT3 session is observed weekly on Mondays at 7:00 
UTC between Tsukuba, Wettzell, and Ny-Ålesund (Nor-
way, Spitsbergen).

Since the beginning of the Intensive observing series, 
efforts have been made to improve the performance of 
the Intensive sessions. Many efforts have been directed 
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towards scheduling-based approaches. For example, Gip-
son and Baver (2016) investigated the benefits of selecting 
sources from a pool of all visible sources versus a limited 
list of strong sources. Uunila et al. (2012) looked at classi-
fying sessions based on the distributions of the observed 
sources. Leek et al. (2015) studied the use of impact fac-
tors to optimise the observing geometry. This approach 
was also applied to scheduling Intensive sessions for a 
twin-telescope system at Wettzell. The impact of longer 
session duration of 2  h for the Intensive sessions was 
investigated in Artz  et  al. (2012). This research showed 
that a twofold increase in session duration reduces the 
formal errors by a factor of 

√
2.

These previous studies have primarily addressed 
geometry and session duration. Other important defi-
ciencies of the current Intensive sessions are the limited 
number of observations (20–40) and the lack of redun-
dancy of the observations. The INT1 and INT2 sessions 
are observed on extended East-West baselines using two 
telescopes. Occasionally, these sessions are joined by one 
or two additional stations. In this paper, by carrying out 
extensive simulations, we look into the improvement 
of the UT1 accuracy which can be obtained by add-
ing a third station to the observing geometry in a tag-
along mode. When a station is added in tag-along mode 
to a VLBI session, this implies that this station should 
observe as many as possible of the scheduled sources, 
although the station was not included in the schedul-
ing optimisation process (e.g. sky coverage, number of 
observations). Thus, tag-along observations can be per-
formed dynamically, provided that a station becomes 
available.

We concentrate on the INT1 and INT2 sessions sched-
uled for the year 2014 (230 and 102 sessions, respec-
tively). We define a grid of possible station locations for 
the third station based on visibilities of the scheduled 
sources throughout the year. For each grid point, we 
compute the UT1–UTC w.r.t. IERS C04 08 (Bizouard 
and Gambis 2011) value. By comparing these results to 
corresponding UT1–UTC accuracies from the original 
observing network, we calculate the improvement factor 
gained by tagging along the third station. Here, by cor-
responding UT1–UTC accuracies we mean the reference 
UT1–UTC values computed from simulated observa-
tions using the real schedules. The UT1–UTC accuracy 
of real, observed, and analysed IVS Intensive sessions for 
select time periods and different sessions types have been 
presented in previous literature. For example, Baver et al. 
(2012) report an UT1–TAI RMS difference to C04 of ∼
25 µs for INT1 during the year 2011. Moreover, as given 
by Malkin (2013), for INT1 (2005–2011), INT2 (2005–
2011), and INT3 (2007–2011) the UT1–UTC WRMS 
w.r.t C04 was 18.0, 9.9, and 18.5 µs, respectively.

This tag-along approach has a potential importance for 
the upcoming VLBI Global Observing System (VGOS), 
which aims at continuous monitoring of the EOPs. Cur-
rently, when the VLBI observations are scheduled, the 
participating stations are known a priori. When the 
observations are done in a continuous mode, stations 
could become available or unavailable at any given time. 
This dynamical aspect needs to be taken into account in 
the scheduling for VGOS observations. Consequently, 
optimised schedules are only available for the stations 
that participate regularly and reliably in a given session 
type. Naturally, rescheduling the observations on-the-fly 
as stations enter or leave the pool of available sites would 
yield better results in terms of the optimisation condi-
tions. The concept of dynamical scheduling has been 
investigated by Lovell et al. (2014). However, this type of 
dynamic scheduling is still in the future. Furthermore, 
the observation schedules are optimised to determine a 
set of target parameters. By tagging along one does not 
need to interfere with the original purpose of the sched-
ule. This gives prospective stations flexibility in opting in/
out in an observing session.

In the context of prescheduled observations, tagging 
along extra stations to the standard schedules and adding 
new stations dynamically to an observation schedule are 
comparable situations. This makes it possible to apply the 
knowledge about the impact of the simulated third sta-
tion to a situation where dynamic scheduling is needed.

Methods
The effect of adding a third VLBI telescope to the INT1 
and INT2 observing networks in terms of UT1–UTC 
accuracy was investigated through extensive simula-
tions. The analysis was performed using the c5++ anal-
ysis software (Hobiger et  al. 2010). The main data sets 
used consist of VEX files (Whitney  et  al. 2002) for the 
INT1 and INT2 sessions observed during 2014. When 
the observation schedules were initially created for the 
Intensive sessions, the sources were selected following 
criteria that optimise the source selection for the original 
observing network. In the simulations the third station 
was added to the observing schedule in a tag-along mode. 
This means that the observed sources were taken from 
the original schedules for the respective INT1 and INT2 
sessions. The third station observes alongside the original 
observation network if the sources are visible and above 
the elevation cut-off limit at its location. It is assumed 
that the third station has sufficient slewing capability and 
sensitivity to observe the scheduled sources. It is obvious 
that the simulations do not reflect an optimised observ-
ing strategy for the proposed three-station network. Nev-
ertheless, one can expect an improvement by just tagging 
along with an existing schedule.
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The initial grid spanned all locations from 0 to 358◦ in 
longitude and −90 to 90 in latitude, in 2◦ steps. In order to 
remove grid points from which the observed sources are 
not visible for the third station to sufficient degree within 
an observing session, an initial grid-trimming run was car-
ried out. We determined for both INT1 and INT2 a lati-
tude–longitude grid such that the third station is included 
in at least 40, 60, and 80% of the scheduled scans. For each 
scan that includes the third station the number of observa-
tions increase from 1 to 3. These percentages define three 
inclusion levels, 0.4, 0.6, and 0.8, which are referred to as 
the Tag-Along Factors (TAFs). This resulted in three grids 
of differing minimum TAF values for both session types. 
If for any session during 2014 the TAF was below the tar-
get level, the location was permanently removed from the 
grid. This guarantees that at all the remaining grid points at 
least 40% of the scans can be tagged along throughout the 
year. The resulting two grids for INT1 and INT2 sessions, 
respectively, were used as the basis for possible locations 
of the third station in the network. The common points 
in the INT1 and INT2 grids form a third grid, which can 
be understood as the intersecting set INT1 ∩ INT2. The 
extent of the areas with 0.4, 0.6, and 0.8 TAF for the three 
grids is illustrated in Fig. 1. The areas are annotated with 
letters A (TAF 0.8), B (TAF 0.6), and C (TAF 0.4), which 
are used to refer to the respective areas throughout this 
paper. The areas are inclusive—area A is included in area 
B, and area B is included in area C.

Simulated observations in c5++
The c5++ analysis software was used for the analysis in 
this study. In order to compute the theoretical delays, 
c5++ follows the latest International Earth Rotation and 
Reference Systems Service (IERS) conventions (Petit and 
Luzum 2010). The software package was extended with 
the capability to simulate observations and was used to 
run extensive Monte Carlo simulations for each INT1 
and INT2 session scheduled during the year 2014. A 
simulated observation on a baseline includes contribu-
tions from the station clocks, local tropospheres, and a 
baseline-dependent noise component. The station clocks 
were modelled as integrated random walk processes with 
the clock stability per time unit as a tunable parameter. 
The troposphere was modelled using the Kolmogorov 
turbulence model (Treuhaft and Lanyi 1987) following 
the approach of Nilsson and Haas (2010). The observa-
tion noise component was simulated as baseline-depend-
ent in order to be consistent with the set-up used in the 
simulations that were carried out during the studies 
of the requirements and capabilities of VGOS (Petra-
chenko et al. 2009).

In general, the atmospheric turbulence is simulated 
using three parameters: refractive index structure 

constant Cn, troposphere height H, and wind speed. 
The Cn values for different VLBI stations are provided 
in Petrachenko  et  al. (2009). For the VLBI stations rel-
evant to INT1 and INT2 sessions, Kokee, Wettzell, and 
Tsukuba, these values were directly available from the 
tabulated values. To provide structure constant values 
for the third station at an arbitrary point, Cn values were 
interpolated on a 2◦ × 2◦ rectangular grid. The interpo-
lation was done using the greenspline function (Wes-
sel 2009) of the Generic Mapping Tools (GMT) (Wessel 
et  al. 2013). For the troposphere height and wind con-
stant values were used.

To estimate the relative effect of adding the third sta-
tion to the INT1 and INT2 observing geometries, refer-
ence UT1–UTC Weighted Root Mean Square (WRMS) 
values were computed for both session types. The station 
clocks and the baseline-dependent observation noise 
were simulated with identical parameters for all sta-
tions. The reference values for the INT1 and INT2 were 
computed by generating 500 UT1–UTC estimates for 
each session and from these computing one yearly ref-
erence WRMS value for the INT1 and INT2 sessions, 
respectively.

For the simulations which included the third station 
we used the same simulation parameters for the station 
clocks, baseline-dependent observation noise, tropo-
sphere height, and wind speed as in the reference com-
putations. The only varying quantity in generating the 
simulated observations for the extended network was 
the location-dependent structure constant Cn of the third 
station. In order to keep the computational time man-
ageable, each simulated network configuration (i.e. grid 
point) was computed 20 times. Thus, for each session 
we obtained a UT1–UTC WRMS value for every grid 
point, computed from the 20 iterations, which were sub-
sequently averaged to a yearly value. Given the number of 
INT1 and INT2 sessions and the grid sizes, this resulted 
in more than 27 million and 11 million simulated obser-
vations, respectively.

For the troposphere height H a constant value of 2 km 
was used for both the actual stations and the additional 
third station. Similarly, a constant wind speed of 5  m/s 
(North and East component) was applied for all stations. 
The station clocks were characterised with a stability of 
10−14 @ 50  min. The baseline-dependent observation 
noise was set to 0.01  m (33  ps) for all baselines. The 
station-dependent Cn values in units of 10−7 m−1/3 were 
0.938080 at Wettzell, 2.297883 at Kokee, and 1.445493 at 
Tsukuba.

To compute the target parameter, UT1–UTC, the 
sessions were processed following the standard set-up 
used in operational INT analysis. The estimated param-
eters were: station clocks (excluding the reference clock) 
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modelled as quadratic polynomials (three parameters 
per clock), the troposphere with one Zenith Wet Delay 
(ZWD) per station, and the target parameter UT1–UTC. 
For the a priori EOP values we used the IERS C04 08 
series (Bizouard and Gambis 2011). Thus, the estimated 
UT1–UTC are given w.r.t. these a prioris. In a real-life 
scenario the C04 series is not yet available at the time of 
operational analysis of the INT sessions. Instead, pre-
dicted a priori EOP values are used. This means that the 
scatter of the UT1–UTC values derived from the simu-
lated observations is too optimistic when comparing with 
the UT1–UTC obtained from the analysis of real INT 
sessions. However, this is not an issue when investigating 
the performance of the three-station network, since we 
always compare our values to the simulated reference val-
ues, which also use the same series as a prioris.

Results
The relative improvement in UT1–UTC accuracy gained 
by adding a third station in tag-along mode to the INT1 
and INT2 observing networks was investigated in spatial 
sense by varying the location of the third station on the 
grids described in the previous section. The simulated 
reference UT1–UTC WRMS values for standard INT1 
and INT2 observing networks for the year 2014 were 
15.43 and 12.03 µs, respectively.

To express the relative improvement in UT1–UTC 
WRMS given by adding a third station, we define a 
WRMS ratio parameter

(1)β =
WRMS3 stations

WRMS2 stations
,

where WRMS2 stations is the reference UT1–UTC WRMS 
obtained using the standard two-station networks of 
INT1 and INT2 sessions. The numerator, WRMS3 stations , 
is the UT1–UTC WRMS computed with the addition 
of the third station. This means values smaller than one 
indicate an improvement w.r.t. the reference solution.

When the individual grids for INT1 and INT2 are com-
bined into one grid that contains all the mutual locations, 
we obtain three sets of points where the third station 
produces a TAF of at least 0.4, 0.6, and 0.8 in both session 
types. In the following these three grids will be referred 
to as INT1 grid, INT2 grid, and INT1 ∩ INT2 grid in the 
text.

The β-values for these three grids are illustrated in 
Fig.  2. From these maps we can see that both session 
types get the largest improvement when the third station 
is situated in North Pacific and Alaska regions. The β-val-
ues for the INT1 ∩ INT2 grid are averaged from the indi-
vidual INT1 and INT2 grid values according to

where βINT1 and βINT2 are the respective β-values for the 
INT1 and INT2 grids.

In general, the best area for the third station in terms 
of improved UT1–UTC accuracy spans from Alaska 
through the North Pacific to Eastern Siberia. In contrast 
to that, a third station in Northern Africa yields the low-
est level of improvement.

The optimal locations (minimum β-value) for the third 
station in INT1, INT2, and the mutual grid are listed in 

(2)βINT1∩ INT2 =
βINT1 + βINT2

2
,

Fig. 1 Maps of the extent of the A (TAF > 0.8), B (TAF > 0.6), and C (TAF > 0.4) grids for the INT1 (left), INT2 (middle), and INT1 ∩ INT2 (right). The 
VGOS stations are annotated by their two-letter station codes. See Table 2 for the corresponding site names for the abbreviated names
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Table 1. The absolute values for the mean formal errors 
and WRMS for the UT1–UTC are depicted in Figs.  3 
and 4. These maps illustrate that in general formal errors 
are too optimistic compared to the UT1–UTC residu-
als. The correlation between the areas with low UT1–
UTC WRMS and mean formal error has large variation 
between the three grids. The respective Pearson corre-
lation coefficients for the INT1, INT2, and the mutual 
grids are 0.34, 0.88, and 0.63. This indicates that espe-
cially with INT1 sessions, scheduling based only on for-
mal errors may not provide optimal UT1–UTC accuracy. 
This can be attributed to the fact that troposphere cor-
relations were implicitly imposed when generating the 
simulated observations, but the estimation algorithm 
does not take into account the correlations between the 
observations.

The asymmetric distribution of the WRMS values is 
driven by tropospheric turbulence, expressed by the Cn 
values, and the geometry of the three-station network. 
Considering that tropospheric turbulence increases 
towards the equator one would expect that tag-along 
sites located further North lead to less noisy observations 
and thus better UT1–UTC estimates. However, under 
the aspect of geometry, optimum UT1–UTC estima-
tion would be achieved by maximising the length of the 
baseline projected to the equatorial plane, i.e. increas-
ing the sensitivity of the network w.r.t. this Earth Ori-
entation Parameter. Thus, the patterns of the β-values 
depicted in Fig. 2 can be understood accordingly. As for 
the INT1 sessions, extending the baseline South of Kokee 

or Wettzell does not lead to better UT1–UTC determi-
nation since any tag-along station would be placed in a 
location of high atmospheric turbulence. Putting a third 
station North of Wettzell helps with the UT1–UTC 
determination to some extent; however, the obtained 
geometry does not allow for significant improvements. 
On the contrary, the situation for Kokee, which is located 
approximately 27◦ closer to the equator, is different. 
Here, placing a site North of Kokee leads to less turbu-
lence while still providing a geometry which improves 
UT1–UTC. Thus, the combination of both factors, tur-
bulence and geometry, indicates an area of significant 
improvement North of Kokee. In a similar way one can 
interpret the pattern seen from the β-values of INT2, 
and however for this case, the non-symmetric orienta-
tion of the Tsukuba–Wettzell baseline has to be taken 
into account. Since both stations are not differing much 
in latitude, going North at any of the two stations helps to 
improve UT1–UTC. Paired with the impact of geometry 
a crescent-shaped pattern is identified as suitable area for 
tag-along sites. The lower mean UT1–UTC formal errors 
around Wettzell are due to lower atmospheric turbulence 
in that area.

The β-values from the three-station network simula-
tions were within a range of 0.60–0.97, translating into 
improvements between 0.03 and 0.40. In order to assess 
the characteristics of the different levels of the improve-
ments the values were divided into four categories—rel-
ative improvement between 0.0–0.1, 0.1–0.2, 0.2–0.3, 
and 0.3–0.4. Illustrated in Fig. 5 is the percentage of the 

Fig. 2 Maps of β-values for INT1, INT2, and INT1 ∩ INT2. Each grid point corresponds to a β-value for the year 2014, which is obtained when the 
third station is located on that grid point (Kokee: blue dot, Wettzell: green dot, Tsukuba: magenta dot)
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grids points relative to the corresponding area (A, B, 
C) size for each improvement category. The majority of 
the grid points provide an improvement in the ranges 
of 0.1–0.2 and 0.2–0.3. For INT1 sessions there are also 
several grid points in the higher improvement category 
of 0.3–0.4. Generally, the higher TAF values with area A 
provide a similar level of improvement compared to the 

lower TAF values. This can be understood as areas with 
lower TAF might still provide an advantageous geometry 
even with less scans. Within the areas that provide an 
improvement of UT1–UTC there are currently multiple 
upcoming VGOS stations. Table 2 provides the stations 
that are located within areas A, B, and C for each session 
type.

Fig. 3 Maps of UT1–UTC mean formal errors for INT1, INT2, and INT1 ∩ INT2. Each grid point corresponds to UT1–UTC mean formal error for the 
year 2014, which is obtained when the third station is located on that grid point (Kokee: green dot, Wettzell: blue dot, Tsukuba: magenta dot)

Fig. 4 Maps of UT1–UTC WRMS for INT1, INT2, and INT1 ∩ INT2. Each grid point corresponds to UT1–UTC WRMS for the year 2014, which is obtained 
when the third station is located on that grid point (Kokee: green dot, Wettzell: blue dot, Tsukuba: magenta dot)
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Conclusions
In this paper, we investigated the potential to improve 
UT1–UTC estimated from the INT1 and INT2 sessions 
by adding a third station to the existing observing net-
work in a tag-along mode. The UT1–UTC estimated with 
a simulated three-station network have up to 40% smaller 
yearly WRMS compared to the simulated reference val-
ues. The largest improvement is obtained in an East-West 
sector that spans from Alaska over the North Pacific 

to the Eastern parts of Siberia. Overall, nearly at every 
point on the grid an improvement of at least 20–30% was 
obtained throughout the year in every scheduled INT1 
and INT2 session. A particularly favourable zone for an 
additional station is found north of Kokee Park up to the 
Alaskan peninsula.

The improved UT1–UTC values were achieved by 
simply tagging along the third station to the observation 
network. It is viable that optimised scheduling could fur-
ther improve the level of UT1–UTC accuracy that can be 
achieved with the three-station Intensive network. Simu-
lations using the real INT3 schedules yielded a reference 
UT1–UTC w.r.t. C04 value of 10.8 µs. Concerning sched-
uling the tag-along mode offers an easy-to-implement 
solution for many existing stations. In total 12 of the 
upcoming VGOS stations are located within the mutual 
(INT1 ∩ INT2) grid. Half of these stations belong to the 
area A in terms of additional observed baselines.

One of the deficiencies of the current Intensive sessions 
is the limited number of observations (20–40). Second, 
the two-station network lacks redundancy and is thus 
more susceptible to lost scans. In contrast to increas-
ing the observing time of the Intensive sessions from 
the 1-h duration, the three-station approach addresses 

Fig. 5 Histograms illustrating the distribution of the grid points in areas A, B, and C into the relative improvement categories. Each area is scaled by 
their corresponding total size to yield the percentages. Shown are the histograms for INT1 (top), INT2 (middle), and INT1 ∩ INT2 (bottom)

Table 1 Minimum and  maximum β-values and  their loca-
tions for the three grids (INT1, INT2, and INT1 ∩ INT2)

Min β (Lat, Lon) Max β (Lat, Lon)

INT1, A 0.61 (39, 210) 0.85 (67, 312)

INT1, B 0.61 (39, 210) 0.87 (37, 16)

INT1, C 0.61 (39, 210) 0.94 (19, 4)

INT2, A 0.69 (53, 170) 0.93 (59, 72)

INT2, B 0.69 (49, 172) 0.93 (59, 72)

INT2, C 0.67 (43, 186) 0.97 (21, 356)

INT1 ∩ INT2, A 0.71 (53, 170) 0.86 (67, 54)

INT1 ∩ INT2, B 0.69 (51, 184) 0.87 (37, 18)

INT1 ∩ INT2, C 0.66 (43, 204) 0.94 (19, 4)
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in addition to the increased number of observations also 
the weaknesses in the observing geometry. Approaches 
to improve the performance of the INT sessions with 
an emphasis on near-real time applications have been 
studied in, e.g., Hobiger et al. (2010) and Kareinen et al. 
(2015). Similarly, the TAF and UT1–UTC WRMS maps 
are suitable for near-real time applications by providing a 
spatially dependent selection criteria for scheduling.

Based on the simulations carried out in this paper 
it is possible to indicate areas containing upcoming 
VGOS sites as well as currently operational VLBI sta-
tions where adding a third station in tag-along mode 
would improve the UT1–UTC accuracy of the Inten-
sives. The results presented in this paper can also be 
seen as a complemental contribution to the Global Geo-
detic Observing System (GGOS) (Plag and Pearlman 
2009), for which Otsubo et al. (2016) have studied how 
Satellite Laser Ranging (SLR) station networks can be 
extended and scheduled for optimum determination of 
geodetic target parameters. In this paper, we have inves-
tigated a similar extension scheme for the new VGOS 
sites. By concentrating on some of the most promising 

areas, further simulations with schedules optimised 
for the three-station configurations may provide even 
better insight on the optimal three-station network 
geometry. Continuous VGOS observations require a 
scheduling scheme which is able to respond to changes 
in the availability of the stations in the observing net-
work. The simulated maps provide information about 
the spatial dependence of the increase in UT1–UTC 
accuracy that is gained with the third station. They pro-
vide a tool to aid in site selection when the VLBI obser-
vations are scheduled on-the-fly. This can be especially 
useful in the case where stations need to be scheduled 
dynamically, which is a likely scenario in continuous 
VGOS operations.

Abbreviations
CIP: Celestial Intermediate Pole; GGOS: Global Geodetic Observing System; 
GMT: Generic Mapping Tools; GNSS: Global Navigation Satellite Systems; IERS: 
International Earth Rotation and Reference Systems Service; IVS: International 
VLBI Service for Geodesy and Astrometry; SLR: Satellite Laser Ranging; TAF: 
Tag-Along Factor; UT1: Universal Time; UTC: Coordinated Universal Time; VGOS: 
VLBI Global Observing System; VLBI: Very Long Baseline Interferometry; WRMS: 
Weighted Root Mean Square; ZWD: Zenith Wet Delay.

Table 2 A list of upcoming VGOS stations (Hase and Pedreros 2014) which are located within the area where the third sta-
tion scheduled in a tag-along mode provides an improvement to the UT1–UTC estimated from the INT1 and INT2 sessions

For each station the following attributes are listed: the grids (INT1, INT2, or INT1 ∩ INT2) in which the station is found and the corresponding areas (A, B, C) and an 
interpolated β-value of the UT1–UTC on the grid

INT1 INT2 INT1 ∩ INT2

Area β Area β Area β

Wettzell (VGOS) (Wz) A 0.81 A 0.79 A 0.80

Onsala (On) A 0.80 A 0.81 A 0.81

Metsähovi (Mh) A 0.79 A 0.84 A 0.82

Ny-Ålesund (Ny) A 0.81 A 0.83 A 0.82

Svetloe (Sv) A 0.80 A 0.85 A 0.83

Kazan (Kz) A 0.79 A 0.88 A 0.84

Gilmore Creek (Gc) A 0.73 B 0.73 B 0.73

Badary (Bd) B 0.79 A 0.86 B 0.82

Zelenchukskaya (Zc) B 0.79 A 0.86 B 0.83

Ussuriysk (Uy) C 0.77 A 0.79 C 0.78

Yebes (Yb) C 0.83 B 0.83 C 0.83

Ishioka (Is) – – A 0.77 – –

Sejong (Sj) – – A 0.80 – –

Seshan (Sh) – – A 0.83 – –

Nanshan (Nh) – – A 0.88 – –

Kokee (VGOS) (Kk) A 0.68 – – – –

McDonald (Md) C 0.77 – – – –

Greenbelt (Gg) C 0.81 – – – –

Westford (Wf ) C 0.81 – – – –

Flores (Fl) C 0.84 – – – –

Santa Maria (Sm) C 0.84 – – – –

Tenerife (Tf ) C 0.86 – – – –
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