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Analysis of VSC-based HVDC systems
GEORGIOS STAMATIOU

Department of Energy and Environment
Chalmers University of Technology

Abstract

The main objective of this thesis is to perform stability aadtrol studies in the area of VSC-
HVDC systems. A major part of the investigation focuses andbvelopment of procedures,
whose aim is to understand, explain and avoid poorly-dampaditions or instability that may

appear due to dc-side resonances, which stem from the gtiteraof converters and passive
elements in such systems.

An analytical approach is initially considered, where tigeeavalues of VSC-HVDC systems
are approximated by analytical closed-form expressiohg. Similarity Matrix Transforma-
tion (SMT) method is introduced and applied to the reducéarler state-space model of a
two-terminal VSC-HVDC system. The results show that the Sdf€rs improved accuracy in
approximating the actual eigenvalues of the system, comaptar the already established LR
method. Nevertheless, the two analytical methods are petdf limitations. The increase in
modeling accuracy of a system renders the analytical approgpractical or impossible to use.
A frequency-domain approach proves ideal in performinghibty analysis in such cases, and
is therefore considered and applied to a detailed two-taniwo-level converter-based VSC-
HVDC system. The latter is modeled as a Single-Input Sil@put (SISO) feedback system,
where the VSC-system and dc-grid transfer functions areeefand derived. The passivity
analysis and the net-damping criterion are separatelygediland assessed on their potential to
be adequate analysis tool in VSC-HVDC stability studies.

In contrast with the typical Two-Level Converter (2LC), tModular Multilevel Converter
(MMC) has a fundamentally different structure that introdsi internal dynamics and requires
additional control for the converter to operate properlgeTdc-side input admittance of the
MMC is analytically derived, allowing the dynamic impact MMCs in two-terminal VSC-
HVDC systems to be analyzed from a frequency-domain petispedhe contribution of the
MMC'’s circulating-current control to the closed-loop st stability is investigated and the
differences of the MMC and the 2LC in terms of their passicitaracteristics are highlighted.

Finally, studies are performed in VSC-based Multitermigadls, with the objective of propo-
sing advanced control strategies that can offer robusbpeence during steady-state and tran-
sient conditions, with improved power flow and direct-vgkahandling capabilities. The pro-
perties of the proposed controllers are assessed throoghagions of four- and five-terminal
grids, where their benefits compared to those of their carmea counterparts are shown.

Index Terms: VSC, HVDC, MMC, Poor damping, Frequency Domain Analysist Ne
damping, Passivity Analysis, Symbolic eigenvalue expoess MTDC, Droop control.
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Chapter 1

Introduction

1.1 Background and motivation

The use of Woltage Source Converter based High Voltage Decrent (VSC-HVDC) sys-
tems is considered to be a major step in facilitating lontptiise power transfer and integrating
remotely located renewable energy sources to major cortsumgenters. First introduced in
1997, with the commissioning of a 3 MW technology demonstrat Hellsjon, Sweden [1],
VSC technology has improved drastically over the yearseims of power and voltage rat-
ing, harmonic performance and losses |2, 3]. VSC-HVDC isidyfaecent technology, free
of several constraints associated with the thyristor-ttdsee Commutated Converter (LCC)
technology, with added degrees of freedom such as indeperdatrol of active and reac-
tive power. Additionally, VSC stations can be connected &akvac grids and even perform
black-start, in contrast to LCC stations that can only beneated to relatively strong ac grids.
This also represents a limitation for the LCC-based teabmoWwhen it comes to integration of
renewable-power generation units (e.g. large scale wimdsg which usually comprise weak
grids due to their low Short Circuit Ratio (SCR). Furthermothe VSC eliminates the need
for telecommunication links between stations (at leastpoiat-to-point configuration), which
is otherwise a necessity in LCC-HVDC to perform the revewsgbower flow. An LLC can
reverse its power flow only be reversing the polarity of iteedi voltage. When it comes to
large-scale Multi-terminal HYDC (MTDC) systems, wheresthtions share the same dc-link,
such a feature prohibits the use of LCC as there can no lorggerdependent power-direction
control at the stations. A common dc-link voltage polaribed not hinder the use of VSC that
achieves power-flow reversal by reversing the direct carigms property renders the VSC an
ideal candidate for implementation in MTDC applications.

The introduction of power electronics in power systems Hésed a breakthrough in terms
of controllability and stability. In turn, this has led to arcreased possibility of interactions
between the system components. Potential resonances apgktr that, if become poorly
damped, can degrade the effective damping of the systemnanebise the risk of instability.
Such occurrences have often been described in traction ¢hdrclassical HVDC applications
[8-13]. The aforementioned versatility of the VSC has leddevidespread adoption in power-
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Chapter 1. Introduction

system applications, with related stability issues hawligady been described in the form of
dc-side poorly-damped resonances between the conveatemst and the dc-transmission ca-
bles in two-terminal VSC-HVDC connectioris [14] or VSC-MTR@ds [15,16]. The integrity

of VSC-HVDC systems can, therefore, be compromised andimortant to develop pro-
cedures, whose aim should focus on the understanding,rexpa and finally avoidance of
poorly-damped conditions or instability that may appearaose of dc-side resonances related
to the interaction of converters and passive elements ih systems. These procedures could
finally assist the designing process of VSC-HVDC systemedusr bulk-power transfer or
integration of renewable-energy sources.

Stability studies are typically approached by using nuoarnalysis to determine the actual
values of the system’s poles [17]. Alternative solutiongyhawever offer a different perspec-
tive to the understanding of stability and poor damping.iSa€ solution is the analytical ap-
proach, where the eigenvalues of a system are approximgtaddbytical closed-form expres-
sions. This concept offers the benefit of a deeper undersigihdthe way selected parameters
of a system can affect the frequency and damping charauatsra its eigenvalues. A major
problem in this process is the fact that the analytical deson of a high-order system is chal-
lenging and in many cases impossible. Modeling a VSC-HVDR@nheation while maintaining
a sufficient level of complexity, can lead to a system whoslecan easily surpass the tenth or-
der. It is therefore important to significantly minimize thieler of such systems, in such a way
that most of the information on the dynamic response is pvesge Relevant research in the
analytical approach area has taken place mostly in elediikies and traction systems |18, 19],
where a rectifier and an inverter are connected via dc limefl4], the analytical eigenvalues
of the dc-link in a two-terminal VSC-HVDC connection is prded, but is only applicable
for zero power transfer. Approximate symbolic eigenvalinegSC-MTDC grids are provided
in [20] but require significant simplifications, influencitige validity of the final expressions.
In [21-+23], theLRiterative method is used to calculate the symbolic poleszanas of analogue
electronic circuits, but at the cost of heavy computatitmatlen and numerous simplifications.
Consequently, it is necessary to develop analytical methivat are more computationally effi-
cient and provide sufficient accuracy in the approximatiba plurality of eigenvalues.

The analytical methods are, however, not free of limitatioks discussed earlier, the increase
in modeling accuracy of a system renders the analyticalagmbr impractical or impossible
to use. An investigation in the frequency domain proveslide@erforming a stability ana-
lysis in such cases. A frequency-domain approach in stglaiisessment studies is proposed
in [9,24] and further utilized in [25, 26], where the pasgiyproperties of a system are used
to derive design criteria. This concept has however lindtet as it cannot provide answers for
non-passive systems, where other methods should be fursieel: A different frequency do-
main tool is the net-damping criterion, used(inl[27-30] talfeate a subsynchronous torsional
interaction analysis of turbine-generator sets. Theeesystem was modeled as a Single-Input
Single-Output (SISO) feedback process, comprising of @mdpop and a feedback subsystem.
The assessment of the accumulated subsydeampingat the open-loop resonant frequencies
offered direct and consistent conclusions, regarding libeed-loop stability. Nevertheless, this
method has never been used in VSC-HVDC studies and it wouidteeesting to assessed its
potential as adequate analysis tool.



1.2. Purpose of the thesis and main contributions

The introduction of the Modular Multilevel Converter (MM®ps set new frontiers in VSC-
HVDC applications[[31—33], due to e.g. the modularity of ttesign and the production of
high quality voltage/current waveforms with a subsequenitéd need for filters. Compared
to the two-level converter (2LC), the MMC has a structure throduces internal dynamics
and requires added control levels for the converter to apgreoperly. The overall effect of
using MMC stations in the stability of an HVDC system can beeased via a frequency-
domain approach. This requires the derivation of the de-sigut admittance of the utilized
MMCs. The description of the MMC in the form of a dc-side impade was first made i [34]
and re-assessed in |35]. However, the analysis entireliyddrthe control consideration to the
bare minimum, regarded the direct voltage as constant awer for most of the derivations
and disregarded the type of ac grid the MMC is connected tis, tiherefore, important for

the stability assessment of MMC-based HVDC systems, tleatithside input admittance of a
detailed and realistic MMC must be derived, taking also adoount the direct-voltage control
(DVC) and active-power control (APC) mode that the conventeght have in a two-terminal

VSC-HVDC connection.

A system investigation should not, however, be limited io#erminal VSC-HVDC connec-

tions. The concept of MTDC grids, as counterpart to the vegyl established High Voltage
AC grids, is an interesting approach when it comes to highgedvansmission over long dis-
tances. Relevant research in the field used to strictly den&iCC-HVDC stations [36, 37], but
recently there has been a shift of interest towards VSC tdolwg. Different types of control

strategies for VSC-MTDC grids have been suggested, e.yadltege-margin control [38, 39],

or droop-based contral [40—42]. In [43], a comprehensiadyais on the control and protection
of MTDC grids has been carried out, while other works suclilés17] deal with the study of

the stability in such systems. Further development is requior control strategies that offer
robust performance during steady-state and transienitoamgl with improved power flow and

direct-voltage handling capabilities.

1.2 Purpose of the thesis and main contributions

The main purpose of this thesis is to perform studies on thialgy of VSC-HVDC systems
and investigate the risk for interaction between the costroctures and passive components,
for a variety of operating conditions. The ultimate goalasievelop methodologies and tools
that will allow the explanation and understanding of poat§mped conditions that may appear
in such systems. Furthermore, the potential of using VS@Gnelogy in large scale MTDC
grids, requests a robust control structure with exceptioaadling characteristics of the power-
flow and direct-voltage management. This is an area to whislthesis attempts to contribute
accordingly.

To the best of the author’s knowledge, the main contrib@tioirthis thesis are the following:

1. An approach is proposed to explain the origin of dc-sidaibility and poorly-damped
conditions in a two-terminal VSC-HVDC system, based on tlegudency-domain ana-
lysis of the subsystems that constitute the latter. Fumbeg, an almost linear correla-
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Chapter 1. Introduction

tion between the net-damping of a system and the dampingrfatthe poorly-damped
closed-loop dominant poles has been discovered.

2. A new method to derive the analytical eigenvalue expoessof a 4' order two-terminal
VSC-HVDC model, has been developed and its effectivenessdeanonstrated. This
enables the extraction of eigenvalues in a closed form, mgakipossible to understand
how a certain system parameter or operational point cang#to the placement of a
pole and can therefore assist in understanding how a systerbecsimplified for easier
further analysis.

3. The dc-side input admittance of a highly detailed MMC, ither direct-voltage control
or active-power control mode, has been derived. This all@aBstic MMC-based VSC-
HVDC systems to be assessed and analyzed in the frequenairdamghlighting the
contribution of the converters’ physical and control stane to the overall dynamic per-
formance. Furthermore, the dc-side input admittance oMMC allows the converter
to be investigated in terms of its passivity properties amchgare them to those of the
two-level converter.

4. Two new types of droop-based control strategies for apptin in MTDC grids, have
been developed and analyzed. The associated controlfersstdady-state and dynamic
enhancement in the handling of relatively stiff- or consgaower controlled VSC stations
connected to the grid, compared to conventional contsoller

1.3 Structure of the thesis

The thesis is organized into eight chapters with Chapterstri@®ng the background informa-
tion, motivation and contribution of the thesis. Chapterr@vides a theoretical base for the
understanding of the VSC-HVDC technology and presents t8€ \¢ontrol structure and its
limitations, the components of a realistic VSC-station aridrmation on the latest advances in
converter topologies. Chapter 3 functions as a generaldnottion to the concept of damping
in dynamic systems and focuses on poorly-damped conditi@ismay appear. Examples are
provided in the areas of traction, electric drives, claaditVDC and VSC-HVDC, along with
the main contributing factors to such conditions in eaclec&hapter 4 focuses on an ana-
lytical approach to the description of poorly-damped ctinds in two-terminal VSC-HVDC
systems, by means of deriving analytical eigenvalue espes that contain all the parameters
of the control and passive components of the system, as wéleanominal operating points.
As tools to accomplish this objective, the chapter intraduihe SMT method and provides an
overview of the LR iterative method. The state-space maaoteafgeneric two-terminal VSC-
HVDC transmission system is developed and its eigenvalteswalytically extracted using
the SMT and LR methods. Having investigated the analytippt@ach in stability studies, the
dynamic behavior of two-terminal VSC-HVDC transmissiorsteyns is analyzed through a
frequency-domain approach in Chapter 5. phssivityapproach and theet-dampingriterion
are utilized to explain poorly-damped conditions and oiresof instability, as well as to de-
scribe the way certain interventions to the VSC control caprove the dynamic performance

4
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of the complete system. The utilization of frequency-dantincepts in HVDC stability stud-
ies is expanded in Chapter 6, where the use of the complegrnmstof structure and control,
MMCs is considered in VSC-HVDC systems. The dc-side inpmi&dnce of the DVC-MMC
and APC-MMC are derived and used to assess the dynamic loeinafia two-terminal VSC-
HVDC system, as well as highlight the differences of the MM@ 2LC, as far as their pas-
sivity characteristics are concerned. Chapter 7 provigesmsight to MTDC grids regarding
the technologies involved, grid topologies and contratsiies. Within the context of direct-
voltage droop control in MTDC grids, the chapter introduives proposed droop-based control
methods with advantageous properties in the handling afively stiff- or constant-power con-
trolled VSC stations connected to the grid. Finally the ihesncludes with a summary of the
results achieved and plans for future work in Chapter 8.
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Chapter 2

VSC-HVDC system-operation and control

The use of VSC in HVDC applications and the analysis of theal of the associated sys-
tems require an understanding of the fundamental progeatiel functionalities of the VSC

technology. The intention of this chapter is to provide adhbst detailed background informa-
tion on VSC-HVDC systems. The main structure and comporarad/SC-HVDC system are

initially described, followed by an introduction to the @agonal principles of a VSC. Thus,

the interconnected layers of control that allow the VSC terape as a controllable voltage
source are presented. This will provide the basis for therstdnding of the dynamic behavior
of VSC-HVDC systems, as will be investigated in the follogrichapters.

2.1 Introduction to VSC-HVDC systems

The typical configuration of a two-terminal VSC-HVDC transsion link is illustrated in
Fig.[2.1, where two VSC stations connect two ac systems via taathsmission. The two ac
systems can be independent networks, isolated from eaeh ottmodes of the same ac system
where a flexible power transmission link is to be establisfiée interconnection point between
a VSC station and its adjacent ac system is called the Poi@bonfmon Coupling (PCC). The
main operating mechanism of a VSC station considers théyabfl the VSC to function as

a controllable voltage source that can create an altegnabitage of selected magnitude and
phase, allowing the exchange of a predetermined amountigéamnd reactive power between

~ To:)T:
v 1)
—= _ de.1 dc,z_ ~_| Phase
) reactor
dc-transmission
link

Phase
reactor

AC filters

AC filters

Fig. 2.1 Two-terminal VSC-HVDC transmission link. The called power is the power entering the
phase reactor with a positive direction towards the VSGostat



Chapter 2. VSC-HVDC system-operation and control

itself and the ac system. This is achieved by operating titéoss as devices that can actively
create a voltage waveform. In order to ensure that, the dcdafithe converters must maintain
a fairly stiff direct voltage. For this reason, one of the V&i@tions bears the duty of control-
ling the voltage in the dc transmission to a designated vahike the other station handles the
control of the active power flow that will be exchanged betvee two ac nodes. In parallel to
that, each station can regulate the reactive power exchaitigets interconnected ac system,
independently from the active power handling. This is a méature that the LCC-HVDC
lacks. Additionally, the presence of diodes connected trarallel with the IGBTs provides
bidirectional power capabilities to the VSC without the ciéinvert the polarity of the dc-link
voltage, unlike in LCC-HVDC, by allowing the reversal of cemt flow through the converter’s
valves. The desired power exchange in a VSC station is ingpaisthe connection point of the
phase reactor, connecting the VSC main valves to the transfpshown in Fid. Z2]1.

The dc-transmission link may consist of overhead or caljpe tyf conductors, based on the
operational characteristics of the transmission systewer common arrangement of the dc
link, used extensively in classical HVDC, is the asymmaetmimnopole, with or without metal-
lic return. In this way only one pole is energized while thiastis either a grounded conductor
or isolated ground connections at each station, respéctiver these arrangements, the tran-
sformers have to be designed for dc stresses and there igdumodancy if the single energized
pole is lost. The bipolar connection solves the redundassyed by connecting two identical
asymmetric monopole systems in parallel, in such a way Heagjtounded parts of the stations
are connected to each other and there is a positively andivelgacharged pole completing
the system. This arrangement is more costly, but if an enedgpole is lost, the VSC-HVDC
can keep operating with the remaining pole, at a reduced pmtiag. The last type of VSC
connection is the symmetric monopole, as shown in [Eig. 2fstituted by two conductors
connecting the VSC stations and operated at opposite wdiddis is achieved by splitting the
dc-side capacitor into two identical parts with a groundedigoint. In this way, the transformer
does not suffer from dc stresses and redundancy is stilleaffat 50% of the rated power.

The following sections provide a detailed overview on thg g@mponents of a VSC transmis-
sion system, the operating principles and the control sysiavolved.

2.2 Main structure of a VSC-HVDC transmission system

2.2.1 Components of a VSC-HVDC station

The complete description of a VSC-HVDC transmission systepresented in Fid. 2.2. Apart
from the switching valves, the station is comprised of a nendf other key components as
well, that are necessary for the proper operation of the exer

8
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AC PCC Lk R v l
g o et c.
rid 5 = T
g %
Transformer = Phase Valves || dc-side dc-lines
2 reactor capacitor
VSC station

Fig. 2.2 Components of a VSC-HVDC station.

AC-side transformer

A VSC station is usually connected to the ac grid via a coeveéransformer. Its main function

is to facilitate the connection of the converter to an aceystvhose voltage has a different
rated value. Furthermore, the transformer blocks the gaan of homopolar harmonics to
the main ac system, while at the same time provides galvaalation between the latter and
the VSC station.

Phase reactor

The phase reactor is one of the key components of a VSC stéisomain function is to fa-
cilitate the active and reactive power transfer betweersthaon and the rest of the ac system.
With the one side of the reactor connected to the ac systeaW8C is able to apply a fully
controlled voltage to the other side of the reactor. The niade and phase difference of the
latter, compared to the ac-system voltage will induce aroietl amount of active and reactive
power transfer over the reactor. A secondary function ofgghase reactor is to filter higher
harmonic components from the converter’'s output curredtaso limit short-circuit currents
through the valves.

AC-side filters

The voltage output of the HVDC converters is not purely sodal but contains a certain
amount of harmonics, due to the valve switching processs ¢aiises the current in the phase
reactor to also contain harmonics at the same frequengiast ftom the desired sinusoidal
component at the grid frequency. Aiming to reduce the harmoontent of the VSC voltage
output, a range of passive filters are used, connected in Sletnveen the phase reactor and
the transformer ]2, 24]. Typical examples afé @der filters, 8 order filters or notch filters, as
depicted in Fig._2I3. Depending on the converter topologlitaswitching levels, the harmonic
content of the converter output can be reduced to a levelenhernecessary ac-side filters can
be reduced in number and size or even neglected.
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0!

(@) (b)

Fig. 2.3 AC-side filters. (a)™ order filter, (b) 3¢ order filter and (c) Notch filter.

DC-side capacitor

The main function of the dc-side capacitor is to reduce thHeage ripple on the dc-side and
provide a sufficiently stable direct-voltage from whicheaftating voltage will be generated
on the ac-side of the converter. Furthermore, the capaadts as a sink for undesired high-
frequency current components that are generated by thehsmgtaction of the converter and
are injected to the dc-side. Additionally, the dc-side capaacts as a temporary energy storage
where the converters can momentarily store or absorb erlergging the power balance during
transients. The capacitor is characterized byctiqgacitor time constantefined as

2
S CchdC,N
2 Py

(2.1)

whereCy, is the capacitance,. x is the rated pole-to-pole direct voltage aRd is the rated
active power of the VSC. The time constant is equal to the hieerled to charge the capacitor
of capacitanc€’y. from zero touv,. n, by providing it with a constant amount of powgy; [45].

A time constant of 4 ms is used in [46] and 2 msiih [2].

DC-lines

The transmission of power between VSC-HVDC stations isqueréd using dc-lines. Each dc-
pole is here modeled adkmodel, with resistanc&,,., inductance.,,,. and two identical ca-
pacitors with capacitanag,,./2 each. This is depicted in Fig. 2.4. Transmission lines are no
mally described in terms of resistance/km/pglenductance/km/poleand capacitance/km/pole
c. With the length of the dc-transmission system being predich km units, the previous cable
elements are defined as

o R, = r-(transmission line lengih

Y Y Y

il il
I Cpole/2 C:poIe/2 I

Rpole I—pole
M\

Fig. 2.4 T1-model of a single pole for a dc-transmission link.
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TABLE 2.1. PHYSICAL PROPERTIES FOR MODELING DETRANSMISSION LINES
Type of dc-transmission liner (©2/km/pole) [ (mH/km/pole) ¢ (uF/km/pole)
Cable 0.0146 0.158 0.275
Overhead line 0.0178 1.415 0.0139

e L, = l-(transmission line lengdh

o (C\oe = c-(transmission line lengh

It is possible to use two different types of dc-transmiséiloes: cables or overhead lines. Cable-
poles are normally laid very close to each other and thezdfave a relatively high capacitance
and low inductance per km. On the contrary, overhead trassam line poles are located in a
relative distance from each other and as a result they hasfatavely high inductance and low
capacitance per km. The values that are going to be used préisent thesis are presented in
Table[2.1.

2.2.2 Converter topologies

Even though numerous designs for potential HYDC convedris, only a few are considered
realistic for commercial use and even less have been impitdén practice. The great majority
of all VSC-HVDC connections having been built to date [3]lbased on the two-level converter
of Fig.[2.5(@). This converter can only switch between,. /2 and—uvq./2. The produced two-
level ac-side voltage has a high harmonic content and thefugters is necessary, with losses
being high due to the high switching frequency at which tHeesare operated. Nevertheless,
the structural and operational simplicity of this conveaiows it to still be used in VSC-HVDC
applications.

A first effort towards multilevel ac voltage has been perfediby adapting the Neutral-Point-
Clamped (NPC) converter to HVDC standards. This convestprésented in Fig. 2.5(b) in its
three-phase arrangement. The converter can now switche®e lévels {-vq./2, 0 and—vq./2),

leading to lower total harmonic distortion, reduced losaed filter requirements but at the

¢ g 9 L

ﬁ] G g Te
%% L] "B oo R
W 0

Fig. 2.5 a) Two-level converter, b) Three-level Neutralfe&lamped converter.

1y

L
RS

(a)
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cost of higher mechanical complexity, increased conveiigy, challenges in balancing the dc-
side capacitors and uneven loss distribution among theesaln actively clamped topology
that solves the loss distribution problem of the NPC has leteoduced, called Active NPC
(ANPC), with the clamping diodes being replaced by traosss{3/47].

A major breakthrough in VSC-HVDC however has been providedhe introduction of the

MMC concept[[48]. Overall, the MMC resembles a two-levelwenter where the series IGBT
valve is replaced by a chain of series connected, identiwdlisolated cells each providing
fundamental voltage levels. The MMC is shown in KFig. 2J6@)mulatively, the whole chain
produces a voltage consisting of a very finely-shaped ac fewavewith a dc-offset of equal

magnitude to the direct voltage of the adjacent dc cablenttradly

+ Udc

[
N MC 1 ‘ MC 1 ‘ MC 1 ‘ 2
MCZ‘ MCZ‘ MCZ‘
arm,1 M(:: n ‘ M:C n ‘ Mé n ‘
Upper

arm
Ua
Ub
U
Lower
arm
MC 1 ‘ MC 1 ‘ MC 1 ‘
Uarm,2 MC 2 ‘ MC 2 ‘ MC 2 ‘
MC n ‘ MCn ‘ MCn ‘

(@) (b) (©

Fig. 2.6 Modular Multilevel Converter: (a) Converter topgy, (b) Voltage waveforms with half-bridge
cells and (b) Voltage waveforms with full-bridge cells.

(@) (b)

Fig. 2.7 Module cells for a Modular Multilevel Converter) tdalf-bridge cell and (b) Full-bridge cell.

the phase voltage will consist of only the alternating plarits simplest form, the MMC uses
the half bridge cell (Figl 2.7(n)) where a capacitor is eitimserted or bypassed, providing

12
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Fig. 2.9 Series hybrid with wave-shaping on the dc side.
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two possible voltage level$y,, or 0, wherel,,, is the voltage of the cell capacitor. The arm-
and phase-voltage waveforms at one leg of the converterlattegin Fig[2.6(H). Other cell
topologies can also be used, like the full bridge cell in Eg/(b), providing voltage levels
of Viap, 0 Or =V, MMC with full bridge cells, with the associated arm- and pi&aoltage
waveforms shown in Fig. 2.6(c), can produce higher mageitalternating voltage and even
break dc-faults [49] at the expense of higher IGBT numbev&réll the MMC offers very low
losses, low effective switching frequency and minimizatid ac-side filters.

A number of proposed alterations to the original MMC consdyatve been proposed and seri-
ously considered for the next generation of MMCI[49]. Theri€& hybrid with wave shaping
on the ac side”, shown in Fig. 2.8, is a combination of the texa! converter and the MMC.
The idea is that the six-bridge converter provides a twellgoltage while a series connected
chain of cells creates a complex waveform which, when sogeged to the former, results in a
fine multilevel sinusoidal waveform. The main benefit of ttmpology are the reduced switch-
ing losses since the cells of every arm need to switch andupeod sinusoidal arm voltage for
only half of the period of the fundamental.

Another proposed design is the "Series hybrid with wave sttapn the dc side”, shown in
Fig.[2.9 [50]. Each arm of the converter consists of an IGRiEs in series with a chain of
cells. The main principle of operation is that each arm ipoesible for creating only half the
sinusoidal waveform. This results in chains of cells ratedmproximately only half the total
dc-side voltage. The IGBT valves are needed to isolate thelaat is complementary to the one
connected to the ac-phase terminal at any time. Even thtvegiMC technology has only few
commissioned examples to present, the technology tremdsptmwards the domination of the
MMC form in VSC-HVDC applications, mostly due to the very ltegses that can be achieved
and the possibility to suppress dc-faults if full-bridgésare used.

2.3 VSC control

The dominant method in the control of VSC in various appiaa is the vector control. Having
been widely applied in machine drives for the control of V&@ren electrical machines, the
vector control is also highly applied in VSC-HVDC appli@ats, as mentioned in [51]. The
main idea of the vector control involves the representaticathree-phase alternating quantity
of the ac system by a single vector. If this vector is obsefv@th the perspective of a rotating
dg-frame that tracks the movement of the vector, the latter beagharacterized by dc-type of
properties. The resulting vector can then be controlled shmalar manner as the voltage and
current of a dc system, and finally restored to its three-platernating representation to be
applied to the ac system.

The typical structure of a VSC-HVDC control system for a cemer without internal dynam-
ics, e.g. the two-level converter, is illustrated in Figl@.Its backbone is the Vector Current
Controller. This control structure receives as inputs tiieents references™ andif*, with a
role of producing a pair of voltage referenc® andv?*. These are transformed into three-phase
quantities and provided as modulating signals to the PWMIhlehich will generate appropri-
ate firing signals for the VSC valves. The modulating voltagmal to the PWM is internally

14
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Grid impedance in
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Fig. 2.10 VSC control system

normalized by the value of the direct voltage of the dc-s@gecitor in the VSC.

A Phase-Locked Loop (PLL) is used to synchronizedipeotating frame of the converter to the
rotating vecton_)éo‘ﬁ) vector inas-coordinates, providing a reliable reference frame for @y
to-dq anddg-to-abc transformations. A number of outer controllers are impletad in order
to control other quantities such as the direct voltage ofdtiside capacitor, the active and
reactive power transfer, and the magnitude of the altargatoltagev,. As already mentioned
in Sectior 2,11, the desired active and reactive power exgehamthe VSC station is imposed at
the connection point of the phase reactor, connecting theé Main valves to the transformer,
shown in Fig[ 2.1l0. This is the power entering the phaseoeadth a positive direction towards
the VSC valves, corresponding # and (),. Considering a voltage-orientety frame, the
active-power controller operates by controlling the cotmeferencef*. The same applies for
the direct-voltage controller because the energy stordélderdc-side capacitor (and therefore
its voltage) is controlled by active power injected to it g tVSC. This means that* can be
used for the direct-voltage control as well. The refereiitées thus used either for active-power
or direct-current control. The reactive power is contmll®y i{*, and since the magnitude of
the alternating voltage, is related to the amount of reactive-power transfer by th€ e
reference” is used either for reactive power or alternating voltagetrn

In this section, the different control blocks that comptise complete VSC control system are
individually presented. Observe that the use of boldfaexpressions denotes complex space
vectors, whereas the overline notation "(overline)” dessa real space vector.
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2.3.1 \Vector Current Control

The Vector Current Control, which will be referred to simply Current Control (CC) hence-
forth, finds itself at the core of the VSC-control scheme. €idering the equivalent process
representing the VSC in Fig._2]11, if Kirchhoff’s voltagei@\VL) is applied across the phase
reactor, the following combined description of differehtequations can be obtained for the

three phases
d .(abc)

(abc) _  (abc) __ (abc)
Uy v = [~ o +R (2.2)

By applying Clarke’s transformation (described in the Apghe), (2.2) can be expressed in the
fixed a5-coordinate system as

dzg ah)
dt

o0 — 500 = [, 4 Ry (2.3)

A further step is to apply the Park transformation (see AppenThe PLL of the VSC is
synchronized with the voltage vect@é"q). The considered voltage and current vectors can then
be expressed as

DlP) = pl19) it (2.4)
@éaﬁ) — @édQ)eﬂgg (25)
gaﬂ) _(d‘J) eng (26)

Equation[(2.B) can thus be transformed into

(e
@édq)eﬂ?g _ ,l—)édq)eﬂg =L 7y Rﬂ'ﬁ 9 il —

dt
A , A0,  a A "<dq) i)
DédQ)ejeg — o\ ed% — jd—tgsz'ﬁ Deifs 4 [ et d + R¢ Z( 9 0ils
. . ae o i\ i)
oyl — ol = juy Lii" Vel + L' —— + Riiy"e (2.7)
L. FZ} + JQQ R: + JQC Pdc,m Pdc
Grid impedance — — — —
P — i e
Use— 2(s) f —T>—e:s+'” :
a8 o L - ——
< Converter
Fig. 2.11 Equivalent model of the VSC.
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wherew, is the angular frequency of thé-rotating frame. Usually, the variations in, ()
are very small over time and,(¢) can then be replaced by a constant valueofUnder this
condition and eliminating the terni®:, (2.7) can be re-written as

diy™”
dt
which can be expanded to its real and imaginary part as

L; = —Rﬁﬁd — ngsz( 9 4 ’Dédq) — gl (2.8)

C

Li— at = —Rf’i? -+ ngfi(f] -+ ’Ug — Ug (29)
dz :q d q q
Li— p7i = — Rty — weLgiy + vg — U (2.10)

These are two cross-coupled first-order subsystems, watlrttss-coupling being initiated by
the termsw, Lsif andw, Lyif.

The complex powes, can be decomposed into the active and reactive power asvfollo
Sy = Gé %) [ (dqq = (Ug +jvg) (z? —ji?) = S, = (U if + quf) +J (quf — Udz?) =

P, =v zf + viif (2.11)
Qs =0 zf — Udz‘f] (2.12)

Considering that the PLL performs the synchronization ynahg thed-axis of thedqg-rotating
frame to the vector)édq), theg-component of the latter will be zero in steady-state, thus

041 = (2.13)

Applying (2.13) to[(2.111) and (2.12) gives
P, = vif (2.14)
Qy = —vlif (2.15)

which means that the active power can be controlled viadtitemponent of the current,
while the reactive power with the component of the current]. If the two currents can be
controlled independently, the VSC could have an independed decoupled control of the
active and reactive power.

Regarding the active-power balance at the two sides of tivevaf the VSC (as reactive power
does not propagate to the dc-side) and assuming that tresloaghe valves are negligible, the
following relation applies

P. = Pycjn = Real{v(dq [ dq)] } = Vaelin = Ufi? + vdif = vaciac =

q
i = veif + vgif (2.16)

Udc
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which is the direct current propagating to the dc side of tl8&CYas shown in Fig, 2.11. In
steady-state, the curreit becomes equal 1Q., assuming a lossless dc capacitor and neglecting
harmonics due to switching.

Observing((Z.B)E(Z2.10), the only manner in which the VSCaiect the dynamics of the reactor
current and attempt to set it to a desired referé’ﬁ’@g, is by changing its output voltagédQ)

accordingly. Therefore a control law must be applied primgca referencen’”*, which the
VSC will apply with ideally no delay.
Equation[(2.B) can be transformed in the Laplace domain as

sL¢iy = —Ryip — ngLfif + vy — U, (217)

where the bold font indicates the Laplace transformatics @drrespondingg-coordinate vec-
tor. If the current;; and the voltage, are perfectly measured, the following control law is
suggested i [52], which eliminates the cross-couplindiefdurrentig-components and com-
pensates for the disturbance causedpy

vy = —F(s) (if —if) — jwgLsif + v, (2.18)

where, F'(s) is the controller transfer function applied to the currerroe If the controller
computational delay and the PWM switching are modeled aslay dane T, thenv, =
e—*Tay*, [53]. However, for simplification purposes, the delay tio@® be neglected and then
v, = v}. Under this condition and if' (s) is equated to a PI controller with proportional gain
K, .« = ac..L¢ and integral gair, .. = a.. Rz, then substitutind (2.18) il (2.117) yields

a
. ok cc
if = Ge.if =

it (2.19)

S+ Qe
indicating that the closed-loop current control can be slags a first-order low-pass filter with
bandwidtha... The block diagram of the complete CC based on relafion J2si@rovided in
Fig.[2.12. Several improvements can be implemented in theue@ as

¢ anti-windup functionalities in case of voltage saturation
e active damping capabilities to reject undesired distucban
o filtering of signals before they are fed-forward into the ttohprocess.

d
UQ

l—

Pl —— o

COgLf

O
B -
E nglLf )

Fig. 2.12 Current Controller of the VSC.

18



2.3. VSC control

a i

Fig. 2.13 Decomposition of the voltage vecﬁéf“ﬁ )into the convertetlq frame and the idealq frame.

2.3.2 Phase-Locked Loop

The duty of the PLL in the VSC control structure is to estimthte angle of rotatiod, of the
measured voltage vect@é"ﬂ). Fig.[2.13 shows*)éaﬁ ), along with thea3-stationary frame, the
ideally alignedd;q; frame (rotating with angular speeg and anglg),) and the convertedq-
rotating frame (rotating with angular spegdand an angl@g). The latter is the frame that is
in the knowledge of the PLL, which tries to position it so thia d-axis is aligned with the
rotating vector.

As it can be seen, as long as the PLUg frame is positioned aég and is still not prop-
erly aligned with@é”‘ﬁ), the dg-decomposition of the vector is going to result in a non-zero
g-componentd. The PLL must thus increase or decreagespeed (and thué‘g) until the cal-
culatedv? becomes equal to zero. This means that from a control peiepethe termv? can

be used as an error signal, which when fed to a Pl controlléiewd to the creation of such
an w, andég that eventually will set{ to zero. The structure of the adopted PLL is depicted

in Fig.[2.13. The voltage!"* is transformed intw{"”’ and using the PLL's estimatiofy,,
calculates‘)édq). Based on the "error! (normalized byUg,o), the PLL's PI controller outputs a
correction signalAw, which is added to a constant pre-estimation of the vecémgailar speed
wg,0- This provides the converter angular spegénd is integrated to produce the updated ver-
sion ofég, which is fed back to thev3-to-dg block and produces the newf. In steady-state,
&, andé, become equal tw, andé,, respectively. The gaink’, ,; and K, ,;; are selected as
suggested ir [54] as

Kppn = 2apn, Kipn = CLEH (2.20)
Ud wfm
—(aB) g
(abc) |abg Ug .
[V of 1 Aw a 1 R
g d - R 9 1 R
aﬁ q Ug U:O PI > s Hg

Fig. 2.14 Block diagram of PLL.
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In [55], a bandwidthu,,, for the closed-loop system of 5 Hz is selected and in [56] geaof 3
to 5 Hz is mentioned as typical bandwidth for grid-conneetpplications. In this thesis,,, is
selected to be 5 Hz (provided to the controller in rad/s Yinits

2.3.3 Direct-Voltage Control

The portion of the complete VSC model that describes themyesof the Direct-Voltage Con-
troller (DVC) is presented in Fig. 2.15. The energy storethmdc capacito€’y. of the DVC-
VSC is C4.W/2, with the valuelV = v3, being proportional to the energy of that capacitor.
The dynamics of the dc capacitor become

1, dW

—Cae—— = Picin — Pyc 2.21

2 d dt dc, d; ( )
The DVC can be a simple PI controlléi(s) with proportional gain/, and integral gairfs;.
The output of the controller is a referengg. Assuming no losses on the phase reactor (neglect
Ry¢) and a lossless converter, we have

Pg ~ PC ~ Pdc,in (222)

Therefore,P, can be considered as the power that is drawn from the ac gddl@ectly in-
jected to the dc-side capacitor to keep it charged, as inZEig(a). From a control point of
view, Py represents a disturbance. Therefore a dc-power feedfdrieam can be added to
cancel its effect in the closed-loop system. Consequehtly) can be represented solely by
K, still maintaining a zero state error under ideal condgift]. The incomplete knowledge
on the properties of all the converter's components and tia&aidable existence of losses in
the system, requir&l; to be maintained, providing a trimming action and removitegdy-state
errors. In the present analysis however, these issues giectexl and;=0. The expression of
the DVC can then be written as

Pr=F(s)W =W)+P=K,W"—W)+ P =

g
Py =K, (W*=W)+ H(s) Pac (2.23)

whereWW* is the reference "energy” stored in the capacifé(s) is the transfer function of a
low-pass filtera; /(s + a¢) having bandwidthu;, and P; represents the power-feedforward term
of the DVC, equal to the filtered value &f... Given [2.1#), the current referenié could then

be equal taf* = P} /vg, whereu{ could optionally be filtered as well through a low-pass filter
of bandwidtha,, as suggested in [53].

Observe that the DVC is not controlling,.. itself but rather the square of the lattér,. If the
controller were to operate directly on the ertgff — vq., the voltage control process would be
non-linear and the small-signal closed-loop dynamics efstystem would be dependent on the
steady-state operating poind. o and, therebyy’;. (assuming that,. normally becomes equal
to the reference). This inconvenience is avoided by pramyptihe controller to alternatively
operate on the errdt/* — W [53].
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Fig. 2.15 Direct-voltage control in a VSC: (a) Power flow axdhe converter, (b) Closed-loop direct-
voltage control process with power feedforward and (c) &lewop direct-voltage control
process without power feedforward.

Assuming perfect knowledge of the grid-voltage angle andnéinitely fast current-control
loop, the requested active powE} can be immediately applied, thug = P;. Substituting

(2.23) to [2.211) and considering (2122), gives

2K,
2K, 2|H —1 " 2 H -1
WS SO 1L (O P U1 (O EE P
2Kp + SOdC 2Kp + SOdc s + CdP 2Kp + SOdC
W = ch HW*+)/;p fdec (224)

whereG,,, ¢ is the closed-loop transfer function of the direct-voltageatrol with power feed-
forward for P4.=0. If the proportional gain is selected &5 = a4Cy./2, the transfer function
Gep e 1S Now equal taag/(s + aq), Which is a first-order low-pass filter with bandwidth.
This serves as a valuable designing tool for the predictidheoclosed-loop performance of the
DVC.

It is, however, fairly common practice to use a DVC without@wer feedforward term, as
in Fig.[2.15(c). In this case, th&(s) must maintain both its proportional and integral gain to
guarantee a zero steady-state error, and the closed-lo@prdgs become
2F (s) 2

= W — Pie = Gep W™ + Yoy, ne Pac 2.25

2F (s) + sCqe 2F (s) + sCqe puff V7 Yop nit (2.29)
whereG,, »¢ IS the closed-loop transfer function of the direct-voltagatrol without power
feedforward forPy.=0. G, »+ Can no longer be equated to a first-order filter but jf = a4Cq.
andK; = a3Cy./2 [14], thenG,, .« has two real poles at= —ay.

w
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Fig. 2.16 (a) Active-Power Controller of the VSC, (b) ReaetPower Controller of the VSC and (c)
Alternating-Voltage Controller of the VSC.

2.3.4 Active-Power Control

The role of the Active-Power Controller (APC) is to set thevlof active power equal to a cer-
tain reference. The point of the VSC circuit where the agbower is measured and controlled,
is usually the connection point between the phase reactbthenac-side filters. If the consid-
ered station is in power-control mode, i.e. it is the recegvend station, the controlled power
corresponds to the powét, that enters the phase reactor towards the valves of the VBIC, w
regards to Fig_2.10. As shown in (2114), the active poweeddp only on the currerif and
the voltagevg. The latter experiences only small variations in practicd #&s contribution to
P, is considered to be constant. The active power will then berglly decided byf. Hence,
an active power controller as in Fig. 2.16(a) can be used evad?| controller is engaged to
generate the current referenie that will be supplied to the CC and finally imposed to the
phase reactor.

The Pl typically has a limitation function where the refereff* is limited to a maximum value
i¢ _equal to arated properiy. This can be the rated ac current of the converter or a vatisecl

max

to the maximum allowed valve current, both turned into arrappatedq-current quantity.

2.3.5 Reactive-Power Control

Equation [(2.15) shows that the reactive poverthat enters the phase reactor is proportional
to the voltage valueg and the current!. Consequently,), can be considered solely a function
of i{. The Pl-based Reactive-Power Controller (RPC) in Fig. @Jl6an then regulatg), to
follow a reference); by creating an appropriate currefitto be provided to the CC and finally
imposed to the phase reactor. Notice #atand(,, are added with opposite signs thepand

P, in the previous section, because of the minus sigh in{2.15).
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2.4. Summary

The RPC can have a limitation function where the refereficis limited to a maximum value

i .- Considering the previous maximum current limitatigrand a possible strategy that gives
priority to the establishment of the separately requestedcurrent, the limit of the reactive
current reference can be varied during operation by théioala

i =\ — (i)’ (2.26)

max

2.3.6 Alternating-Voltage Regulation

When the VSC is connected to a weak grid, the PCC voltage caegogated and stiffened. A
weak grid connected to the PCC has by definition a relativaaiyd grid impedance. The flow
of current between such a grid and the VSC would cause signifioltage drop across the
grid impedance and drastically change the voltage magaiitithe PCC, and thus the voltage
v, Of the phase reactor as in Fig. 2.11. Considering a mostlyditiee equivalent impedance of
the grid, if the VSC absorbs reactive power, the magnitude, @ going to decrease, with the
opposite phenomenon occurring for an injection of reagieeer from the VSC. Therefore,
since the reactive power is regulated throufha Pl controller can be used as an alternating
voltage controller, as in Fifj. 2.16c). Observe that thesiof addingv,|” and|v,| are in such

a way so that a positive err¢w,|* — |v,|, (demand for increase of voltage magnitude) should
cause a demand for negative reactive power and therefoitd/pa$'.

2.4 Summary

This chapter serves as an introduction to the concept of ®€ technology and focuses on
its application to HVDC transmission systems. The maingafta VSC-HVDC station have

been presented, followed by the presentation of alreadial@ or futuristic VSCs that can be
used in a station. A range of interlinked controllers thatqen the operation of a typical VSC

station have been presented, within the general contex¢cbw control. Added details have
been provided on the derivation and tuning of the CC and th€ DV
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Chapter 3

Poorly-damped oscillations in systems

One of the problems that can generally be observed in dynsystems is the potential occur-
rence of poorly-damped oscillations following disturbascThis is of great concern for HVDC
applications, where the ratings and complexity level dasnstrict avoidance of such events.
The introduction of VSC technology has offered advancedrodability in the applications
that use it, but has also influenced their dynamic performard therefore their ability to
damp potentially hazardous oscillations.

The intention of this chapter is to develop a background oorlgedamped oscillations that
may occur in systems and in particular those encompassii8DC. A general description
of the concept of damping in systems is provided, followedHhsy influence of the VSC and
constant power loads in the system. This is followed by exasyplescription and possible ways
to mitigate poorly-damped oscillations in the areas ofttoag drives, LCC-HVDC and VSC-
HVDC. Finally, simulations scenarios illustrate the oceunce of poor damping and instability
in a two-terminal VSC-HVDC system.

3.1 Damping of systems

Most systems in nature can be well-represented B ar@er system, generically described as

_ n(s)
Gls) = 52 + 2Cwys + w2 (3-1)

wheren(s) is a polynomial of a maximum order of two. In this case, therabgeristic poly-
nomial of the system ig(s) = s? + 2Cwys + w?, wherew, is thenatural frequencyand( is

the damping factor The natural frequency, determines the speed of the response while the
damping factot determines the degree of overshootin a step response, las\ilet maximum
amplification from input to output. If

e ( > 1the characteristic polynomial factorizes into two realgsl

e ( = 1 gives two equal real poles (critical damping);
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Chapter 3. Poorly-damped oscillations in systems

Wn
(O8]

A

Fig. 3.1 Complex conjugate pole pair of #drder system.

e 0 < ¢ < 1 gives a pair of complex conjugate poles (damped oscillajion

e ( = 0 gives a pair of complex conjugate poles on the imaginary@idise s—plane (pure
oscillations without damping);

e ( < 0response unstable.

A pair of complex conjugate pole pair is plotted in theplane as in Fid. 3]1.

The poles can be written in Cartesian formeas jwq or in polar formw, 26, wherewy is the
damped natural frequency he following relationships hold

¢ =cost
a = wycost = wy( (3.2)

Wq = wysinf = wy/1 — 2

In a strict sense, poles havigdess than 0.707 (ot > 45°) are considered to have a response
which is too oscillatory and are characterizegpasrly-dampedgoles. Conversely, values ¢f
greater than 0.707 (& < 45°) indicate a behavior with sufficient damping of any oscdfgt
components and the corresponding poles are addresseavilatampedoles. The damping
factor( is also regarded as tlimmpingof the system.

In a multi-pole system, any complex conjugate pole pairsheadefined by (3]2), with the poles
being characterized by their individual damping factorwdwger, the definition of a universal
damping in a multi-pole system cannot be given since all tiegpcontribute to the final re-
sponse. Nevertheless, poorly-damped complex conjugéts pee not desirable in a multi-pole
system and could be responsible for poorly-damped osottist If their damping becomes very
small, approaching zero, the concerned pole pair couldrhedbe closest to the imaginary
axis among all the poles of the system; thus becordomginantpoles and their poorly-damped
behavior then dominating the complete system response.
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3.2. DC-side oscillations in industrial systems
3.2 DC-side oscillations in industrial systems

The introduction of power electronic converters in powesteyns has offered a breakthrough in
the controllability and stability impact of systems. Inriuthis has led to an increased possibil-
ity of interactions between the system components. Comesely potential resonances might
appear that, if become poorly damped, can degrade theieffetamping of the system and
increase the risk of instability. Areas where related peotd may or have already appeared are
presented in this section.

3.2.1 Effect of Constant Power Loads

The concept of a Constant Power Load (CPL) in power electrapplications can be identified
in the example of a drive system that is controlled to exckarg constant amount of power
with a system e.g. a motor or a grid. This can be viewed in[E@(a3 where an inverter is fed
from a dc source through a filtering stagg.andL; also include possible line impedances. The
converter is in turn providing powe?;, to a load, which is in this case set constant.

P
i. R L i R L ic

SrTe

(@) (b)
Ais R Ly

X Avs G T XAuf Req

(€)

Fig. 3.2 CPL load and modeling. (a) Full-model descriptifl), Equivalent current-source model, (c)
Linearized model.

If the losses in the converter are disregarded, the load pcavebe assumed equal to the dc-link
power as
P, = vyi, (3.3)

and the whole drive can then be modeled as a simple contraliednt-source. = PL/Uf. The
equivalent circuit can be seen in FHig. 3.2(b). The behavidhis system can then be analyzed
with the hypothesis of a small variation around the nomirgdrating point. Linearizing the
capacitor dynamics around the operating point of load paierand capacitor voltage:
gives

dvg dAv dAv

. . . . P,
—_— = e — == A . A c — A s A
C; o is — 1. = Cf o 1g 1. = Ct 7 ) (Uf ) =
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Chapter 3. Poorly-damped oscillations in systems

W00 _ pj, 4 T pgy (3.4)

C
Tt Ui

The fact thatAi. = —fTLAUf dictates that the small signal impedance of the converter is
f,0

2
Awvg Ut
Ai, P

Dy = = Req <0 (3.5)
implying that for small variations around the steady-stadeninal point, the drive acts as a
negative resistanck.,, when power is provided to the load. Taking into account ihedrized
line dynamics
dis , dAig

Lfa = Vg — U — ZSRf = Lf i
the linearized model of the complete system can be seen if8FAfg), with the presence of the
negative resistanck.,. The state-space model of the system becomes

= AUS - AUf - RfAiS (36)

. R _ 1 . 1
d AZS Ly L¢ AZS I:
£ - Av, 3.7
dt [ Avg :| [ C% % Avs * 0 v ( )

From the Routh theorem, the stability conditions[of (3.8 ar

Vi | p 38
?L > Iy (3.8)
Ry B,
— 3.9
Lf - 'Uf%OCf ( )

Usually, condition[(3.8) is satisfied but the same does naayd apply in[(3.9). Additionally,

in many common applications, the parameters of the systerawah that the two eigenvalues

of [3.7) are a pair of complex-conjugate poles with a reat pfar
R P,

Relo = =5 T2,

(3.10)

It is the evident that for fixed passive components, an irsg@ateady-state power transfer
P, brings the complex poles closer to the imaginary axis amdedeses their damping, with a

possibility of crossing to the Right-Hand s-Plane (RHP) badoming unstable. Consequently,
the use of converters in a system that operate as CPL caadd#tystoncerns and are mainly

responsible for poorly-damped oscillations.

3.2.2 Traction and industrial systems

A typical and well-documented field where dc-side resonsiacel poorly-damped conditions
are recorded, is electrified traction. The most common eame electrical locomotives as
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Fig. 3.3 Rail vehicle with its main electrical components

the one presented in Fig. 8.3, which shows a motorized waggbwith alternating voltage. On-
board the wagon there is a single-phase transformer cagthech rectifier (which can be active
or non-controllable) that charges the dc-link. A motoresidverter is providing the necessary
power to an ac-machine, which serves as the prime mover atéigen. The single-phase al-
ternating voltage provided to the wagon is typically a 15 k&,2/3 Hz supply (in the Swedish,
Norwegian, German, Austrian and Swiss systems) and isextdst rotary synchronous- syn-
chronous frequency converters, as well as static congerfdre former are discrete motor-
generator sets, consisting of one single-phase 16 2/3 Hzhsymous generator that is driven
directly by a three-phase 50 Hz, which in turn is fed from thee¢-phase public distribution
medium voltage supply. Danielsen in [4], investigates ttopprties of such systems in the Nor-
wegian and Swedish railway. It was found that for the ingeged system, a low-frequency
(1.6 Hz) poorly-damped mode can be excited when a low-frecueigenmode of the mechan-
ical dynamics of the rotary converter is close to the low lveidth of the direct-voltage control
loop used in the wagon'’s active rectifier. This led to a poddynped resonance on the dc-link
voltage.

It is however often that traction drives are directly sup@lwith direct voltage. In this case,
the internal electrifying system of the wagons is as in [Eid. 3wo types of resonances can be
excited in such systems, as documented!in [5]. Figure 3sh@)ys that the RLC circuit created
by the dc-filter of the inverter and the impedance of the trassion lines between the wagon
and the remote substation, may create a resonance at aldrgiguency. Another problem may
occur on the wagon itself, if it is using multiple invertessgower multiple wheels. As shown
in Fig.[3.4(b), the filters of different converters are fednfrthe same dc-link, causing closed
resonant circuits to appeatr.

A common way in which such resonances are treated in tracity using active-damping
control [5,/57]. Figuré_3J5 shows an inverter, connected thract voltage source; via an
RLC filter, feeding a 3-phase motor. The converter is assum@dovide constant power,
to the ac-motor. As shown in Sectidn (3]2.1), this systemth@scomplex-conjugate poles,
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Fig. 3.4 System of traction drives considering resonandaepof filter. () Resonance between substation
and traction drive (b) Resonance between multiple traadibres located on the same cart.

which can be poorly damped. The idea of active-damping obimtiplies that when a resonating
imbalance is measured on capacityr an alternating currerif,,,,, of the same frequency and
with a selected phase is injected to the capacitor, reduti@dluctuations of its charge. The
active-damping control involves the filtering af through a low-pass filteF'(s) = a;/(s + a¢),
with bandwidtha¢, producing the signat.;. The constanfs transforms the dc-sid&,., into

a dg-frame quantity. According to the arrangement of Eigl Zhg, system can be described by
the circuit in Fig[ 3.6(a), where the converter is replacga fwurrent source. The dynamics at

the dc-capacitor are

de o . de . Pout . de o Pout Uf — Vet
Odc dt =15 e = C1dc dt =1 ( U + Zdamp) = Odc dt =15 U Rdamp
dAve 1 . P 1 1
= —Adq Avp — ———A — A, 3.11
dt Odc b C1chf27() v Ochdamp e C1dc}%daurnp Vet ( )
The dynamics on the filter are
di , dAi, 1 1 Rie . .
Lyc— = vy — iRy = —Avg + —Av; — —Aig 3.12
de” 7 Vs + vp — i Rge = 7 I s + " i Lu ) ( )
and on the filter y IA
Ve Ve
dtf = ar (Uf — Ucf) = i f = a,fA'Uf — a,fA'UCf (313)
3~M

Y 1 Idamp
e G 13

Low-pass cf

filter

DC- filter

Fig. 3.5 Active damping controller
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3.2. DC-side oscillations in industrial systems

The state space representation of this system is

. _ Ry 1 1 . 1
d AZS %dc P de 1 Lfc AZS L_dc
— out _
% AUf - Cdc CchfQ’o CVdCB)«damp Cchdamp AUf + O AUS (3. 14)

The visualization of[(3.11) and (3112) as an electricaluitrcan be seen in Fi§. 3.6(b), where
R, is the negative resistance due to constant ledd, /vﬁo. As it can be seen, the active-
damping control has added a virtual resistance of valyg,, in the circuit, which if chosen
large enough can not only cancel the negative resistagebut also provide a sufficiently
positive resistance to the system, damping currents thataaused by a fluctuatinlyv, and
without adding actual losses. In this wayy; can be minimized, meaning that the voltage pf
of the dc-link of the converter can be almost immune to fluidtunes of the feeding voltage..

In terms of eigenvalues, the state matrixin (3.14) has ap@lalin the far left of the Left-Hand
s-Plane (LHP) and two complex conjugate poles. These havesathe same frequency as the
poles of the system without active-damping, but their real pas become much more negative,
implying that their damping has increased.

This type of active damping control is used extensively tmgalc-side resonances and poorly-
damped poles not only in traction, but in any applicatiorhvabntrolled VSC converters con-
nected to a dc-link. A relevant damping control method fqumession of resonances in DC
power networks is presented [n [58], while a more elaboratelmear control strategy to mit-
igate negative-impedance instability issues in diredtage fed induction machines is investi-
gated in[6]. A virtual-resistance based method is presemd?7] where the rectifier-inverter
drives equipped with small (film) dc-link capacitors may aiexctive stabilization. The im-
pact of limited bandwidth and switching frequency in thearter-motor current control loop
is considered as well. A different concept of introducingirzal capacitor parallel to the ac-
tual dc-capacitor of the inverter is introduced inl[59], siaug a similar effect as the virtual
resistance-based active damping.

The use of active filtering is another well-known method véltge applicability. Tanaka et. al
in [18] consider large-capacity rectifier-inverter sysgesuch as in rapid-transit railways, with
single or multiple inverters connected to a single rectifieough dc-transmission lines. The
active method proposed is shown in Hig.]3.7, where a smitireoltage source single-phase
PWM converter is connected in series to the dc-capaciigrthrough a matching transformer.
This acts as a damping to the dc-capacitor curigntWithin this context, a variation of the

i. R L i Alg M
‘[—|— ‘1)5 Cfﬂvf @ é‘ms Cfﬂmf %Req %Rdamp @-&thUa

(@) (b)

Fig. 3.6 (a) Current-source equivalent circuit of the ingernd filter system (b) Linearized model of
the system with the active-damping control.
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Fig. 3.7 Active filtering in Rectifier-Inverter systems

depicted active filter is presented in the same publicatiah the PWM converter using the
power of the capacitafy.; to operate in a regenerative manner.

3.2.3 LCC-HVDC

The origin and nature of the dc-side resonances in LCC-HMi3tailations varies greatly com-
pared to the dc-side resonances of VSC-HVDC systems or @éndc networks with VSC
converters. The ac- and dc-side of a thyristor convertenatelecoupled as in a VSC, due to
the non-linear switching action of the thyristor convetteat causes a frequency transforma-
tion of voltages and currents between the two sides. Thigigecy transformation is important
when analyzing dc-resonances for two reasons [10]. Fisstigitation sources of a certain fre-
guency on the ac side drive oscillations at different frexpies on the dc side. Secondly, the
impedances involved are at different frequencies at thendala side. The thyristor converter
acts as a modulator of dc-side oscillations when transfogrtihem to the ac-side. If the car-
rier frequencyy. is the fundamental frequency of the commutating voltagethadnodulation
frequencyf,, is that of the dc-side oscillation, then new side-band fesmies atf. + f,, are
generated in the ac-phase currents. Ac-side voltagesxbiae ec-oscillations can be attributed
to system disturbances or by harmonic sources in the acenet&xamples are

1. initial transformer energization with an inrush of maggegion inrush current;
2. transformer saturation;

3. single-line to ground faults near the converter resglim unbalanced phase voltages
which generate second order dc-side harmonics;

4. persistent commutation failures generate fundamerggliency dc-oscillations.

On the dc-side, the harmonic voltages superimposed on thetdioltage produce harmonic
currents that enter the dc line. The amplitude of these digpen the inductance of the nor-
mally large smoothing reactor and the impedance of dc4ilt€hese harmonic currents may,
for instance, induce interference in telephone lines, as&lproximity to the dc lines. This has
been a major concern in LCC-HVDC installations, with stapecifications from the network
operators on mitigating actions. As a results, an increpseskence of dc-side filters is required,
whose only function is to reduce harmonic currents.
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3.2. DC-side oscillations in industrial systems

Traditional passive dc-side filters have been the norm fargjdout their large size and cost has
led to the consideration of active filtering. An early mentigg of the concept in LCC is being
made in[11], where active filtering similar to the one in [3dl is described. Possible locations
of implementation within the dc-circuit are discussed armr@of of concept is demonstrated
with the actual installation in the Konti-Skan dc-link aethindome converter Station, Sweden.
More information on actual concepts and applications isgméd in[[12] where the interaction
between multiple active filters of a dc-link is discussedatiag that long transmission lines
weaken the coupling between the active filters so that iotieras among them do not disturb
the harmonic control. Aspects in the specification and aesfgic-side filtering (both passive
and active) in multiterminal LCC-HVDC, are presented in][43ggesting that active filters are
ideal. Changes in the dc-grid topology can alter the pasitibdc-resonances and an adaptive
control of the active filters can keep tracking them.

3.2.4 VSC-HVDC

The problem of dc-side resonances can also appear in VSCEHWRs. A typical two-terminal
VSC-HVDC system is depicted in Fig._3.8 where each of thestr@asion poles has been re-
placed with its equivaleri-section, as seen earlier in Chapter 2. A first observatitimasthe
dc-link is effectively a closed RLC resonant-circuit. Ietlsonverter capacitors are considered
equal,Cye1 = Cyea = Ceonv, the resonant frequency of the circuit will be

1
Wres = (3.15)

\/Lpole (Cconv + %)

When power is imported from the rectifier-side and exportedifthe inverter-side, the trans-
mission link is naturally unstable as will be investigatatel in Sections (413). The rectifier
station is operating in DVC-mode with a certain controllpead, stabilizing the transmission
link and bringing a power balance. The interaction betwé&endynamics of the DVC and the

Power flow direction

Cable pole

ICpoleJZ Cpole/ZI
T e e T
Rectifier — Inverter
_— — - T T~ - L
_":}_ Cae ¢ _ B Resonance loop /) e, __”:}
- s }
% Cpolel2 Cpolel2 %
L Cable pole L |

Fig. 3.8 DC-link resonance loop in a two-terminal VSC-HVD@hoection
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Chapter 3. Poorly-damped oscillations in systems

dc-link, lead to a closed-loop system whose properties atealwvays predictable. It can be

shown in Section(3]3) that the system may have poorly-ddrppées (most often those asso-
ciated with the resonant frequency of the dc-link) or everobge unstable. The contribution of

the CPL small signal deterioration of the systems stahilitgracteristics should also be taken
into account.

In [15], the authors investigate the transient stabilityaafc grid comprising of clusters of off-
shore wind-turbine converters connected through HVDOesatio a large onshore VSC inverter.
Using the traveling wave theory on long cables, it was dertnates] that choosing equal lengths
for the cluster cables was a worst case scenario in termscb$bility. A two-terminal VSC-
HVDC connection between two weak ac grids is presented idithg Power-Synchronization
control on the converters, where it was also claimed thatékistance of the dc-link plays a
destabilizing role. A poorly-damped resonance was dematest to exist and a notch filter was
used in the control strategy to reduce the dc resonant paadstigation of the dynamic stability
has also been performed in multiterminal VSC-HVDC conmeias in[[16], where the impact
of the droop setting,.., in the DVC of the stations was assessed. It was found thatailgies
of karoop COUld turn a point-to-point droop controlled connectiorstatle.

3.3 Example of dc-side oscillations in two-terminal VSC-H\DC

Instances of poorly-damped behavior and instability amalestrated in this section, with a
two-terminal VSC-HVDC system being considered the objectan testing. The objective is to
highlight the effect of the system’s properties and opagafioints on its stability. The model
of the system is identical to the one visualized in [Eigl 2.thviull switching VSC stations,
ac filters and transformers, as described in Eigl 2.2. Therids tp which the VSC stations
are connected, are considered infinitely strong and areftirerrepresented by 400 kV voltage
sources. The characteristics of the VSC stations are pedvidTablé 3.11. Regarding the ac-side
filtering, the model uses a notch filter centered at the switcfrequencyf, (since the PWM
voltage waveform inherits most of its high-frequency comgmats from the carrier wave that
oscillates atf, and forces the converter to switch at roughly the same fregein parallel
with a capacitor. The dc-transmission link is comprised @ km overhead lines. Compared
to the use of cable-type lines, as explained in Secfionp.2verhead lines normally have
much higher inductance per km (almost an order of magnituelgtgr) than cables of the same
voltage and power rating. A higher inductance in the dcdamaigsion link tends to decrease the
damping of the system. The overhead line used in this seletiva physical properties provided
in Table[2.1.

3.3.1 Poorly-damped conditions

Two cases are considered to highlight potentially poodyaged phenomena

- Case 1 The active-power controlled station imposes a steady-giawer transfer of
P,s = 0 MW. At t =1 s, the voltage reference to the DVC is increased from 640 kV
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3.3. Example of dc-side oscillations in two-terminal VSGHBIC

TABLE 3.1. RATED VALUES OF THEVSC-HVDC STATIONS

Py VSC rated power 1000 MW
Ude,N rated direct voltage 640 kV
Us N rated voltage at transformer’s ac-grid side 400 kV
Ug N rated voltage at transformer’s converter side 320 kV
SN ac side rated power 1000 MVA
X transformer leakage inductance 0.05 pu
Ly phase reactor inductance 50.0 mH (0.153 pu)
Ry phase reactor resistance 1370.1x X5)
Cle dc-side capacitor 20F
ag  bandwidth of the closed-loop direct-voltage control  30dY$40.96 pu)
ag bandwidth of the power-feedforward filter 300 rad/s (0.9% pu
e bandwidth of the closed-loop current control 3000 rad/s ()
fs switching frequency 1500 Hz
Jnoteh notch-filter frequency 1500 Hz
Citter ac-side filter capacitor BF

to 645 kV. Att = 1.5 s, the voltage reference is set back at 640 kV.

- Case 2 The active-power controlled station imposes a steady-giawer transfer of
P,« = —900 MW. Identically toCase 1 the voltage reference to the DVC is increased
from 640 kV to 645 kV at = 1 s and then set back to 640 kViat 1.5 s.

The length of the overhead-transmission line is 200 km. Fedh lof the examined cases, the
voltagevy.; at the dc-terminal of the DVC-station and the input powgrof the same station
are plotted.

Figure[3.9 shows the results for tlkase 1scenario. The response of.; to the new refe-
rencev};. seems to be sufficiently damped with only a small overshdus behavior is equally
reflected on the response Bf,. Both responses show that the excited oscillations ardiprac
cally fully damped 70 ms after the step requestjp. Regarding the same system but under
the conditions ofCase 2 the response of the same entities are presented ir_Fig. B0
simulation shows that the responsewgf, has a higher overshoot, compared to Eigl 3.9, and
features a poorly-damped oscillation. Likewise, the respoof P, is dynamically similar to
vge1- It presents a slightly higher overshoot than its countgipaFig.[3.9 (considering the ab-
solute power deviation) and suffers from a poorly-dampagillasory component of the same
frequency as iy .

This example demonstrated that operating the system urnifieredt steady-state conditions
(power transfer in this case), an identical excitation mayse significantly different dynamic
response, without changing any physical or controller patar in the process.
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646+ A =

644- -

642+ L

v dcl[kV]

640 ™

P [MW]

T
0.8 1 1.2 14 1.6 1.8 2
time [s]

Fig. 3.9 Power and voltage response of the systef@ase 1 Upper figure:wy.; (gray line) andvy;.
(black line). Lower figureP,,.

T
0.8 1 1.2 14 1.6 1.8 2
time [s]

Fig. 3.10 Power and voltage response of the syste@aise 2 Upper figurewq.; (gray line) andv;.
(black line). Lower figureP,,.

3.3.2 Unstable conditions

The length of the dc-transmission link in the previous gyste increased to 300 km and a
specific pattern of active-power reference is provided o dhtive-power controlled station,
while the direct-current controller receives a constafdrencev;. =640 kV. The sequence of
events is as follows

1. P+, =0MWuntilt =5s;

o
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3.3. Example of dc-side oscillations in two-terminal VSGHBIC

P ou MW

MW]

v dcl [k
(<))
IS
o
I

600 T T T T T T T T T T

5 5.5 6 6.5 7 7.5 8 8.5 9 9.5
time [s]

Fig. 3.11 Power and voltage response of the system in itisgatmnditions. Upper figurePy,, (black
line) and P,y (gray line). Middle figure:P,,. Lower figure:vgc;

2. Py, is linearly ramped from 0 to -500 MW until=5.5 s;

3. P;,. remains unchanged unti=6.5 s;

4. P is linearly ramped from -500 to -900 MW until=7 s and then remains constant
until ¢ =8.5s;

5. Py, is linearly ramped from -900 to -500 MW until =9 s and then remains constant

until then end of the simulation.

The response of the system can be observed in(Figl 3.11. lirsh& seconds of the simu-
lation, the system manages to follow the active-power egfee without any problems, with
the DVC performing seamlessly at all instances. Howevear aft=7 s and when the power
reaches approximately 900 MW, the system experiences altatiea of 31.74 Hz that con-
stantly increases in magnitude as evidently observed iPthand vy, responses. This oscil-
lation quickly becomes unstable but the system integrityuistained due to the existence of
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Chapter 3. Poorly-damped oscillations in systems

limiters in the control structures, limiting the inptjt at the current controllers of both VSC
stations to 1.1 pu in the examined scenario. As sit;jnever exceeds 1100 MW in magnitude
and the theoretically unstable oscillation is now contdimea bounded region. It should be
noted that even during this event, the active power comtroianages to impose the request
P>, onits ac side. Only small signs of the oscillation can beddaanP,,,.;. This is attributed to
the fact that the corrected modulation wave of the PWM precesalculated and applied only
at the switching events. For a higher switching frequeruy,ascillation is much smaller until

it disappears completely for non-switching converter ni&de
OnceP:,, is ramped to -500 MW, the system gradually goes out of inktabind becomes sta-

ble and fully operational again after t=9.4 s. This demaiss how the level of power transfer
had a fundamental impact on the dynamic stability of theesystThe instability exhibited in

the example of this section will be further investigatedha following chapter.

3.4 Summary

In this chapter, a background has been established on pogridg in dynamic systems, fo-

cusing mostly on VSC-HVDC applications. Initially, it hasdm identified that even though it
is not possible to specify the term of damping in a high-osyestem, it is acceptable to closely
identify it with the damping factor of its dominant poles, s mainly characterize the dy-

namic response of the system. Following this, it has beewsshwmw constant-power loads,
supplied by VSCs, can decrease the damping factor of congakes of the system they are
part of, leading to the potential appearance of poorly-deshgscillations. This is a commonly
experienced phenomenon in traction, where electrical mashare operated to supply con-
stant traction power. Existing control methods can impitneedamping characteristics of such
systems by means of active damping.

Furthermore, it has been shown how oscillation phenomenaeadentified in LCC-HVDC
transmission links. There, the increased harmonic comtktite dc-side voltage is inevitably
expanded to the ac side as well, as the LCC cannot decouglgatsides. Oscillations may
also be experienced in VSC-HVDC systems and resonanceflyrassociated with the charac-
teristic frequency of the dc-transmission link, could aapender specific conditions, e.g. long
transmission-line length. This has been further invetggay simulating a two-terminal VSC-
HVDC system, where a combination of long transmission liswed high power transfer gave
rise to poorly-damped resonances and even instability.

The present chapter has laid the foundations for the uratetistg of the analysis that will be
performed in the next three chapters, where the poor-dagrgharacteristics of two-terminal
VSC-HVDC transmission systems are analyzed analyticaltyia the frequency domain.
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Chapter 4

Stability in two-terminal VSC-HVDC
systems: analytical approach

The stability of a system is typically assessed by numdyiealquiring the real and imaginary
part of its poles, and tracking the trends in pole movemenhdyarametric changes of selected
system’s properties. This is a powerful tool to investighteimpact of different variables (either
system or control variables) on the system performance.gderyone flaw in this kind of ap-
proach is that it does not provide a proper understandinigeoimpact of each parameter on the
system stability. This is where the major advantage of atyaioal over the classical numerical
approach lies; by using an analytical method, the eigepgadfithe system can be expressed in
symbolic form and this provides important assistance itirggea deeper understanding on how
each single parameter impacts the stability and, more iergérthe pole movement.

This chapter focuses on the derivation of closed-form ditallyexpressions for the description
of a system'’s eigenvalues in terms of their real and imagipart. The objective is to provide a
tool in thoroughly understanding the dynamics of the systehile maintaining a desired level

of accuracy on predicting the approximate location of the@dOne method to achieve this is
the existing LR iterative algorithm, an overview of whictgisen here. Additionally, a new me-

thod for the analytical derivation of eigenvalues, addedds as the Similarity Transformation
Matrix (SMT), is proposed and its concept and applicabaity analyzed.

Since both of the examined methods utilize the state-sggoresentation of a system, the state-
space model of a two-terminal VSC-HVDC system is derivedhBoethods are applied on the
latter, in an attempt to derive the analytical expressidiits @igenvalues. The models are trans-
formed into a suitable form for use by each of the methods laadctcuracy of the analytically
derived expressions is assessed by comparing their valubasgte of the numerically derived
eigenvalues, for a wide range of parameter variation.
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Chapter 4. Stability in two-terminal VSC-HVDC systems: tiaal approach

4.1 Analytical investigation of dynamic stability

As observed earlier, a dynamic system may become poorly edrop even unstable under
certain conditions. A deeper knowledge of how a specificrpatar (or group of parameters)
appears in the eigenvalue expressions of a system, is ofiamue in understanding the mech-
anisms that govern the stability of the latter and can ben&urtised as a tool for its proper
design. Considering VSC-HVDC applications, poorly-dathpesonances between the con-
verter stations and the transmission system can appeamptint-to-point and multiterminal
configurations. An analytical description of the systenmeppln terms of damping and charac-
teristic frequency, can provide useful information on thethe control parameters, amount of
power transfer, direct-voltage level or values of passleenents can contribute to conditions
of poor-dynamic performance. The derivation of analytegbressions can therefore be used
to predict and correct the behavior of a system of future idemation or modify an existing
VSC-HVDC installation to improve its dynamic propertiesowkver, a great obstacle is that
the analytical description of the eigenvalues of a higheosystem is challenging and in many
cases impossible. Although the eigenvalues of polynomiétts a degree up to the4can be
found analytically, the resulting expressions are usuadlyy complex and uninterpretable if
the degree is greater than two. Modeling a VSC-HVDC conpaatnaintaining a good level
of complexity, can lead to a system whose order can easilyassrthe 10 order. However,
under valid approximations, the description of a two-terahivVSC-HVDC connection can be
reduced to a %-order system. Any further attempt to reduce the systendsrowould imply
the sacrifice of fundamental control components or crifieasive elements that define the dy-
namic response of the system. Other approaches, as theesw#edd in the previous chapter,
must be considered if a more detailed model of the systemeidetk

4.1.1 Cubic and Quartic equation

If it is possible to represent a system by a third order charetic polynomial, there is an
analytical way to derive the symbolic eigenvalues. The gdrierm of the cubic equation is

ar® +br* +cx +d =0 (4.1)

with @ # 0. The coefficients:, b, ¢ andd can belong to any field but most practical cases
consider them to be real (as will be the case below). Evericaduation with real coefficients
will have at least one real solutiorn, with z; and x3 being either both real or a complex-
conjugate pair.

The general formula for the analytical derivation of the &pn’s roots is, as in [60],

1 Ay
=——15b — k 1,2 4.2
Tk 3&( +ukc+ukc)7 6{ ; 73} ( )
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where

— _ —1+iV3 — —1-iV3
Uy = 17 Uz = 2 , U3 = B

O — /2t AIT44 \/§%_4A8, Ay = b% —3ac, Ay =2b* — 9abe + 27a%d

Even though[(4]2) does not appear complicated, the existehthe rootg/” within it is very
problematic if there is a complex-conjugate pair of solusiowhose real and imaginary parts
are desired to be treated separately. It is possible toalsteh expressions for complex roots
of the equation, as in_[61], but they always include complesies and arc-cosines. This is
not practical when it comes to presenting a direct relatietwben a coefficient of the cubic
equation and the final roots. Nevertheless, complex systamsarely be approximated by a
third-order characteristic polynomial, rendering theueabf [4.2) even more questionable.

As with the cubic equation in the previous section, the garferm of the quartic equation is

az* + bt + e’ +de+e=0 (4.3)

Every quartic equation with real coefficients will have: a)if real roots, b) two real roots and
a complex-conjugate root pair or, ¢) two complex-conjugatg pairs. The general formula for
the analytical derivation of the equation’s roots is, a5 |

33'172:—%—‘9:*:%\/—4512—2]?4—%

4.4
x3,4:—ﬁ+5:|:%\/—452—2p—% (4.4)
where
__ 8ac—3b? _ b>—dabe+8a%d
P="gaz > - 8a3

2_ 3
521\/—§p+§(62+%>, 0= 3 A1+\/§1 4A3

2

ANy = c? = 3bd + 12ae, Ay = 2¢3 — 9bed + 27b%e + 27ad? — T2ace

The full expansion of[(4]4) is too large to be presented, yimgl that the practical value of
such expressions is doubtful. Just as in the roots of the@duation, the existence of the root
Y within the quadratic solutions is very problematic if thésea complex-conjugate pair of
solutions, whose real and imaginary parts are desired txeci in form. Another problem
is related to the consistency of the solutiondinl(4.4). Unfuately, each of the,, =, x5 and
x4 expressions cannot consistently describe a selected tdloé @ystem while performing a
variation of the system’s coefficients. This means that évére expressions in_(4.4) present a
simple form, they are not useful in describing specific poles

4.1.2 Alternative solutions
Even if it is theoretically possible to derive the analytipales of a 3' and 4" order system, it

was shown that there are practical obstacles that preveonittaking place if the exact solu-
tions are to be described. A solution to this problem is toetlgy approximating methods that
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can provide such analytical descriptions for equivalendei®having poles that are sufficiently
close to those of the initial systems.

In [63-+65], the approximate solutions of the generalizgéevalue problem detB — A)=0 are
sought, where the matrix pench( B) is computed by the semistate equations of an electronic
circuit. The solutions are found by an extensive elimimatbthose entries id andB that are
insignificant to the computation of a selected eigenvaluél the characteristic polynomial of
the system becomes$!br 2" order. This method has been developed into the commeraill to
”"Analog Insydes” as a Mathematiapplication package for modeling, analysis and design of
analogue electronic circuits. However, this process maghays be successful and could lead
to a significant loss of information. Following a differergpoach, the poles of an analogue
circuit are calculated through the time constant matrixhef $ystem in[[66]. However, only
the first two dominant poles are computed and any other paojeiness major simplification

of the system. In[[21-23, 67], the LR iterative method is usedalculate the symbolic poles
and zeros of analogue electronic circuits, based on thaie shatrix. This involves intricate
computations which may quickly exceed the computationpabdities of a typical computer
[22]. Subsequently, the state matrix should not exdeedo in size while there should be no
more than four symbolic variables. Nevertheless, numesouplifications are still required to
produce compact final expressions. Despite these probtem$&R method appears to be the
most adequate candidate among the mentioned methodseinpdittg to analytically describe

a relatively high-order system.

4.2 Approximating methods

In this section, two major approximating methods are preskrnn an effort to establish a
foundation for the analytical investigation of the eigdmes of a VSC-HVDC system. The LR
method is described in detail with special mention to iteptaal in symbolic approximation of
eigenvalues, along with its advantages and disadvantégesther method is a newly proposed
algorithm which tries to achieve the same goal of analyijadéscribing the eigenvalues of a
dynamic system, but in a non-iterative way.

4.2.1 Similarity Matrix Transformation

TheSimilarity Matrix TransformatioiSMT) is a proposed method that is first introduced in this
thesis and aims to analytically derive the analytical eigéres of a dynamic system, which is
described in a state-space form. The entity that contalrtb@inecessary information for the
eigenvalue characterization of the system is the stateixmatrin general, a direct extraction
of analytical expressions of the eigenvalues is not poss#d stated earlier, for systems higher
than second order. However, under certain conditions wragaire matrixA to appear in a
special form, it is possible to extract the symbolic formlud eigenvalues. The concept of the
SMT relies on a proper manipulation of matéx while the latter remains in purely symbolic
form, in order to produce an equivalent matrix with the sargemvalues but whose form allows
the extraction of analytical expressions of the eigenvalue
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Eigenvalues of triangular and quasi-triangular matrices

The eigenvalues of a generic non-singular square mAtrae calculated by setting its char-
acteristic polynomiap(s) = |sI — A| equal to zero and solving in terms &f The solutions
correspond to the eigenvalues &f However as mentioned eatrlier, if the characteristic poly-
nomial contains symbolic expressions and its non-zerongajaes are more than two, it is
very challenging to derive interpretable symbolic solasiavhile for more than four non-zero
eigenvalues, it is mathematically impossible.

The determinant of a matrix that is triangular in form (ertbpper or lower triangular) equals
the product of the diagonal entries of the matrix. If magixs triangular, then the matrid -A,
whose determinant is the characteristic polynomialpfs also triangular. Consequently, the
diagonal entries oA provide the eigenvalues &. If an eigenvalue has multiplicity, it will
appearn times as a diagonal entry. Considering the previous prggpérhatrix A has strictly
real entries and is in the following triangular form (lowdanhgular in this case)

aii
a2 2 0
A = ak,k (45)
A j an—1n-1
L an,n .
its eigenvalues will be the set §fi; 1, as, ..., akk, - Gn_1n-1, Gnn} and will all be real.

If matrix A has strictly real entries, has a quasi-triangditam and is known to have pairs of
complex-conjugate eigenvalues, then for each eigenvalgg® x 2 sub-matrix will be found
along the diagonal of A. However the opposite does not appdythe existence of suchlax 2
sub-matrix does not necessarily imply the existence of gadexnaconjugate eigenvalue pair. The
existence of a non-zex 2 sub-matrix along the diagonal of a triangular matrix cqooesds
to the existence of two eigenvalues which can be either a @agonjugate eigenvalue pair or
two real eigenvalues.

Assume that matrix A has the following form

a1
a2 2 0

Ak x Ak k+1
A 7 b (4.6)
Ak+1k  Ak+1,k+1

a ; an—1n-1
an n

5 -

The eigenvalues of this matrix will be the set of real eigéues represented by all the diagonal
entries ofA (excluding those found within th2 x 2 sub-matrix) as well as the eigenvalues of
the2 x 2 sub-matrix itself. The latter two eigenvalues will be
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2 2
ar . +4a a — 203 1@ +a
k k + (k1 k+1 n \/ k.k k,k+1U0k+1,k k,kOk+1k+1 k+1,k+1

Ao = 4.7
. 5 (4.7)
If the expression under the square root is negative, i.e.

ai,k + 40y 41041k — 20k KOkt 1 k+1 T aiﬂ,kﬂ <0 (4.8)

the two solutions in[(4]7) represent a pair of complex-cgaja eigenvalues

2 2

a4+ a . \/’akk + day x410x41x — 200 kA1 k41 T ak+1,k+1‘

Ao = k,k L (4.9)

2 2

otherwise[(4.l7) represents two real poles. If quasi-diagoratrixA is known to haven pairs
of complex-conjugate eigenvalues, there willhe x 2 sub-matrices sufficing (4.8), along the
diagonal ofA.

Suggested method

In linear algebra, twa x n matricesN andN are called similar ifN=P"XNP for ann x n non-
singular matrixP. The transformation df— PINP is calledsimilarity transformatiorof matrix
N, where matrixP is the similarity transformation matri§68]. An important property of the
similarity transformation is the fact th&t maintains the same eigenvalueshasSince matrix
N has the same eigenvalueshast is theoretically possible to appropriately choose matrix
that will causeN to be triangular or quasi-triangular. If this is achievétert the eigenvalues of
N, and therefore o, can be extracted from the diagonal entrieBloHowever, formulating an
appropriate matri¥’ can be difficult and often impossible, especially if all nzgs are given
in symbolic form.

In this thesis it is desired to mainly investigate the dyrasof a two-terminal VSC-HVDC
system. As will be shown later in Sectidn (413.1), such aesystan be sufficiently simplified
to a 4" order state-space representation. Given the task of ¢ixigagymbolic eigenvalues, a
similarity transformation is supposed to be applied to gstesm’s state matrix. As such, matrix
N is equated to the latter and will bex 4 in size. The system is dynamically described by
four eigenvalues. Without replacing numerical values tofyimbolic entries of the matrix, it is
not possible to have an initial idea on the nature of thesernemues. There are three possible
cases:

1. All eigenvalues are real
2. There are two complex-conjugate eigenvalue pairs

3. There is one complex-conjugate eigenvalue pair and taelceigenvalues
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Even if the nature of the eigenvalues was known for a certagice of numerical values for
the variables of matriN, a slightly different choice of values might totally charthe nature
of the eigenvalues. This is of great concern if it is desigedhtain analytical solutions for the
eigenvalues and observe the results while sweeping thewvalficertain variables within a wide
interval. In this case, the obtained solutions may provensdstent.

To overcome this problem, it is assumed that the nature aiggenvalues is unknown. However,
as mentioned earlier, 2ax 2 sub-matrix along the diagonal of a quasi-triangular matrixs

the existence of two eigenvalues which can be either a coagaejugate eigenvalue pair or
two real eigenvalues. Therefore, all three of the previmses can be covered[if is quasi-
triangular with two blocks o2 x 2 sub-matrices along its diagonal while one of the remaining
2 x 2 blocks is filled with zeros, depending on whett\ers upper or lower triangular. For the
lower triangular case\l has the following form

11 G271 0 0

N |Lo21 2] O O (4.10)

a31 G32 | 3,3 a34
Q41 Q42 | Q43 A44

where each of the x 2 enclosed sub-matrices is related to two eigenvalues. Tk bliagonal
matrix N will have at least one zero non-diagonal block matrix, whiaplies that at least four
elements ofN should be equal to zero; this leads to four equations to hedol

A 4 x 4 similarity transformation matri¥ is used to perform the similarity transformation of
N. Its general form is

T11 T12 T13 T14

To1 T2 T2z Ta4
P = 3 (4.11)
T31 T3z T3z T34

Tg1 T2 T43 Ty4
Performing the similarity transformation df based orP gives

-1

T11 T12 T13 T4 T11 T12 T13 T4

< - To1 T2 T2z T24 To1 T2 T3 T24

N =P 'NP = 3 ‘N - 3 =
31 T32 T33 T34 31 T32 T33 T34
Tg1 X442 T43 T4 Tg1 T42 T43 T44

Y11 Y12 Y13 Yua

% Y21 Y22 Y23 Y24 Yii Yo

N = = 4.12
Y31 Y32 Y33z Yz [ Yo Yo } ( )
Ya1 Ya2 Y43 Yaa

The form of matrixN must comply with[[Z.10), therefore it is required that

y13 =0
Y13 Y4 Yy1a =0
Yo=0= =0= 4.13
2 [ Y23 Y24 } Y23 =0 ( )
Yog = 0
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Equation [(4.1B) dictates that the definition of an appraerieansformation matri® requires
the solution of four equations. However, eachyof, 114, y23 andys, IS a non-linear function
of all elements ofP which renders the solution of (4113) very cumbersome. Aolditlly, if
all sixteen elements d? are expected to be defined symbolically, a solution is theaiéy
not possible to be reached since there are four equations sollged with sixteen unknown
variables to be defined. If a solution is expected to be foanly,four entries oP are considered
to be symbolic variables while the rest must be replaced mutherical values. The more zero
entries matriXP has, the easier the task of solviiig (4.13) becomes.

Even limiting the symbolic entries d¥ to only four, does guarantee the solution[of (4.13) by
default. A random choice of the four necessary element wfll most likely lead to a large
expression oP* which, in turn, shall lead to very complex expressiong.@f y14, 23 andys,.
Consequently, it is important to ensure such a choice of@hesinP thatP* will have a simple
form.

By definition, the inverse of matrik is

1
det (P)

P! = adj (P) (4.14)

A first step of simplification is to choose sucliPdhat detP) is as simple as possible. The best
choice is to consider a triangulBrwith all the elements across its diagonal being equal to 1. In
this case, deK)=1. This leads to the expression

I T2 713 Tus
. 0 1 To3 T4
P = 0 0 T (4.15)
0 O 0 1

As stated earlier, only four of the variable entriedin (3 d&n be kept in symbolic form. Choos-
ing to equate terms,, andzs, to 0, the final form ofP and corresponding™* are

1 0 213 714
. 01 To3 T4 . I X
P=1o0 1 o0 _{0 I] (4.16)

0 0 O 1
I 0 —x13 —wy4

-1 _ 0 1 —T23 —T24 . I X

b= 00 1 0 10 I (4.17)
00 0 1

This choice has giveR andP* a convenient form, where the remaining four unknown entries
are clustered in @ x 2 block sub-matrix. This will ease further steps of the analy$he
similarity transformation oN can now be performed, utilizing (4.15) and (4.16)
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N:P—INP:[I —XHNn NwHI X}:

0 I Ny Ny 0 I
N — N3 — XNy N X — XNg; X + Nijg — XNy, _ Y Yoo (4.18)
Ny, Ny X + Nag Yo Yo '

The condition expressed bl (4113) needs to be fulfilled, the® x 2 sub-matrixY;, must
suffice the following

N1 X — XNy X + Njp — XNy, = [ Y13 Y } =0 (4.19)
Y23 Yo4
If (A.19) can be solved, resulting in an analytical defimtaf the entries 3, x14, 223 andzoy,
the eigenvalues of the system can be determined by the fioliu< 2 block matrices ofl(4.18)

Y11 - N11 - XNQl (420)

Yoo = N1 X 4 Ny, (4.21)

Each ofY,; andYy, will provide two eigenvalues in the general form bf (4.7)o¥ded that
x13, T14, T23 andxzoy have been defined analytically and matNxis maintained in symbolic
form, the previous eigenvalues will be completely anabjtexpressions.

It is important to notice that the closed form solution[ofI@)). cannot be guaranteed and even
if it is possible to be defined, the derived expressions casdbkarge that offer no practical
advantage in trying to describe the system’s eigenvaluabesiically. It is possible however to
apply simplifications which allow the approximate solutafr{4.19). In this case, variabless,

T14, T23 andxyy are still derived in analytical form but are not completetgarate, compared
to the solution provided by a numerical solution[of (4.19)awtall variables are replaced with
numerical values. The amount of deviation between the sparding approximate symbolic
matrix P and its accurate numerical counterpart defines the accofdhg analytical model.

4.2.2 The LR algorithm

The LR algorithm belongs to an extended family of relatedatgms, called "Algorithms of
decomposition type’ [69], that calculate eigenvalues agdrerectors of matrices. The two best
known members of this family are the LR a@dR algorithms|[70]. Other related, but less used,
algorithms in the same family are t&&Ralgorithm [71] and théiR algorithm [72]. The authors
in [69] develop a general convergence theory for the previlgorithms of decomposition
type, while an effort to answer to the question of how sucloitigms can be implemented in
practical problems is performed in [73].

The common principle in the attempt of all these algorithmsdlculate the eigenvalues of a
matrix A, is the use of an iterative action which bears the followiegeyic characteristics

1. Initerationm, a matrixA,, whose eigenvalues are expected to be calculated, is pobvide
as an input to the algorithm.
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2. Matrix A, is decomposed into a number of matrices of special form.

3. These matrices are used to construct a matgx; which issimilar to A, thus having
the same eigenvalues.

4. The matrices produced by the decompositiogf are appropriately created such that
A .1 approaches in form a triangular or quasi-triangular masiin [4.6) i.e. the numer-
ical value of the elements of its upper or lower triangulgsragch zero.

5. Matrix An+1 serves as the input of iteration + 1.

6. The iterations are terminated when the form of the finakrmautput A, is sufficiently
close to a triangular or quasi-triangular form. The apprate eigenvalues can then be
extracted from the diagonal elementsAof,.

7. Matrix A is the input to the first iteration of the algorithm.

LR algorithm

The LR algorithm is a major representative of the "Algorithiof decomposition type” and
was first introduced by Rutishauser [74] [75]. The main idehibd it is the application of a
form of theLU decompositiof a matrix during each iteration of the algorithm. In nuroati
analysis, LU decomposition (where "LU” stands for "Lower ") factorizes a matrix as the
product of a lower triangular matrix and an upper triangumatrix. The LU decomposition can
be regarded as the matrix form of Gaussian elimination.

The algorithm follows the typical iterative steps desadilearlier. Let am x n non-singular ma-
trix A be the subject of investigation. This matrix will serve asitftial input to the algorithm.

In the mi" repetition of the algorithm, matriA, (calculated in the previous iteration and is the
input of the current iteration) is factorized to a lower migaular matrix and an upper triangular
matrix as below

aii tet ai1n

a2 2

A, = : : =L, -U, (4.22)

Ak x

Gn—1,n—-1
1 . (nn
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4.2. Approximating methods

1 0 U2 u;;
Lm = 1 ,Um = uk7k

1i7j 1 0 Up—1,n—1

(4.23)

Notice thatL,, in (4.23) is not just a lower triangular matrix but has a umnyitdiagonal. The
formulation of theL.,,, andU,, matrix in each iteration is performed via the following aigiom

L J Un n

Initialization { L., = Identity matrix of size n }

U, =A,

fori=1,i<n—-1,i=i4+1)
for(j=i+1,j<mj=j+1)
{ (4.24)
(Rowjof U,) = (Rowjof U ) — 2 . (Row i of Uy,)

Ui, i
Uj,i

lis =

}

end
end

Ui i

As described above, during the formulationlaf and Uy, a division by the elements;; is
performed. This could cause problems if anyis equal to zero (something not uncommon in
sparse matrices). In order to avoid this issue, a partiaitimg of matrix A, must be performed
in principle, ensuring that the elements in the diagonahefinitial U, are non-zero. However,
a zero element in the diagonal does not automatically imgiyngularity. As shown in[(4.24),
a row of Uy, will appropriately update its successive row, alteringviibies and possibly turn
a zero diagonal entry into a non-zero entity; thus elimmathe problem. In practice, pivoting
matrix A so thata, ; # 0 is sufficient to avoid subsequent singularities.

Following the previous decomposition, a new mathix., is constructed such that

bia e bin

A, 1=U, L, = : bk : (4.25)
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This new matrix bears the feature of

which is a similarity transformation, proving that all tig, matrices aresimilar and have the
same eigenvalues. Therefore, in the end of every iterasibmesulting matricesA 4, retain
the same eigenvalues as the original ma#ixThe result of performing the action described
in (4.28) is that whem\ ;1 is compared ta\,,, the elements in the lower triangular portion of
A+1 have smaller values than the same elemenisin The rest of the entries ak,,,+1 have
also been altered during the transformatiomiin (4.25) batiths had no effect on the eigenvalues
which are the same as thoseAf,.

If the starting matrixA has strictly real eigenvalues then after a certain numbéetdtions
(e.g.v iterations), the resulting matriX,., has acquired the following general form.

dy s
d2,2 di,j
A= e (4.26)
small d
values n—1n-1
L dn’n .

If the elements below the diagonal are sufficiently closedm_zit is possible to extract the
approximate eigenvalues of the matrix from the diagonahelgs ofA,.; as the set ofd, 1,
do2y - ks - -+ dn—1n-1, dnn} and will all be real. If matrixA is known to have pairs of
complex-conjugate eigenvalues, then for each eigenvalgg® x 2 sub-matrix will be found
along the diagonal oA\ ,.; as below

dy
d2,2 di,j
di x i 141
Ay = dei1x g1k (4.27)
small
values

dnfl,nfl

dn,n

where the element;;, , has not necessarily been forced to approach zero. In thes ttesap-

proximate eigenvalues will bethes{ezt171,d272,...,eig({ddk’k ddk’k“ D,...,dn_m_l,
kt1k  Akg1k+1

d.n}. As mentioned in Sectio (4.2.1), the existence of sughxa sub-matrix in a resulting
A,+1 matrix does not necessarily imply the existence of a compteyugate eigenvalue pair.
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4.2. Approximating methods

The existence of a non-zefbx 2 sub-matrix along the diagonal of a quasi-triangular matrix
corresponds to the existence of two eigenvalues which caitliier a complex-conjugate eigen-
value pair or two real eigenvalues. Regardless of theirreathie eigenvalues of thisx 2 block

of A1 will be described by the general expression

dick + At x+1 N \/dik + ddy ki 1di1 x — 2di ki1 k41 + diJrLkH

Ao =
1,2 9 9

(4.28)

If the expression under the square root is positive or z€r@gj will represent two real eigen-
values. Otherwise, if the same expression is negativewthsalutions in[(4.28) represent a pair
of complex-conjugate eigenvalues. If matAxis known to have, pairs of complex-conjugate
eigenvalues, there will bg 2 x 2 sub-matrices along the diagonal &f.1, with all remaining
elements below its diagonal and outside the boundariese&thx 2 sub-matrices, being close
to zero in value.

The QR algorithm, closely related to the LR algorithm, is currgrttie most popular method
for calculating the eigenvalues of a matrix [76]. Even thotige QR algorithm converges in
much fewer iterations than the LR algorithm, the matricesived in the iterative process can
be very intricate in form, starting with the very first itamat. As a result, th&QR algorithm

is not deemed the best approach for symbolic calculatiohssksiill the best solution for the
numerical calculation of the eigenvalues of a matrix. Femthore, the main advantage of the LR
algorithm is that it only uses the actions and symbols "+”, "«” and "/” (as well as \/ for
complex eigenvalues) compared to R algorithm, which due to orthogonal transformations
during the iterations, uses more complicated expressions.

Convergence and computational issues of the LR algorithm

As an iterative process, there should be a criterion acegrth which the iterations can be
interrupted. This criterion is the proximity in value, be@n the final approximated eigenvalues
and their exact counterparts, based on a predetermineshtiicdeerrore. The convergence and
stability of the LR algorithm is investigated in [[77-+79] aslas in other sources in the literature
and depends on several factors with the most important leefpllowing

1. The sparseness of matAx An abundance of zero elements in the matrix at the beginning
of the iterations greatly reduces the amount of iterationschieve sufficiently approxi-
mated eigenvalues

2. The proximity of the eigenvalues. Clustered eigenvatasslt in a slower convergence.

3. The arrangement of the elementsAn The authors in[[21, 22, 67] suggest that a pre-
liminary ordering ofA satisfying|a; 1|>|az2|>...>|a,n| Can reduce the computational
complexity. This ordering can be achieved by changing diamelously a pair of rows be-
tween them and the same pair of columns between them. Sudtian does not alter the
eigenvalues of the matrix. This practice is however cortest [23] where the authors
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claim that a re-ordering of the diagonal elementsfoin decreasing order can lead to
supplementary iterations.

4. The threshold errar. The choice of a very small errercan lead to an increased number
of iterations.

5. The ordern of the system does not seem to affect the convergence spéeslaforithm
but significantly increasing the complexity of the entriésn@atricesA 1.

The implementation of the LR algorithm with a numerical ihpatrix A should not normally
cause computational time issues, even for large matriceseker, when symbols are intro-
duced in the entries oA, and especially wheA is fully symbolic, the computational capa-
bilities of a modern computer can be quickly overwhelmederifor small symbolic matrices
(e.g.6 x 6), achieving convergence may be impossible. It is therefeeessary to implement
techniques that can reduce the computational effort, isiptes, and lead the algorithm into a
guicker convergence.

An important information is the fact that different eigelues converge at different speeds. It
can be common that an eigenvalue converges after only atimitmber of iterations while an-
other needs considerably more (even orders of magnitud@gfuterations to achieve that. This
can cause problems because every additional iteratioreddltforithm significantly increases
the size of the entries dk,+;. If the algorithm manages to converge, the final expressabns
the eigenvalues could be prohibitively large to be of angfpeal use. In this case, a technique
is used such that, every time a diagonal elendgpbf A ., converges to a real eigenvalue of
A, a new matrixA, . 1 will be used instead, in the subsequent iterati@p.. 1 is equal to the
version ofA .1 with the k™ row andk" column removed as i (4.29), reducing the size of the
matrixto(n — 1) x (n —1).

5171 .. bl,k .. b1,n
. 6272 . .
bk .
Am+1 = ‘ bk,l s bk,kfl bk,k bk,k+1 ce bk,n ‘ (4-29)
a bk+1,k -
. bn—l,n—l
I bn,l .. bn,k .. bn,n |

bk Drkyr

bk+1,k bk+1,k+1
which converge to a complex-conjugate eigenvalue pak,athen A .1 will be replaced by

An +1. The latter is equal td ,+; whosek andk + 1 rows and columns have been removed as
in (4.30), reducing the size of the matrix({te — 2) x (n — 2).

Similarly, if a2 x 2 block matrix[ } on the diagonal oA .1 has eigenvalues
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b1 b1 x b1 k41 bin
- bk—l,k bk—1,k+1
A o bk,l bk‘,k}—l bk,k bk,k—}—l bk,k+2 bk,n (4 30)
m+1 — .
biy1,1 birik—1 | Oki ke Okgihgr | Ongihyo bit1,n
bitok  brt2kt1
bn,l bn,k bn,k-{—l bn,n

Nevertheless, the expressidng (for the real eigenvalue case) @g ([

bi x

bk k+1
birik bkttt

(for the complex-conjugate eigenvalue pair case), are reserved as the approximations of
their respective eigenvalues while the algorithm continterating using thé\ , + ; matrix.

Another technique to reduce the computational cost andizleeo$ the final expressions of the
approximated eigenvalues is the elimination of terms withe matrices during every iteration.
There is a possibility that certain terms in some entrieg{en complete entries) of matric&s
A, L, andUp,, may have insignificant effect on the final convergence of therevalues and
can thus be replaced by zero. This has to be checked at essiion by replacing all symbols
with their numerical values, apart from the selected ternichvins set to 0, and executing an
intermediate numerical LR algorithm [21]. If the algoritreonverges, then the selected term
can be eliminated and the symbolic execution of the LR canmes It is possible that only
certain eigenvalues & are desired to be approximated. In this case the previousad&an
be applied with regard to only those selected eigenvalues.

A final technique is derived from experimental results. fgassible that in the case of complex-
conjugate eigenvalues, either the real or the imaginary gfathe approximated eigenvalue
expressions seem to converge at a different speed. The Xim&ssion of these eigenvalues can
then be formed by the combination of the real and imaginary g¢pgressions at the iteration
where each of them converged. This does not affect the dwgreéd of the algorithm but can
reduce the size of the final approximated eigenvalues.

4.3 Application of approximating methods on a two-terminal
VSC-HVDC system

In a two-terminal VSC-HVDC link, at least one of the conversgations controls the direct
voltage, while the other station has the duty to control tt&va power. Consequently, the active
power is automatically balanced between the two convetd¢ioas. This balancing is achieved
by the action of the local control system of the DVC-convetiging to stabilize the naturally

unstable dc-transmission link. The properties of the tafeect the design of the control. As
described in[14], the RHP pole of a process, described birainsfer functionG4(s), imposes

a fundamental lower limit on the speed of response of therabbait The closed-loop system of
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the direct-voltage control has to achieve a bandwidth ghiaigher than the location of the RHP
pole of G4(s) to stabilize the process. It is thus useful to know in depéhdymamics of the dc-
transmission link and then proceed into describing the oyos of the complete VSC-HVDC
link.

4.3.1 Investigated system

The system under consideration is a two-terminal symnatnmnopole VSC-HVDC link, as
in Fig.[4.1(a). The connection is comprised of two VSC statjcas well as ac- and dc-side
components. Assuming a strong ac grid, the arrangemenistiogsof the ac grid, the trans-
former and the ac-harmonic filters is represented by a welsagirce. Furthermore, the phase
reactor is assumed to be lossless and is represented byla isidgctor. The dc terminals of
each station are connected to a dc capacitor with a capeeitay,.. Each dc cable is mod-
eled as dI-model, in the way described in Sectidn (212.1). Given thegspal characteristics
of the symmetrical monopole configuration and consideriagrhced conditions, the model in
Fig.[4.1(a) can be equated to the asymmetrical monopole Inmoééy. [4.1(b). This model re-
tains the same power and voltage ratings as the one if Fi@}4fhd has the same dynamics.
It is however simplified in form, assisting the later destoip of the model through equations.
The transmission link values are defined as

Power flow direction

Direct-voltage Ree  Lpoe Active-power
controlled converter T - e/2«/\/» - T controlled converter
| | | 1
N I T ~
NS LT Cable pole - —=
I Station 1 Roole Lpoie Station2 I
1 MW\ o
% Cpolel2 Cpolel2 %
| = Cable pole =
(a) Two-terminal VSC-HVDC system with detailed dc-transsimn link.
_ Power flow direction
Direct-voltage ’ Active-power
controlled converter controlled converter
U 3 e ! =
— I conv I dc dc I convI ~
= 1 L Cable poles L = <
=  Station1 dc-transmission system Station2 =

(b) Final form of VSC-HVDC model with minimized form of dcansmission link.

Fig. 4.1 Model of the two-terminal VSC-HVDC system investigd in this chapter.
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Rdc =2 Rpole7 de =2 Lpole7 C1dc = C1pole/4 (431)

This model will be used further on in this chapter. Regardhmg dynamic description of the
system, the closed-loop response of the current contrglpieally much faster (at least an
order of magnitude) than the closed-loop response of thex {ditect-voltage and active-power)
controllers[[52]. Therefore, a valid simplification is tonsdder an infinitely fast current control,
causing the ac side dynamics to be effectively ignored.

Direct-Voltage Control

The portion of the complete model that describes the dyrmammiiche DVC is presented in
Fig.[4.2. A difference in the treatment of the DVC comparethtodesign approach of Chapter
2 is the fact that the dynamics of the converter capacitgr, cannot be considered separately
from the capacitot’y. of the equivalent dc-linkI-model. The dynamics of the two capacitors
are restricted by their common voltage,. The combined energy stored in these dc-capacitors
iS (Ceony +Cac)v3., /2, With the valuglV = v2 | being proportional to this energy. The dynamics
of the combined capacitors become

dW 2{} 2

1
_Cconv C10—:-Pin_-Pine——_)VV:
2( +Ca ) dt : S(Cconv + Cch)

(-Pin - Pline) (432)

with P, and P;,. the active power drawn from the ac side and the propagatedwlergeyond
the capacitor’y. of the dc-linkII-model, respectively.

The DVC used here is the same as described in Seéfion|(X&aR)ring a power-feedforward
term. Assuming no losses on the phase reactor, the conartethe dc-side capacitors, the
controller integral gair; can be equalized to zero. Thus, as earlier described, thressipn
of the DVC can then be written as

Pi;:F(S)(W*—W)—I—Pf:Kp(W*—W)—I—Pfﬁ

PL =K, (W*—W)+ H (s) Py (4.33)

The transmitted dc-side power is measured after the caveapacitorC,,,,, as also shown
in [53]. This corresponds to poweét, in Fig.[4.2(a). PoweR;,. is not a measurable quantity be-
cause it exists only in the equivalent dc-linkmodel. Thereforel is equal to the filtered value

Pm I:>Iine
Pi Pin Pm Pline i

.
— jCCOhVI dell I Cac W’ O a@ i; = Pin @ 2 W
S = = = P 4Cconv + Cdc)

tation 1

—

(@) (b)

Fig. 4.2 (a) VSC rectifier (b) Closed-loop rectifier controbpess.
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of P, by means of a first-order low-pass filter with a transfer fioxcH (s) = a¢/(s + af),
whereq; is the bandwidth of the filter.

Assuming perfect knowledge of the grid-voltage angle andnéinitely fast current-control
loop, the requested active powgf;, can be immediately applied, thu3,=F; . Substituting

(4.32) to [4.3B) gives

2K 2H 2
W — p W*—f‘ (8)

2[(p + s (Cconv + Cch) 2Kp + s (Cconv + C(dc> me 2[(p + s (Cconv + Cch)

Pline =

W = ch W+ )/cpl : Pm - )/ch : Pline (434)

whereG,,, is the closed-loop transfer function of the voltage comerdior P,;.=0. If the com-
bined value of C..., +C4.) is known, then as suggestedlin[52], the proportional gaseliscted
asK, = aq(Ceony + C4c)/2. Considering the previous;., is now equal tai /(s + aq) Which

is a first-order low pass filter with bandwidily. However,Cy. is not easily measured, or even
the equivalentfI-model is not exactly valid in reality. As a result, the onladable value is
Ceonv Which can be measured on the real dc-side capacitors of tikest8ion. Therefore, the
proportional gain is selected &S, = aqCeony/2.

Based on the arrangement of Hig.4.2, pow@rs P,, and P;,. are connected in the following
way

Odc Oconv
Py, = P + Piine 4.35
CYtot CYtot t ( )

whereC is equal to the added capacitances,, + Cy..

Using [4.3B) and{4.35), and considering tht is equal to(v}.)* (wherev?, is the corre-
sponding voltage reference foj.;), the dynamics of the power-feedforward term become

Pr=H (S) P, = Si‘; P, = sP=—atP; + as Py (_—{}>

dP C1(:01'1v
d_tf:_afpf—}—afp = Pf afPf+afC -P1n+af Phne

dP, C, Conv )
T = malP +agt [K, (W= W) + B + ar 2 vgeriae =
de . * \2 nv. )
= —aePr + afct - (Ko [(v5e)" — v3a] + P + arsee “Udcllde =
de J— Cd * d Cconv
@ = (1 — C) P+ afc b (’Udc) —arg K, LU3 + A G2 Vderlde =

dAPf Cconv C C C C

o= Co AP; + af—— Cror < a4 CeonvVdc1,0 AV — Cmt — a4 CeonvVde1,0AVdc1 + ar Cmt L Vde1,004dc + ar Cmt Lide,0AVde1 =
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dA P Ceonv 0d4CacCeonvde1,0 — Ceonvide,0 CeonvVdc1,0 4 . CacCeonvVde1,0 *
=—a AP — a¢ d =~ Avde1 + af—————Aigc + afaqg ——————— AV],

dt ! Ctot Ctot Ctot Ctot

Furthermore, the dynamics of the dc-voltage capacitoreatdiminals of the voltage controlled
station become

1 aw __ _ pDx*
§Ctotﬁ - Pin - Pline =P, Pline =

%Ctotdd_vf = Kp (W* - W) + Pf - Pline =
10 = K, [(v5)* — 03] + P — vaciiac =

dv?i 1 _ ad4Cconv * \2 ad4Ceonv ,,2 2 2 .
3 ( c) T T Ciot Ude1 T Chrot Py — Crot Udc1lde =

dt Chot d

dAUdcl adcconv 2 aq C4conv 1 1 . Z‘dc 0
_ i) = GaCeom L AR L N — 0 A
dt 2C(totvdcl,o ( d ) Ctot ! CtotUdcl,O Ctot Ctot'Udcl,O !
dAUdcl aqCeonv (ad Ceonv Ide,0 1 1
_ Avs — M0 N A AP - Ay (4.37)
dt Chot de Chot CtotVde1,0 < CrotVde10 Ciot

Modeling of the dc system

Figure[4.B shows the related dc system and VSC Station 2. Brgeneral perspective and
assuming that the dynamics of the current control of St&tiaere not neglected, the dynamics
of the active-power transfer in Station 2 are independem fthe dynamics of the DVC and the
dc circuit. This happens because, with regards to thisostati

1. the CC beneath the APC does not use any properties or nadasgnals from the dc-side
to impose the currenf that tries to follow the current referenc®.

2. The PCC voltage for the considered strong grid is cons@tleonstant. Even if a weak grid
is considered, the change of the PCC voltage is related tadlsgde physical properties
and the current flow caused by the CC. Therefore, the PCCgeltignamics are not
related to the dc-side.

3. The APC uses a feedback Bf,; to produce a current referenée. HoweverP,,; is the
product ofif andvg. As referred above, neither of these are related to the piepen
the dc-side of Station 2.

Therefore, the flow o2, is related only to properties of the APC, the CC and the aaseti
ac-grid structure. Additionally, assuming linear operatof the VSC, the CC’s operation is
not affected by the level af,. . Therefore, the active-power controlled VSC acts as arl idea
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P
Piine Idc ’\R/\g\? fl\;gg\ ﬂ Pout
dclT J‘ T C J‘
- S ST
Station 2 =

Fig. 4.3 DC cable and inverter station of the VSC-HVDC link.

power source, transferring powEy,; between its dc and ac side, with,; seen as an externally
provided input by the rest of the system.

The dc-cable dynamics are provided as

Lgc = —Riclidge — Ude c = Avge —Ailge — —AUge 4.38
de™ dede — Vde2 + Vdel = 7t T Udel — T 4 de Vacz )

while the dynamics of the dc capacitor located at the tertsioBthe power controlled station
will be

(Oconv + Odc) dUdCQ - Z.dc + fout = C1tot dAUdCQ AZ'dc APout =
dAUdCQ 1 . P 1
= Alge 7&0 o+ —"AP,, 4.39
dt C(tot ¢ Ctotvdcg 0 de2 CYtotUdc2,O ' ( )

whereP;  is the steady-state value &%,.;.

State-space representation

The state space model of the considered two-terminal VSOEINs created by considering
(4.36)-[4.39). The states of the systemaye= AP;, x5 = Avger, 13 = Aige andzy = Avge.
The inputs are,; = v}, andus = AP, Whiley; = v4 andy, = AP, serve as the outputs
of the system. The outpdt P,, is derived using(4.33) and the earlier assumptionihat P*
as follows

Pu=K,(W*=W)+ P = P, = 9% [(05 ) —0},] + P =
AP, = adc% [20dc1,0AV;, — 2Vdc1,0AVda | + AP =
APin = adoconvvdcl,OAUSC - adOconVUdcl,OAUdcl + APf (440)
Regarding the steady-state of the system, the steadyvstlae of P, is P, o. As a resultjq.

can be expressed ag o = Pio/v3.1 0 = —Pao/ Vi - Under these conditions, the state-space
representation of the system features the following statizix
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. Cconv _ G Ceonv Cdc'Udcl,O _ Ceonv P20 Cconv'Udcl,o
ag Ctot a Ctot CtotVdc2,0 a Ctot 0
1 _adCeonv P10 1 0
Apgvpc = CtotVde1,0 Ctot ) CtotVic1 0 %ot )
O __“ldc _
de de de
1 P20
O O - 2
Ctot CrotVica o

4.3.2 Application of the Similarity Matrix Transformation

In this section, the SMT method is applied in an effort to dastmate its potential in determining
the analytical eigenvalue expressions of a two-terminal\F8/DC connection. The simplified
4" order model described in section Section (4.3.1) is sadeasahe object of the investigation.

The SMT method utilizes the state matrix of a linear or limesa dynamic system. As such, a
4 x 4 state-matrixAs is set equal to the state matrix provided in Section (4.4dnfaining all
the necessary information for the estimation of the systesigienvalues.

[ . Ceonv - adcconvcdcvdcl,o - CconvPQ,O Ccoandcl,O
Af e U ( Ctot CtotVde2,0 a Chot 0
1 _adCeonv __ _ P10 1 0
A = CtotVdc1,0 Ctot Crot V31 o Ctot (4.42)

s 0 1 _ Ry _ 1

de de de

O O 1 P

C T Crotv?

tot tOtUchO

In order to proceed further, an appropriate similarity sfanmation matrixP needs to be de-
fined, which will transformAs into a similar4 x 4 matrix A whose form is a lower quasi-
triangular block matrix as in.(4.10). Given the descriptifthe suggested method presented in
Section[(4.Z1), if a order system is considered, the optimum choice of a siryjltransfor-
mation matrix should have the form ¢f (4116). Reaching a fxglression for the 4 eigenvalues
of the system requires a number of simplifications to be perédl. The validity of these sim-
plifications is greatly dependent on the numerical valuethefsystem’s unknown parameters
and their range of variation. Specific symbolic terms infimiediate stages of the analysis may
have negligible impact on the final results, when replacedt tieir numerical values and can
thus be neglected. This approach will simplify further stepthe analysis and will allow final
closed formed expressions to be derived.

Parameter values
The state matriXA s described in[(4.42) contains ten unknowns, i.e. four stesdte value$ o,

P5 o, v1,0 andvger o four de-circuit parameter&ge, Lge, Cac and Ceony; two controller design
parameteray anda;. The rated parameters of the VSC-HVDC link are presentecinielZ4.1.
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In steady-state, the voltage controller stabilizgg so that its reference value 1§, thus
vder,0= Vacp The steady-state power transfer with a direction from thegy controlled station
to its ac grid is represented by, o and is considered to be equal to the rated active power,
Pouwo = Fp. Therefore the steady-state value®fis P,o = —Pouo FOr a negative power
transferP, (exported from the power controlled station to its ac gnalfagevqyc, will have a
value slightly lower thany.;. However, in steady-state the difference between the thages

is only dependent on the cable resistance and is thereftrenely small (no more than 0.5%
at maximum power transfer). As a result, it is valid to corsidic; 0 = v4c1,0 Without the loss
of significant accuracy in terms of system dynamics. Comsigdow losses on the resistance
Ry leads to a further simplification 9P, o| = | P o|; thus P o = Pouto. Matrix As now takes
the form

—ag Ceonv ¢ (_ agCoonv Cchdcl,O Ceconv Pout,0 > Ccoandcl,O O
Ctot Ctot CtotVdc1,0 Ctot
1 _aq Ceoonv - Pout,0 1 O
A, = CtotVdc1,0 Chot CrotVic1 0 Ctot (443)
0 L _ Rac 1
de de de
O O L Pout,O
Chot CrotV3c 0

Matrix simplification

Before performing the formal similarity transformationmoftrix As, it is possible to re-model
its entries in an appropriate way, for easier further caltohs. Having entries that are simple
in form and possibly appear multiple times within the mathiat will be subjected to similarity
transformation, is desirable because they ease the taskatiing compact final expressions for
the eigenvalues.

By definition, asimilar matrix has the same eigenvalues as the original matrix tatwiiis
similar. ConsequentlyAs may be subjected to an abstract number of consecutive sityila
transformations, with the resulting matrix still mainta@ig the same eigenvalues As. An
initial objective is therefore to find a similar matrix &f; which will have simplified entries. A
corresponding similarity transformation matif must be defined to achieve this. The form of
M is chosen as the diagonal matrix

M = dlag (mu, mog, M33, m44) (444)

TABLE 4.1. RATED VALUES OF THE MODELED VSGHVDC LINK

P rated active power 1000 MW
Vieb rated direct voltage 640 kV
Ceonv shunt converter capacitor 20-

ag bandwidth of the closed-loop direct-voltage control  30f/sa

as bandwidth of the power-feedforward filter 300 rad/s

Gee bandwidth of the closed-loop current control 3000 rad/s

L phase reactor inductance 50.0 mH

length cable line length 100 km
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UsingM to perform a similarity transformation of matrixs produces a similar matriAy as

1 -—
mi 0 0 0 a1 G122 13 414 my 0O 0 0
1
Ay =M AM — 0 ? O | | an ax a3 au || 0 mg 0 O N
0 0 ma 0 31 Q32 a3z 0A34 0 0 ms 0
0 0 0 5 aq1 Qg2 Q43 Q44 | 0 0 0 my
m: m; m. I
an a1z iz taig
my mg ma
A — my 21 (22 my 123 424 (4.45)
0 M. M2 a ma '
ms 131 332 33 g (134
my mo mg
my AL Qa2 Qa3 (Qag |

The choice ofny, my, ms andmy for optimum simplification of the entries &% is such that
M becomes

M = dlag (Udcl,Oa ]_, 1, ].) (446)
with the resultingA, matrix becoming
[ _ . Cconv _adCcondec CCDHVPOURO Ceonv i
U O U ( Ctot + Crot V31 o At Cror 0
_ adcconv . Pout,O o 1 0
Ay = M—lASM — Chot Ctot Crot V31 0 Ctot (447)
1 _ Rae -1
O de de de
O O 1 Pout,O
i Chot CrotV3c 0 ]

The immediate benefit of using (4146) is the fact that o has been eliminated from the matrix
elementsAg »; and Ag 13in (4.43) if they are compared with the corresponding elaség »;
and Ap 13 in (4.47). This not only simplified some of the original eatribut allowed them to
now appear multiple times in the same matrix. Aiming at réagithe visual complexityA, is

re-written as
—a b a 0

| e —d —c 0 | | A Ap
AO - 0 € —R-e —e N |: A21 AQQ :| (448)
0 O c f

Substituting the nominal values of Tallel4.1, the previoasrix elements becomg = 2.92,
a = 223.26, b = 0.0846, ¢ = 37209.3, d = 314.1, e = 31.65 and f = 90.84. In terms of
magnitude comparison, the former translates inte a, d, e, f > b, R. This relation is critical
for simplification steps that will follow.

Similarity transformation

At this stage, matriX, is subjected to a similarity transformation that will preguasimilar
matrix A, in the form of (4.10). A similarity matri) identical to the one i (4.16) is thus used,

giving
~ T X Ay Ap | | T X
A=P A‘)P—[o | Ay A 01|~
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A _ All - XA21 A11X - XA21X + A12 - XA22 :| — [ Yll Y12 } (4 49)
Ay Ay X+ Ay Yo Yo '

As mentioned earlier in the method description in SectioB.#9, the condition that needs to
be fulfilled in order to giveA a quasi-lower triangular form is that the upper right 2 block
matrix Y, in (4.49) is a zero matrix:

Y12 == A11X - XA21X + A12 - XAQQ - |: Y1z Y1 :| == O (450)
Y23 Y24

which when broken down to its 4 individual elements, prosittee following relations that must
be fulfilled at the same time

yn=a—a-r1+e-R-xyy—c- 212+ (b—e€-211) 291 =0 (4.51)
Yrz=¢€ 011 —a- -T2 — -2+ (b—e-211) 200 =0 (4.52)
ygl:—C+C'5E11+€'R'ZL‘21—(d+€'$21)l’21—0'l‘2220 (453)
y2220'$12+€'l’21—f'$22—(d+6'l'21)$22:0 (454)

Eigenvalue analysis

Directly solving the non-linear equatioris (4.50)-(4.5dads to large symbolic expressions of
no practical use. Furthermore, when the values of the éifttunknowns are replaced and a
certain parameter is swept, the pole movement is not camiisueading to an undesirable type
of closed form solution similar to what a numerical solverbderive for a 4 order system,
as demonstrated earlier in Chapter 5. Reaching compaatssipns that describe the poles of
the system, requires further simplifications to be appliedrder to achieve this, it is necessary
to observe the numerical behavior of the transformatiorrimantries for different parameter
sweeps. The numerical studyof;, 12, zo1 andzy, is given in Fig[4.4.

The solutions oftq, 212, 21 andx,, are calculated by fixing three out of the four parameters
ag=300 rad/sq;=300 rad/s/ength=100km andP,,=1000MW, and studying the transformation
matrix variables with respect to the remaining parametameters,y anda; are each swept
from 10-1000 [rad/s], the cable length is varied from 10{n] and the power transfef,;

can vary from 10-1000 [MW]. Consequently, the graphs caref@gommon horizontal axis in
the range of 10-1000 units.

Figure[4.4 shows that for a wide variation of all the paramsetmder consideration;; has a
value between -1.5 and 0.25b;, is negative with an absolute value between 0.9 anda45,
takes very small positive values below 0.02, whilg is negative and exhibits large variations
for the different system parameters. It is interesting tiaeathat sweepingq anda; results in
the same graph pattern for both casesgfandzos.

Relations[(4.511) and (4.52) can be expressed as

x11 | | a—eR+exn c 71. a + bxroy N
T12 o —€ + €T a+ f bl‘gz
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Fig. 4.4 Numerical study of11, x12, x21 andxyo for sweeping parametets, aq, cable length and:.

a’+af+abror +bfral —bexas
{ 11 } _ a2+a[f+e(—R+w21)]+e[c+f(—R+m21;—cm22}

219 a(e+bxroo—exo2)+be(zra1 —Rrao =

a?+a[f+e(—R+zo1)|+e[c+ f(—R+w21)—cran]

a’+af—bewgy
{ 211 } o [ a?+ec(1—z22) ] (4.55)

T ae(l—xz22)
12 a?+ec(l—z22)

The last approximation is based on the fact that a, d, e, f > b, R and that the value of,;
is much smaller than. Sincec is much larger than the other parameters, d, e, f andR, the
term® = eRxo; — (d + exa) x91 in (A53) is negligible ifiz9; | is small enough. Consequently

(4.53) becomes
P
—<c+cx1+P—cx1=0= 14211+ — =29 =0= 14211 —202~0=
c

Tog =~ T11 — 1 (456)

An early positive assessment on the validity[of (4.56) cambée by observing the graphs of
x11 andxy, in Fig.[4.4, for the sweeping of the same parameter. Compi@b5) and[(4.56)
provides the approximate solution foy; as

b a®  +Jat+ 2a%bc + b2 + dc2e? — dacef

~l4 - 4.57
o +_2€ +-206 2ce ( )
which can be further simplified to

b a? a* 4 2a2bc + 4c2e? — dace

2e  2ce 2ce
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Finally, utilizing (4.54), [4.56),[(4.56) and (4/58) prdes the approximate solutions fors,
T91 andzys as follows

a (a2 + bc — 2ce — \/a4 + 2a%bc + 4c2e? — 4acef>
T2 R — (4.59)
c <a2 — bc + 2ce + \/a4 + 2a?bc + 4c%e? — 4acef>
x22%£+a_2_ Va* + 2a2be + 4c%e? — dacef (4.60)
2e  2ce 2ce
—(d
To1 = @iz — (d+ f) 7 (4.61)
6(.%'22 — 1)

After the proper selection of the entries of transformatmatrix P, the eigenvalues of the
original state matrixA s are determined by the followirg)x 2 block matrices oA in (4.49)

- —a b—e-
A=A — XAy = { C“ e _ee 9"’;121 } (4.62)
AQ :A21X—|—A22 _ [ —G-Rz‘e-[L‘Ql —e +]f-l'22 :| (463)

Simulations considering a wide variation of the unknowrapagters of the system, show that
A, almost always provides the solution for a poorly damped deraponjugate pole pair whose
frequency is closely associated with the resonant frequehthe R-L-C dc-circuit of the sys-
tem, comprising of the dc-cables and the capacitors of Htess. Further in the analysis, these
poles will be referred to asPborly-damped polés Taking into account relations (4.7)-(4.9)
and [4.62), the analytical expression for the stated coxapbmjugate eigenvalue pair will be

f—eR+ exy ‘\/’(f+€R—6$21)2 + 4ce (199 — 1)’
T

Ao =
1,2 9 9

(4.64)

A, will then provide the other two poles of the system, whichoading to the different choice

of parameters are either a well-damped (compared to thépiepole pair) complex-conjugate
pole pair or two real poles. Both of these forms are exprebgdd.65), where the sign of the
expression under the square root defines the complex oromaldf the solution.

—a—d— exy N \/(a +d+exy)’ —4(=bc+ ad + cexyy + aexy)
2 2

Further in the analysis, these poles will be referred tovasli>3damped polés

A3 4 = (4.65)

4.3.3 Application of the LR algorithm

In this section, the LR algorithm is applied to a two-termiitd& C-HVDC connection. The ob-
jective is to demonstrate the potential of this method inyditally determining the eigenvalues
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of this system, investigate the complexities involved all a®the advantages, disadvantages
and limitations of the LR method compared to the earlier ssggd SMT technique. In an
attempt to perform a comparison with the SMT technique, thmplfied 4" order model de-
scribed in Section(4.3.1) is again selected here as thetobfehe investigation. The state
matrix of the complete model ih (4.12) was further simplifiedhe one in[(4.43). The refined
version of the latter is provided ib_(4}47), whose visuallyglified version is given in[(4.48)
and repeated below.

—a b a 0
—c 0
0 e —R-e —e
0 0 c f

The nominal values of the VSC-HVDC link are the same as ind@hbl and the LR algo-
rithm will investigate the eigenvalue movementAf for a perturbation of the system’s val-
ues around the nominal quantities. As described in Secdd® k), the convergence of the
algorithm is assisted if the diagonal elements are reaeding a descending order, as far as
their absolute values are concerned. For the nominal vatidable[4.1, it is observed that
|—d|>|—a|>|—R - e|>|f|. Matrix A; is thus pivoted to the expressidn(4.66), having its diago-
nal elements in descending order.

—d ¢ —c 0
b —a —a 0
0 e —R-e —e
0 O c f

A = (4.66)

The authors in[21-23], have used the LR method in sparsersiatices of analogue electronic
circuits using at most four symbolic variables. MatAx is however not sparse and it is desired
to acquire eigenvalue expressions which reflect the effieall the parameters of the system.
As such, the entries df (4.66) are going to be treated fullglsylically, as well as the variables

each of these entries represent.

General expression of eigenvalues
Using the steps described in Sectibn (4.2.2), a similarimaty,.; is produced at the end of the

m" iteration of the algorithm, whose general form is given[iB). Given the characteristic
form of the initial matrixA; in (4.66), matrixA .1 is observed to have the following form

bii bz | —c 0
bor bap | Doz O Ay Ap }
A= = 4.67
= b31 bsp | b3z —e [ Ay Ay ( )
0 0 |bsz bas

where the elements; are different in every iteration. Just as in the case of th& Skk four
approximated eigenvalues af; are found from the diagonal block matricAs; and Ay, in
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(4.67). MatrixA ;; provides two eigenvalues » as below

. bl,l + b272 " \/b%,l +4- 6172 . b271 —2. bl,l . 5272 + 5372
B 2

N J/ N J/
-~

Part A Part B

A12 (4.68)

In all the examined cases in this chapter, the expressioaruhéd square root is negative and
the above expression represents a pair of poorly-dampeglegronjugate poles with a real
part equal toPart A and an imaginary part equal {®art B|, as these are defined in_(4.68).
Likewise, matrixA,, provides two eigenvaluels , as below

633 -+ b44 \/b?’),fﬂ + 4. (—6) ' b4,3 -2 63,3 . b4,4 + 612174

Agg = — =4 4.69
374 [\ 2 v [\ 2 v ( )
Pa?; A Pa;g B

In most of examined cases in this chapter, the expressioeruine square root is negative, with
the above expression representing a pair of usually welkt deast better-damped complex-
conjugate poles with a real part equalRart A and an imaginary part equal t®art B|, as
these are defined in_(4J69). However, in some cases the sigmasnder the square root is
positive, leading to two real poles &4drt A + Part B) and b) Part A - Part B.

The same nomenclature as in Section (4.2.1) is going to kb thags referring to eigenvalues
A12 as "Poorly-damped poles” and to the eigenvalugsas "Well-damped poles”.

Convergence of eigenvalue expressions

The accuracy of the results provided by the expression8)4&69) increases with every iter-
ation of the algorithm. However, each additional iteratamlus further complexity to the sym-
bolic form of theb;; terms in the same expressions. A compromise needs to be retwledn
the accuracy of the solutions and the size of the final eidaewexpressions.

An investigation of the convergence of the LR algorithm isf@ened by using the data of
Table[4.1 but sweeping the cable length from 20-600 km. Tiséesy will have two a pair of
complex-conjugate poorly-damped poles and a pair of coxapbajugate well-damped poles;
Part AandPart Bin (4.68)-[4.69) are expected to express the real and thgimagy part of their
eigenvalues, respectively. Fig. 1.5 presents the resmitsdparately considering the real and
imaginary parts of both eigenvalue pairs, as obtained ligreéifit iterations of the LR algorithm.
Their values are then compared to the exact values, comdsppto the numerical solution of
the eigenvalue problem.

Figure[4.5(3) and Fid. 4.5(c) show that after tffeitgration of the algorithm, the real parts of
both eigenvalue pairs quickly converge to their exact nizakralues, with the 8 iteration
resulting in an almost perfect matching with the exact sohg The imaginary part of the
poorly-damped poles has started to successfully converge earlier, by the '8 iteration as
seen in Fig[ 4.5(b). However, Fig. 4.5(d) shows that the imay part of the well-damped
poles needs more iterations to converge. After tHét@ration, the approximated expression
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Fig. 4.5 Convergence of the different parts of the eigemafor different iterations of the LR algorithm,
compared to the exact numerical solution. The cable lersgtiwept from 20-600 km. (a) Real
part of \; 2, (b) Imaginary part of\ 5, (c) Real part of\3 4, (d) Imaginary part ofs 4

starts approaching the exact solution but will need more fine iterations to get close to
matching conditions. The previous observations are ctergisvith relevant scenarios where
other values of the system are swept.

The results of this investigation demonstrate that the lg®@thm can provide reliable results
within few repetitions of the algorithm, as well as the fdwittthe convergence rate of the real
and imaginary parts, or to be more preci®at A andPart B (to include the eigenvalues that
become real), of complex poles may vary. This conclusiontineigroperly utilized, combined
with the fact that the symbolic expressions may become dwvelmingly large after only a few
iterations.
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Analytical eigenvalues expressions

As a reasonable compromise between accuracy and size oh#tefpressions, the 4 eigen-
values of the system are chosen to be represented byPdmeiA from the 3¢ iteration and their
Part B from the 29 iteration. Any higher iterations provide expressions ggdan size that
have no practical value when it comes to symbolic descrpiiceigenvalues. Nevertheless, the
chosen iteration results are still large. A simplificationgedure must take place during the LR
procedure, erasing any terms that have small effect on takrésults.

Within the previous context, the final symbolic expressifmighe poles of the system will be
as described below.

Part A of Poorly-damped poles

The expression foPart A of the poorly-damped poles,  is

K, + Ky

4.70
4eR(a + d)(ad — bc + ce) — 2c[a(6bd — 2de) + e (4bc — 2ce + d?)] (4.70)

where
K1 =a’ce+a® [6bed — cef — d(d + eR)(3d + 2eR)] — €* [¢*(—4bR + d + 2eR — f) + 2cdeR* + d*e R’
(4.71)

Ky = 3abc [ce + 2d(d + eR)] — ea [c®e + ¢ (4deR + df + 2¢*R?) + dR(d + eR)(2d + eR)]
(4.72)

Part A of Well-damped poles

The expression foPart A of the well-damped poles; 4 is

flad + ce)? — 2e*(a +d)

4.7
4c2e? (4.73)

Part B of Poorly-damped poles

The expression of Part B cannot be easily simplified to a sitegin but can be represented in
the format of [(4.68), replacing

cla*(e — b) + ae(2d + eR) + € (2bc — 2ce + 3d* + 2deR))]

4.74
—ce(a + eR) — 2cde + d3 ( )

big =

c*ela? (ce — 3d*) — 2ace(d + eR) + ce (4bc — 2e(c + dR) + d?)]

(bc — ad) [(ad — be + ce)? + ce2R(a + d)] (4.75)

bio =
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ce?(be — ad)(2ad + aeR — 4bc + 2ce)
(ac(b — €) + 2bed — 2cde — ceR + d3)?
c’e (3b* — 4be + 2¢?) (d? — ce)
(ad — bc + ce)? [ce(a + eR) + 2cde — d?]

6173 - (476)

(4.77)

bia =

Part B of Well-damped poles

Similarly, the expression of Part B cannot be easily singaditio a single term but can be repre-
sented in the format of (4.69), replacing

a(d+ f) —be+df  ce?(a® +ad +be+ d°)

brs = ¢ cla+d—f) (a+ d)(ad + ce)? (4.78)
_ cte3(be — ad)?

bas = [2e2(a + d) — f(ad + ce)2]? (4.79)

bay = bz - Zd (4.80)

Practically, all of the term$_(4.Y0)-(4.80) can be furthemgified in such a way that sufficient
or even improved level of accuracy can be guaranteed in @waarea of variation of all or
selected variables of the system. However, a more gengredagh is considered for the rest of
the analysis, using expressions that are sufficiently ateum a wide range of variable variation.
Thus, the previous terms are going to be used in the comgeteat that they have been given.

4.4 Comparative results of the approximating methods

In this section, the exact eigenvalues of the two-termireCvHVDC system, found by numer-
ically extracting them from\ s, are compared to the analytical eigenvalues derived viSH&
method and expressed liy (4.64) dnd (4.65), as well the &algigenvalues derived by the LR
algorithm using the expressions in Sectibn (4.3.3) . Déffierscenarios are investigated where
the values of all the system’s parameters and steady-statesare set to be constantly equal
to the values of Table 4.1, with the exception of a paramétgris allowed to vary. The interest
in doing so is to observe the accuracy of the analytical esgpo@s compared to the exact eigen-
values, for different values of the selected parametehdtkl be further noted that the values
of Table[4.1 are considered typical for actual installagidrased on the references provided in
Chapter 2 and any variations around them define deviatioms fhe norm. Five scenarios are
considered

1. Variation ofa; between 10-600 rad/s
2. Variation ofaq between 10-600 rad/s

3. Variation ofayq = a; between 10-600 rad/s
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4. Variation of the cable length between 20-600 km

5. Variation of P, o within the interval 0-1000 MW

Each scenario is assessed based on a common figure pattétty,|the movement of the exact
and approximated poles of the system for the variation ofidsered parameter (or parameters)
is presented. All poles, both tHeoorly-damped poleand Well-damped poleare originally
presented in a common graph, highlighting their relativeatmn in the complex plain. Given
the fact that thé?oorly-damped poletypically have much higher characteristic frequency than
the Well-damped polegapproximately 1 order of magnitude larger), the depictobrall the
poles in the same graph could obscure the differences bettieeexact and approximated
poles, especially if the level of approximation is very highcloser view of each of the two
type of poles is thus provided, ensuring a better visualanspn of the fine differences between
the exact and approximate solutions.

A separate figure shows the nominal algebraic magnitude exrq,,, for each of the poorly
and well-damped conjugate pole pairs that normally apdestrp represent a nominal set
(design point) of then unknown parameters that describe a given condition of tiséeny
(p € R"),g(p) the expression for the exact solution of a polepaand h(p) the approxi-
mation ofg(p). Then the nominal algebraic magnitude ewgf,.., of this pole is here defined
as

S lg (p) — h (p)]l (4.81)

’ lg ()l

This expression considers not only the magnitude diffexdretween the exact and approxi-
mated pole solutions, but also their angle differences.

It was observed that in some cases, while varying the selsgt&tem parameter, two poles con-
stituting a well-damped pole pair would eventually becoee poles of unequal magnitudes.
Furthermore, this did not occur for the same values of thecsedl parameter in the exact and
approximated systems. This causes complications sincedimparison between a pole pair
and two distinct real poles does not provide useful inforamatFor this reason, the pole mag-
nitude error of the well-damped pole pair is shown only whethlthe exact and approximated
expressions are complex-conjugate in form.

Since the poorly-damped poles are of greater importancéhioinvestigation of a system’s
stability than the well-damped poles, more information aresented for the former. Thus, a
separate figure is used to present the error of the poorly edmpple pair approximation, split
into real part erroe y .., and imaginary part errafy im., and defined as

_ |Relg ()] = Re[h (p)]
€N real = ‘ Re [g (p)] ‘ (482)
_|Im[g(p)] — Im[h (p)]
€N,imag = ‘ Im [g (p)] ‘ (483)

At this point it should be mentioned that expressidns (4@&183) may take large values if the
location ofg(p) is quite close to the origin of the axes of the complex plainenaf the absolute
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error difference is not large. The fact thap) is in the denominator of the prevous expressions
implies that the division with a small value could lead t@BEITOrs: y nom, €N real ANCE N imag,
which may not reflect fairly the quality of the approximation

Variation of as

The bandwidthy; is usually chosen to be close or equal to the direct-voltéaged-loop band-
width aq [53]. The current scenario examines the impact of a varit#drdince between the two
bandwidths, while keepingy constant. Fid. 416 presents the results of the parametaegwf
Qs.

SMT method: Regarding the SMT method, the poorly-damped poles appédze tiff in terms

of frequency variation, as observed by the related, ., error which does not exceed 2.2%. The
well-damped poles start as two real poles and at arexm85 rad/s, split into two complex-
conjugate poles with increasing frequency and almost eanstamping. Errors y o, and
£n.imag Of the poorly-damped poles increase almost linearly forrameiase ofy but remain
below 1.82% and 1.7% respectively. Ereor .. of the poorly-damped poles follows the same
increasing trend and is limited to 4.97% for the maximum gadtia;. The match of exact and
approximate values is quite close for the well-damped poléls their errore y ,om Starting

at around 3.6% for;=35 rad/s, then quickly dropping below 0.77% and graduatyeasing

up to 4.48%. The initial relatively high error followed by apid decrease happens because in
that region, the absolute value of the exact pole is relgtsmall and as explained earlier, its
use in the division withirey ., l€ads to a numerically high error as a percentage that is not
representative of the overall sufficient approximationwdwer, this error is fairly small.

LR algorithm : The LR-approximated poorly-damped poles appear to followeneral the
track path of their exact counterparts. The associated £{rQ, reaches a maximum of 10.54%
for the maximum value ofi; but constantly lies below 3.7% in the regian[10-400] rad/s.
A smaller error is observed for the imaginary part of the pedamped poles which never
exceeds 5.05%. It is interesting to notice that all the dttarestic errors of these poles are
minimized in the area around the nominal value:gfwith an increasing trend ag deviates
sharply from 300 rad/s. A slightly different behavior is ebsed for the well-damped poles
which, even though follow correctly the movement of the éxaaes, appear to have a non-
negligible magnitude errary ,,om for as <100 rad/s. In that region, the absolute value of the
exact poles is relatively small and its use in the divisiothwi ¢ y ..., l€ads to a numerically
high error as a percentage. However, for the greatest p#reofariation region oi, the well-
damped poles have a small magnitude error (constantly b&lé% fora; €[115-600] rad/s),
in fact achieving a better approximation than the SMT-dsdiexpressions for great values of
as.

Variation of aq

This scenario examines the impact of a varied differencevdxen the two bandwidthg; and
as, While keeping the main bandwidth of the D\Wg constant. In Fig._4]7, the movement and
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relative position of the poles for a variation @f is very similar to the one observed earlier in
Fig.[4.6 for a variation ofi;.

SMT method: Once again, the approximated poles follow closely the migakvalues and
movement trend of the exact poles for the whole variatiomoregf a4, both for poorly- and
well-damped poles. Erroesy o, ande v imag Of the poorly-damped poles are constantly below
1% while the corresponding errek ..., has a peak value of 2.2% aroung=442 rad/s. The
errore v »om Of the well-damped poles starts just below 6.5%dg¥36 rad/s, but quickly drops
and stabilizes below 2.8% throughout the range of [42-680]s. Similarly as in the previous
simulation scenario, the proximity of the accurate polédrigin of the axes for small values
of aq, causes y nom to be relatively high in that region.

LR algorithm : As far as the poorly-damped poles are concerned, theirserfQ..; ande y imag
never exceed 3.2% and 2.7% respectively, while the comt@neud ¢ y ..., takes a maximum
value of 2.69% for the maximum value @f. The errore v ., Of the well-damped poles takes,
once again, high values for very low values:gf but quickly drops and stabilizes below 3.62%
throughout the range of [42-600] rad/s. Similarly as in thevpus investigation scenario of,
the proximity of the accurate pole to the origin of the axassfoall values ofiy, causes y nom

to be relatively high in that region. Overall though, the SNErived poles seem to converge
slightly better to the exact values.

Concurrent variation of agq and as

As mentioned earlier, the bandwidth of the power-feedforward filter and the bandwidth

of the DVC are normally chosen to be approximately or evenipety the same in value. This
scenario examines the case whegea; and vary from 10-600 rad/s. As observed in [Eig] 4.8,
increasing the value of parametegs-a; causes the real part of both pole pairs to drastically re-
duce. The poorly-damped poles maintain their characiefrsiguency quite close to 1500 rad/s
all the time, while the well-damped poles seems to featurg@ally constant damping through-
out the sweeping range af=as.

SMT method: The approximation achieved by the SMT method is exceplipmeell for all

the values of the swept bandwidths. Regarding the poomypdal poles, their errosy imag
has a peak value of 0.74% @{=a;=505 rad/s¢ y nom IS cOnstantly increasing from 0.2% until
1.44% in the available region of bandwidth variation whilecs y ..., follows the same pattern
of constantly increasing value from 0.38-6.82% in the saeggon. The erroey ., of the
well-damped poles starts just below 3.54% dg+10 rad/s, but quickly drops and then keeps
increasing to a maximum value of 5.97% at the maximum valug=i;=600 rad/s.

LR algorithm : Regarding the poorly-damped poles, the LR-approximatgehealues are rela-
tively close to their exact counterparts, even though theesponding SMT-derived eigenvalues
appear to have a better convergence. Especially at highoanedlues ofug=as, the LR-derived
poorly-damped poles show a non-negligible variation inrtireaginary part as reflected by
their errore y imag. However, the same error becomes very small for a great rarmd the
nominal value ofz4=a¢=300 rad/s. Conversely, errek ... of the same poles remains low for
most of the area of parameter variation, with an increasengtfor increasingq=as, reaching
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the highest value of 5.37% fag=a;=600 rad/s. Regarding the well-damped poles, the detailed
view of Fig.[4.8 shows a very good tracking of the exact polesemeent for the LR method;
even better than the one achieved by the SMT-method rebulét the LR-approximated poles
seem to retain a damping value closer to the one of the exatis. The level of approxima-
tion in terms of magnitude erraty .., IS also acceptable with the latter lying below 3.7% in
the regiomg=as €[85-600] rad/s.

The deviation in the poorly-damped pole approximation eacyiof the imaginary part between
the LR and SMT method, is attributed to the necessary siroalibn that had to be performed
on the terms ofPart B of these eigenvalues, as these are finally expressed in){@.74).
These simplifications were carried out considering an dvgoad approximation level, without
focusing on a specific variable. As shown here, the behavitheoLR-approximations is not
the optimal for large or very small values @f=a;, compared to the Nevertheless, they are still
acceptable with a maximum erref .., of 15.2% for the poorly-damped poles at the lowest
value ofaq=a;=10 rad/s.

Variation of cable length

The analysis of the results shown in Hig.14.9 show that thecqipated eigenvalues follow the
movement trend of the exact eigenvalues, for both pole phairnsthe relative errors are a bit
higher compared to the previous scenarios, especially wieeoable length is at its maximum
value. A general comment is that for increasing cable lertpnreal part of both poorly- and
well-damped poles increases algebraically while the imeagyipart of both pole pairs decreases.
The rate of imaginary part decrease is large in the case gidbdy-damped poles, hinting a
close relation between the frequency of this pole pair aedptiysical properties of the dc-
cables, unlike the other pole pair whose rate of imaginary/(pa. frequency) decrease is much
more limited.

In order to relate the range of length variation used in taidien with actual values, it can be
mentioned that typical transmission-lengths for VSC-HVByStems of existing and planned
sites are in the range of 100 up to 400 krm [3, 80], with the netakception of Caprivi-link that
measures 950 km [81].

SMT method: All the measured errors of the poles have a constantly &saong trend for an in-
crease of the cable length. Regarding the poorly-damp&petrors x nom, €N real ANAE N imag
reach a peak value of 4.67%, 8.84% and 4.27% respectivelydable length of 600 km, while
the errore y nom Of the well-damped poles has a peak of 8.72% at the same eatg/thl

LR algorithm: The results shown in Fig. 4.9 show that the LR-approximatiggnvalues
closely follow the movement trend of the exact eigenvalt@spboth pole pairs. The nomi-
nal magnitude errofy o, Of the well-damped poles is relatively low within the vaioatrange
of the cable length, remaining below 6.1%, with the LR metholieving even better results
than the SMT for large cable lengths. A good level of appration is also achieved for the
poorly-damped poles whose real part is approximated witrane y ,..; Which starts at a very
low value of 0.17% and keeps increasing until 7.13% for th&imam length of the cable.
However, the error of the LR-method on the imaginary parhefsame poles is not in the
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same level. The related erreg ., lies below 5.78% for the first 200 km and then constantly
increasing until 21.2% at 600 km. This consequently affogstotal nominal magnitude er-
ror of the poorly-damped poles considers both the real argjimary parts of the poles. The
description of these poles is better using the SMT-method.

Variation of transferred power

SMT method: The results for varying transfer power in Fig. 4.10 show adyapproxima-
tion of the exact poles. It is interesting to notice that tlepnovement for the entire power
variation interval is quite minimal, implying a poor coraébn between transferred power and
system eigenvalue, for the selected properties of the ¢i#dDC. Just as in the cable length
variation scenario, all the measured errors of the poles hasonstantly increasing trend for
an increase of the cable length. Regarding the poorly-ddmptes, errors v nom, €nrea aNd
£nimag f€ach a peak value of 0.63%, 1.91% and 0.60% respectivelg foaximum power
transfer of 2000 MW, while the erraty ,,.m Of the well-damped poles has a peak of 1.88% at
the same power transfer level.

LR algorithm : The results show a relatively good approximation of thecegales while using
the LR-method. It should be noted that even though the poleement is quite minimal for
the exact numerical system, the LR algorithm tends to dexpgroximate poles with a slightly
wider range of variation, unlike the SMT-method which prégsea minimal pole movement.
Observing the poorly-damped poles, the LR-method achi@vepproximation with constantly
declining errors y nom, €N, real aNAe N imag, CONtrary to the SMT-method. All of these errors are
no larger than 5.1% for the LR-method at the worst case of marsferred power. As far
as the well-damped poles are concerned, the LR-method dépmates the exact poles with a
consistently smaller real-part divergence than the SMThoe but a greater imaginary-part
divergence. Nevertheless, it correctly shows the incngasend of its imaginary part for in-
creasing power transfer, unlike the SMT-method. The nohmregnitude erroe y ., of the
well-damped poles for the LR-method starts at 2.13% andhe=a8.58% for the maximum
amount of power transfer.

4.5 Investigation on the accuracy of the approximating me-
thods

4.5.1 Accuracy of the Similarity Matrix Transformation

The accuracy of the analytical expressions in closed fomtHe eigenvalues of the system
is directly related to the level of accuracy in approximgti@d.56). As mentioned earlier in
Section [(4.3.2), the factor which determines the level aliaacy in this approximation is the
term 2 = eRIQl_(dje“’?l)“”m which should be the closest possible to a zero value. The there
factor% deviates from zero and becomes comparable t@ndxs,, the worse the accuracy of
the final eigenvalue expressions.
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All the unknown parameters of the system contribute to thed 8rpression ofci, thus affecting
the quality of the final symbolic eigenvalue solutions. Hoere the degree to which each of
these parameters affect the resulting expressions vaiesmajority of the system unknowns
does not seem to have great impact on the approximationagcut was observed that the
only unknown which had a significant impact on the final residtthe inductance of the dc-
transmission link, where the greater its value, the lessiracy in the resulting expressions
compared to their numerically extracted values.

A series of parametric scenarios display the effect of areased inductance in Fig. 4]10, where
scenarios 2, 3, 4 and 5 from Sectign (4.4) are repeated watlnlty difference being that the

cable is replaced by an overhead line. Overhead lines t§ypicave much greater inductance
per kilometer and much lower capacitance per kilometer ttadoles of equivalent power and

voltage ratings. The overhead line used in this section hkes defined in Table 2.1.

Figure/4.11(3) shows the results from the modified scen&riotierea, is varied. The approx-
imated poles closely follow the numerical values and movenend of the exact poles for
small values otiq but when the latter becomes greater than 300 rad/s, thexap@i@d poles
start to deviate, especially considering the real part@fiborly-damped poles. This is because
the approximation in_(4.56) does no longer hold for largaigalofay. This is however of not
significant importance sincg; normally lies close to 4 pu or 300 rad/s [82], [53]. The error
€N nom Of the poorly- and well-damped poles@at=300 rad/s is 9.84% and 19.41% respectively.

Figure[4.11(B) presents the results from the modified see#& whereas and as vary. The
approximation achieved is sufficiently well for values oé thandwidths up to nominal, map-
ping the exact eigenvalues in a correct way. However, fgelathan nominal values of the band-
widths, the tracking of the poorly-damped poles starts teritrate. A representative example
of this is when the bandwidths are set to their maximum vafug00 rad/s. The numerically
exact solution shows a system which has a pair of unstablplexrconjugate poles, while the
approximating algorithm presents the same poles as stabf@brly-damped. Still, this is not
an important issue because in practice the related banswidt not reach such high values.

Figure[4.11(d) presents the results from the modified sae#drwhere, in this case, the length
of the transmission line length varies. As reflected in therBgthe approximated poles manage
to follow the movement path of the exact poles most of theearighe transmission line length
but the well-damped pole pair fails to split into two real golfor high values of the length.
The errore y o Of the poorly-damped poles reaches a maximum of 30.14% ahdrd50 km

of line length while the same error reaches a local maximu2Bod7% at 140 km, managing
to stay below that level until 466 km of line length. For themipal length of 100 km, the
same error for the poorly- and well-damped poles is howewerimiower at 9.84% and 19.41%
respectively.

Finally, Fig.[4.11(d) presents the results from the modifieehario #5 where the amount of the
transferred poweP,, o varies. Comparing the results to those in Eig. 4.10, a firseolation is
that the pole movement, when alterifg, o, is quite significant in the presence of transmission
lines instead of cables, where the poles are almost indifteio the transmitted power level.
The results for varying transfer power in Hig. 4.11(d) showelatively good approximation of
the exact poles with a magnitude error for both the well amatlgalamped poles below 20%.
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Fig. 4.11 Approximation studies of the system for a changi®table to overhead transmission lines.
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The poorly-damped poles are in fact approximated with aorex ,,.., which reaches a maxi-
mum of 9.84% for the rated power transfer and keeps droppinddcreasing o.

Overall, the SMT method seems to be able to provide religsalts for a wide range of vari-

ation of the system’s unknown parameters around their nanuadues. The greatest impact on
the accuracy of the method is caused by the inductance ofdahsrhission medium between
the stations (cable or transmission line), where it was shihat a large but realistic value of
the inductance can raise the approximation errors fromahge of 1-5% (in the case of cable)
to 10-30% (in the case of transmission line).

4.5.2 Accuracy of the convergence of the LR algorithm

By definition, the derived symbolic expressions for the desion of the system’s poles us-
ing the LR-method are created without taking into consitienathe numerical values of the
symbolic entries. This cannot guarantee, however, thditsalr level of accuracy of the same
expressions for different values of the system’s unknowhs.LR-algorithm will usually con-
verge within the first few iterations but it is often the casattfor a different parameter-setup of
the same system, the method will require a considerable auafladditional iterations to con-
verge on specific problematic eigenvalues. It should bended that every additional iteration
adds further complexity to the symbolic expression of thiego

A possible solution in these cases is to significantly lifmé perturbation margins of the desired
unknowns of the system. This implies that the final symbaofigressions are expected to be
valid in a very confined area of parameter variation. If tlwewention is respected, it is possible
to attempt a drastic simplification of the intricate eigdoeaexpressions into simpler forms,

still without any guarantee that the final expressions walldompact enough to be considered
useful or presentable.

Some considerations on the accuracy of the algorithm areev@wisen when the complete
VSC-HVDC model is regarded. The parameters of the VSC-HVD&Ieh examined in this
chapter were varied in an attempt to assess the accuracyawergence of the algorithm. Just
as in the SMT method, it was found that the value of the indwsaf the dc-transmission link
has the greatest impact on the convergence of the LR-algorin fact, the greater the value of
the inductance, the less accurate the approximation becantemore iterations are necessary
to achieve reliable results.

To demonstrate the effect of an increased inductance, soéhéof Section[(4.4) here the trans-
mission link length is varied from 20-600 km is repeated.yOmw, just as applied in Section

(4.5.1), the cable is replaced by an overhead line. Overheesl typically have much greater

inductance per kilometer and much lower capacitance pemitre than cables of equivalent
power and voltage ratings. The overhead line used in thisoselbas the same characteristics
as the one used in Sectidn (4]15.1).

As mentioned earlier, Part A and Part B of an LR-derived eigkre expression converge at
a different iteration rate. Fig. 4.2 shows a series of teswmith a combination of Part A and

Part B, calculated at different iterations of the algorittitach row of figures features Parts B
stemming from the same iteration, whereas each column akfigeatures Parts A of the same
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Fig. 4.12 LR-algorithm convergence for a high inductancdimc whose length is swept from 20-
600 km. Different iteration results of Part A and B of the moé@e combined. The black line
represents the exact poles and the gray line representpphexamated poles. The”and '
markers correspond to the starting and ending position ole pespectively.
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iteration. It should be noted that

e the approximated results are based on expressions thanbalween subjected to any
symbolic simplification.

e the earlier results in Section (#.4) are based on the simgkfkpressions of Parts A of'4
iteration and Parts B ofSiteration, as presented in Sectién (413.3).

It is interesting to observe that in all of the Figufes 4.3(p the approximated poorly- and
well-damped poles do not manage to keep a consistent movémed from their starting point
until the ending point. On the contrary, the expressioneggnting the poorly-damped poles
shows a good level of approximation for small values of thdimlc length, then diverges and
for large length values converges to the location of the tewatl-damped poles. The opposite
happens for the approximated well-damped poles. Therefiig€isat approximation for low
cable lengths but then follows a great divergence until 8tagt converging to the exact poorly-
damped poles for high length values.

Figureg[4.12(3) presents the results fofsitération Part A and 'S iteration Part B of the eigen-
values. Any expression of higher iteration will be diffictdtbe presented symbolically. Both
well- and poorly-damped poles feature the convergencevimhadescribed earlier with nomi-
nal magnitude errorsy .., below 20% only for approximately 0-100 km and 450-600 km (the
latter regards convergence to the opposite type of polegtmou

Higher iterations of Part A and Part B show that the convesgamproves for both poorly-
and well-damped poles but there is always a cable lengtiomeghere an approximated pole
starts to diverge and then follow the path of the other typpadé. This behavior persists even
after 100 iterations of the algorithm, but the previouslgaéed 'swapping’ between poles
occurs abruptly at a single dc-link length value. This psotreat the LR-method, in this case,
will finally follow accurately the true eigenvalues of thesggm, but a single expression in terms
of (4.68) or [4.69) is not consistent enough to describewsiatly a single type of pole (either
poorly- or well-damped). This is an aspect that did not odgnuthe SMT method, where the
consistency is respected but the accuracy of approxima#onot be further improved.

4.6 Summary

This section has highlighted the value of an analytical aggin in the analysis of dynamic
systems, with emphasis given on two-terminal VSC-HVDCgraission systems. Initially, the
problems encountered in a conventional approach to thetaslsolution of a higher than
2" order characteristic polynomial were discussed. As padltefnative processes to solve
these problems, the SMT method has been introduced as afpbteet to derive the analytical
eigenvalues of a® order system. Its concept and algorithmic process have thegaughly
presented, followed by an overview of the already estabtidflR method, whose value in the
field of analytical eigenvalue derivation has been proven.

In order to demonstrate the effectiveness and compare thwsmethods, an advanced two-
terminal VSC-HVDC system has been sufficiently approximéga simplified & order state-
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space model that is suitable for use by both methods. The SMTL& methods were then
implemented in the calculation of the analytical eigengalaxpressions of the aforementioned
model.

Regarding the SMT method, a number of valid conventions baea used to simplify the state-
space VSC-HVDC model from its original form, in such a wayttbaveral of the state-matrix

entries could become identical. This provided more comfinat expressions. The solution
of the eigenvalue problem requires the solution of nondiregjuations, which under a certain
convention can be simplified and solved. The accuracy ofdginplification was shown to be

the key factor determining the accuracy of the derived eiglele expressions.

As far as the LR method is concerned, the entries of the @igitate-space models were mod-
ified in a similar manner as in the SMT method, to possess algluof identical terms and
provide compact final eigenvalue expressions. Additign#étle order according to which the
states are positioned in the state-matrix were re-arratméatilitate a faster convergence of
the iterative algorithm. It has been observed that the medlimaginary part of complex con-
jugate eigenvalues, achieve sufficient accuracy at diffecenvergence rates. This behavior,
along with the fact that every additional iteration of thgaithm increases the complexity of
the final solutions, led to the practice of separately deguhe analytical real and imaginary
part of complex poles from those iterations that providdtigant accuracy.

Both methods have demonstrated satisfactory results,guat accuracy in the expression of
the eigenvalues of the examined system, for a wide variatiaontrol and physical parame-
ters. Nevertheless, the SMT method appeared to providestensdy increased accuracy than
the LR method, especially for the poorly-damped complexepolvhich are of great concern
during the designing of such systems. This implies thatlevent studies on two-terminal con-
figurations, the SMT method should be preferred to be useddeatl of choice. The chapter
was finalized by an investigation in the convergence of trenvethods, showing that the use
of dc-transmission lines with large inductance per kiloendt.e. overhead lines) in the two-
terminal VSC-HVDC model, may affect the accuracy of the el solutions, with the SMT
results being less affected than those derived by the LR.

From an overall perspective, once the desired analyticgnealue expressions are obtained
by one of the previous methods, it is possible to simplifyntite a great extent, in a way that
the resulting expressions are valid in a relatively smalgeaof parameter variation around a
nominal set of parameter values. Such an analysis may leefiektended to a degree that only
one critical parameter is allowed to vary, making the sifigations even more drastic. As a
result, it may be possible to acquire such simplified fornad thesign criteria for an HVDC
system can be derived. This objective can be part of a futudy®n the subject.
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Chapter 5

Stability in two-terminal VSC-HVDC
systems: frequency-domain analysis

In this chapter, a two-terminal VSC-HVDC system is modeledetail and its stability charac-
teristics are examined from a frequency analysis persgeclihe aim is to develop a method-
ology pattern, which can describe and possibly predict tteeiwmence of poorly-damped phe-
nomena or instances of instability. For analysis purpdbessystem is divided into two subsys-
tems: one describing the dc-transmission link receivinggydrom the rectifier station and the
other describing the dynamics of the VSC rectifier statiohicl injects a controlled amount
of power to the dc grid in an effort to stabilize the directtagle. The two subsystems are ini-
tially examined from goassivitypoint of view with relevant comments being drawn for the
overall stability using the Nyquist criterion. Howeveretbonditions under which the passivity
approach is applicable can be limited. A different frequeacalysis tool is thus later applied,
using thenet-dampingpproach. Finally, an initially unstable system is stabili by altering the
control structure of the VSC rectifier and an explanationr@/jaed from a frequency-domain
perspective.

5.1 Stability analysis based on a frequency-domain appro&c

If a system can be represented by a closed-loop SISO feedpsaigm, as in Fig. 5.1, its stability
can be evaluated by examining the frequency response ofigtieatl transfer functiong” (s)
and G (s). Two main methods are considered in this chapter: the pgassipproach and the
net-damping stability criterion.

5.1.1 Passivity of closed-loop transfer function

A linear, continuous-time system described by a transfection R(s) is defined apassivef
and only if, the following conditions apply at the same tir88]

1. R(s) is stable;
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in —{+ F(s) out

G(s)

Fig. 5.1 SISO system with negative feedback.

2. Re{R(jw)} >0, Yw > 0.

From a complex-vector point of view, the latter is equivalemthe condition of—7/2 <
arg {R (jw)} < m/2, implying that the real part of the transfer function is neegative. Addi-
tionally, if R(s) is stable anRe {R (jw)} > 0, Yw > 0, the corresponding system is defined
asdissipative As an example, the typical second-order low-pass filtection

UJ2

= n 5.1
R (s) §% + 2Cwys + w? 61

represents a dissipative systemdar 0, with a step response that contains either no oscillations
(¢ > 1), or a damped oscillatiord(> ¢ > 1). However, if( = 0, the represented system is
only passive with a step response that contains a sustasathtion of constant magnitude
and frequencw,,, without ever being damped.

The passivity concept can be expanded to closed-loop sgstenthe SISO in Fig. 5.1. If both
the open-loop transfer functiafi (s) and the feedback transfer functi6h(s) are passive, then
the closed-loop transfer function of the complete system

F(s)

R =57 (5-2)

is stable and passive [84]. The opposite is however not lregher F' (s), or G (s), or both of
them, are non-passive thét) (s) is not necessarily non-passive or unstable.

The previous statements are very important from a contrioitjpd view. If a controlled process
can be represented by the SISO form of Eigl 5.1, the passikidyacteristic of the subsystems
F (s) andG (s) can either guarantee the stability of the closed loop, ovigeoa hint for in-
stability and there is a need for further investigation gsafternative tools, e.g. the Nyquist
criterion, which can provide a definite answer.

5.1.2 Net-damping stability criterion

A useful tool in the frequency analysis of the stability ofystem is theNet-Dampingstability
criterion. Its applicability can be investigated on SIS@tsyns, identical to the one depicted in
Fig.[5.1, where the frequency functions of the open-loopfardback dynamics are expressed
as
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and
G (jw) = Da (w) + jKg (w) (5.4)

Canay in[[27] and [28] used such a SISO representation iir tmdetroduce the complex torque
coefficients method for subsynchronous torsional inteva@nalysis of turbine -generator sets.
In that case,['(s) represented the turbine’s mechanical dynamics @) the generator’s
electrical dynamics. Addressingr (w) and D¢ (w) as damping coefficients andy (w) and
K¢ (w) as spring coefficients, the introduced method involves tiaduation of the net damp-
ing D(w) = Dr (w) + D¢ (w). If at each resonance of the closed-loop system applies

D (w) = Dg (w) + Dg (w) >0 (5.5)

then according ta [27], there is no risk for detrimental ionsl interaction. Several examples
where provided as proof of the statement but no strict maghieal proof. The method was
shown in [29] not to correctly predict closed-loop osciigt modes and instabilities. However,
a mathematical proof of the positive-net-damping criteife.5) was provided in [30], using the
Nyquist criterion. There, in agreement with [29], it wasrilad that the net damping should be
evaluated for the open-loop (not closed-loop) resonarasewell as for low frequencies where
the loop gain exceeds unity.

As part of the proof process in [30], the Nyquist criteriomajgplied to the transfer function
F(s)G(s) with

Dy (w) Dg (w) + K (w) Kg (w) . Dp (w) Kg (w) — Dg (w) Kr (w)

F (jw) G (jw) = D} (w) + K (w)

(5.6)
To determine whether the Nyquist curve encircles -1, thagimay part of [5.6) is set to zero,
yielding o)
. . Dg (wx
F(jun) G (jwn) Dr (wn) (5.7)
wherewy is the frequency where the Nyquist curve intersects withrélad axis. Usually, reso-
nant frequencies are very close to events of intersectiathstire real axis and therefore con-
stitute points where an encirclement of -1 could occur (the&bility of the closed loop) [30].
If (5.7) is larger than -1 the®y (wx) + Dg (wn) > 0, giving (5.5) in the vicinity of a potential
resonant frequency. However, this accounts onlyer(wy) > 0, as examined in the previ-
ous references. 1Dr (wy) < 0, relation [5.¥) would give the following in order to avoid an
instability

Dr(wn)<

> 1 % D¢ (wy) < —Dy (wy) =

D(wx) = Dr (wn) + Dg (wn) <0 (5.8)

showing that extra attention should be given when applyegriet-damping criterion, taking
into account the nature dbr (w) close to the resonant frequencies.

Compared to the passivity analysis, a benefit of analyziagtability of a SISO system via the
positive-net-damping criterion is that there is no needefieh of thel'(s) andG(s) to be pas-
sive or even stable. In fact it is not uncommon that one or bbthe two transfer functions are
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(a) Two-terminal VSC-HVDC system with detailed dc-transsin link.
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(b) Final form of VSC-HVDC model with minimized form of dcansmission link.

Fig. 5.2 Two-terminal VSC-HVDC model.

individually unstable, but closing the loop through the atiage feedback stabilizes the system.
In such cases, the passivity analysis cannot be used, uhbkgositive-net-damping criterion,
which can still be applied.

5.2 System representation

The objective of this section is to derive a SISO represemtaif the two-terminal VSC-HVDC
model, compatible to the depiction of Fig. 5.1. This willaall a further investigation of the
system in terms of passivity and net damping. The model undaesideration is shown in
Fig.[5.2(a@). The ac grids are assumed to be infinitely strortjaae thus modeled as voltage
sources, to which each VSC station is connected via a filtergtor (with inductancé; and re-
sistanceR;). The dc terminals of each station are connected to a dc itapaith a capacitance
C.onv- Each dc cable is modeled aglamodel, in the way described in Sectign (212.1). Given
the physical characteristics of the symmetrical monopoldiguration and considering balan-
ced conditions, the model in Fig. 5.2(a) can be equated tasnmetrical monopole model
in Fig.[5.2(b). This model retains the same power and voltatiegs as the one in Fig. 5.2(a)
and has the same dynamics. It is however simplified in forsisasg the later description of
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Direct-voltage
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controlled current
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(b)

Fig. 5.3 DC-side consideration of the system: (a) detailedent-source equivalent model, (b) linearized
model.

the model through equations. The dc-transmission syst@pepties linking Fig[ 5.2(&) and
Fig.[5.2(b) are defined as in(4131).

This model will be used further on in this chapter. Choosing torrect type of input and
output for the SISO representation of the system is notgsttiarward. It will be shown in the
following section that the choice of the small signal deeiatA 1/ * as input and\ P, as output,

allows a SISO formulation of the considered model, simiaiie closed-loop form of Fig. 5.1.

5.2.1 DC-grid transfer function

The part of the model to the right of the dc terminals of VSQisteal in Fig[5.2, can be treated
separately for dynamic purposes. For this analysis, theM80 stations can be represented as
controllable current sources with the rectifier injectingrenti; = P, /vq.; and the inverter
injectingis = P»/vqc2, as depicted in Fig. 5.3(a). The capacitéts,, andCy. in Fig.[5.2 have
been replaced with their lumped valGg,;.

Considering the capacitor at the rectifier side, the divetiage dynamics are

dvge = dAvge 1 P .
Ctotﬂ =1 _ iac = Chot Jdel AP — 2170 Avger — Adge =
dt Udel dt Ude1,0 Ude1,0
AdAvg. 1 1
Ctot Ydel = APl — —A'Udcl - Aidc (59)
dt Udel,0 Ry

where the term3, ,/ Py o has been replaced with, since it acts as a fictive resistance which
under a voltage drop @dkvg.; causes a currev,.; / R1o. The subscript "0” denotes the steady-
state value of an electrical entity, around which the laddinearized, and is consistently used
in the rest of the analysis in the thesis.
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As mentioned earlier, the power-controlled station issetfixed power reference and therefore
P, is assumed to be constant. In this case, the dynamics of piaeitar voltage on the inverter
side become

dvges . Py dAv4e2 . Py
Cit—— =ige + — = Crot——— = Aige — — AUgea =
tot 7, ldc + e tot 7y 1q U(21C2,0 Udc2
dAUd(Q . 1
Ciot———— = Aige — — AUqge 5.10
tot dt 14 Roo Udc2 ( )

Similarly as earlier, the termj, ,/ P» o has been replaced with,, since it acts as a fictive re-
sistance which under a voltage drop®#,., causes a curremvg.o/ Roo. Finally, the dynamics
of the current,, are

dige , dAig.
ded—(; = —Ryclde — Vde2 + Vdet = Lac 7 td
The differential equations$ (5.9)-(5]11) constitute theedirized model of the dc-transmission
link and are represented in Fjg. 5.3(b) as an equivalentissizadal electrical circuit. The phys-
ical meaning of the term&;, and R, can now become clear. It is interesting to notice that due

to the steady-state properties of the circuit

= Avger — RgcAige — Avges (5.11)

PlO P20

fdep = —— = ———— (5.12)
Vdc1,0 Vdc2,0
and then
V32 V2
R, — Vdc1,0 = Ude2,0  Udel,0  Ude2,0  Udel,0 Vdc2,0 _ Yde1,0 i dc2,0
dc = ; = - - = = - =
2dc,0 de,0 2dc,0 PLO/ _P2,0/ Py Py
Udc1,0 Vdc2,0

Rdc = RlO + R20 (513)

The state-space model of the considered dc-transmissstersys created by considering (5.9)-
(5.11). The states of the system afie= Avger, 2 = Aig. andxz = Avgee. The only input is
up = AP ForW = o3, the output of the system is= AW = 2vg4.1 0Avge. The resulting
state-space model is

[ S| 0
CtTtRlo Ctot 1
Adcflink = Lac _L_:Z - Lfc
1 __ 1
L 0 G CuorFao (5.14)
CtotVdc1,0

Bac-1ink = 0 , Cac—tink = [ 20ge10 0 0 ], Daeotink = 0

| 0

denoting as
1 1 1 Rae

W = , W = , W3 = , Wq =
Otot RlO C1tot RQO de Otot de
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and taking into accouni (5.11.3), the transfer function ofdpstem fromA P, to AW is

AW (s)
N A.Pl (8)

G (s) = [Cac—tink (ST — Ade—tink) " Bac—tink + Dac—tink] =

2C¢ [8% + s(wa + wy) + w3 + wawy]
83 + 5% (w1 + wa + wy) + S[2ws + wowy + wi (w2 + wy)] + 2ws(w + wo)

G(s) = (5.15)
In a conventional sense, the flow of currérdcross an impedancg causes a voltage drop
u = Z -i. In a similar manner and observirig (5.15), the flow of powé () into the dc grid
causes an "energy” changellV = G(s) - AP, (s). Thereby,G(s) is addressed to as tliput
impedancef the dc grid.

5.2.2 AC-side transfer function

This section concerns the ac-side dynamics of Station 1gn[&R and its interaction with
the dc-transmission link. With reference to the signal tiotagiven in Fig/5.3(8), assuming
a lossless converter and power-invariant space-vecttingd85] (or p.u. representation), the
conservation of power on the dc- and ac-side of the convienigies

Py = vt + 086 (5.16)
which in terms of small deviations becomes
APy = vd oAy + if) (Avd + vl g Aify + iy (Avd (5.17)

As mentioned earlier, the ac grid at the PCC is assumed tdibéety strong and is represented
by a voltage source with a fixed frequency; and vector representatimrg1 + jug, on the
converterdg-frame. Once the PLL has estimated the correct angle dfjifsame, any changes
in the system will not affect the measured angle and the dissaaif the PLL itself will have

no influence on the system. Consequently,gf@mmponent of the ac-grid voltage has become
vg; = 0, thed-component of the ac-grid voltagg1 is constant over time. The ac-side dynamics
are then the following, expressed on the convetieframe

d _ ,d d q
vy = Vg1 — (R + sLa) iy + wg1 Lt

. . 5.18
vl = — (Rp + sLp) il — w1 Lyt ( )
which can then be linearized in the following form
Avd = — (R + sLp) Aify + wgi L Ai, (5.19)
AUgl = — (Rfl + SLfl) A’L(fll — wglLﬂAi?l
The steady-state valueg, , andv?, ;, can be derived froni{5.19) as
d _ ,,d - R -d L -q
U((:Jl,O Ug1,0 f12f1,0 T Wyt L1l (5.20)

_ poa d
Ue1,0 = Rfllﬂ,o wg1 Lty o
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Inserting [5.1P) and (5.20) intb (5117), provides the failag expression foA P,

APy = [~if o (2Re + sLar) + vgy o] Aify + [—ify o (2Rn + sLay)] Aify =

AP, = —igl,oLfl (s +b7) Aify — it oL (s + 07) Ay (5.21)
where p
bl = pfin _ Vsr0 b= phL (5.22)

'd
Lfl LflszO Lfl

For a CC designed as in Sectidn (213.1), with closed-loomdyos of a low-pass filter with
bandwidtha.. and perfect cancellation of the cross-coupling term, thagion betweerdq cur-
rent references and filter currents acquire the followingdrized form

. Qcc -dx . Qe -qx
Algl = TGCAZ%, AZ% = TCCAZ% (523)
It is assumed that! is constant and therefor&:{" = 0. Thus, inserting[(5.23) intd (5.21)
provides

s + b¢

AP, = —aCCﬂLOLﬂSilAz;l; (5.24)

The DVC of the station is designed in the same way as in Se@i&0)
Pr=K,(W—W)+ P, (5.25)

whereP is the filtered feedforward power

Py = H(s) Py (5.26)
and
H(s) = - ifaf (5.27)

is a low-pass filter of bandwidity. The actual powep,, will follow its referenceP;, with atime
constant defined by the selected control parameters. Thisre different fromP; because of
the reactor resistande; and the associated power loss. Given the fact that the ststatlyvalue

of the feedforward tern#; is equal toP;, it is understood that there is a need for an integrator
with a very low gainK; to compensate for the small steady-state deviation betWgeand P;.

For very low values ofs;, the integrator has negligible effect on the overall dyreamaind can,

at this point, be assumed to be zeral [53].

The reference powe?; in terms of PCC properties is
Py = vty (5.28)
which when inserted t@_(5.25) gives
vhift = Ky (W= W) + P = v jAiff = K, (AW — AW) + AP =

K, (AW* — AW) + AP,
Agte = Ko (A7 = AW) + AR (5.29)

d
Ugl,0
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Relations[(5.24) and (5.29) provide the final expressiothfeinjected power to the dc-transmission
link
AP, = K(s) [K, (AW* — AW) + AF;] (5.30)

with

et oL b
K(s) = —eclloztl S 101 (5.31)

d
Vgro S Gcc

Given relation[(5.26), the filtered pow&P; can be expressed as
AP = H(s)AP, (5.32)

The challenge at this stage is to relaié’,, directly to AP;. In order to achieve this, it is
necessary to resort back to the analysis of the dc-gridfegafisction in Section(5.211) and its
state-space description [n (5114).

Based on the arrangement of Hig.l5.2, as well as the fact dipaicitors’...,,, andCy. share the
same voltage at all times, the dc-side powers measuredfatatit points of the transmission-
link model are connected in the following way

1
C1c01f1v dt Pl P
= P =Py Pm Vdcllde =

. Cconv Cdc
%Cdcdd_vz/ = P — Udetlde
Pm - Ccorgcicdc Pl + Cccfr;:io‘?vc’dc UdCIidC :>
C(dc CYconv .
P, = P+ Vge1? 5.33
Ctot 1 Ctot dcltdc ( )
Relation [5.3B) can then be linearized into
Cch C C CYconv
Pm = Pl + Udclzdc = AP APl + ——Vdc1 OAzdc ch OAUdcl =
CYtot CYtot CYtot CYtot C(tot
C c C onv U Cc nvP
APp = ~E AP + 2290 Njge + 0 Avge (5.34)
Chot Chot CtotUdcl,o

At this point considering the same system as in SectionXpvth the same single input P;,
but new output ofA P,, as in [5.34), the new state-space representation becomes

-1 1 0
Ctot R10 Csot
A = 1 _ Rac _1
de — Ly Lgc Lgc
0 1 _i
L N Ctot Ctot R20 (535)
CtotVdc1,0
. ’ o Ceonv P10 CeonvVdc1,0 _ Cac
BdC o O ) CdC - |: Ctotvdcl,O Ctot O ) DdC - Ctot
0
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AW Ko 4{%& K(9) AP,
H© M(s) J

APy AP,
AW &9
(@)
AW F(s) AP,
G(s)

(b)

Fig. 5.4 SISO representation of two-terminal VSC-HVDC mlo¢) detailed representation, (b) con-
densed representation.

with the only difference compared fo (5114), being found mtnecesC,. andDg.. The transfer
function fromAP; to AP, iS now

AP, (s) .
M) =3p s ~ [Cac (sT— Age)” Buae + Dac] =
M (s) = Ceony CiotVe1,0(8 +w2)ws + Pro[s? + s(wa +wa) + ws + wawa] + Cac
a Ct20tvc21c1,() 83 4 52 (w1 + wo + wy) + 8[2w3 + wowy + w1 (w2 + wa)] + 2w3(w1 +w2)  Ciot

(5.36)

5.2.3 Closed-loop SISO feedback representation

Following the previous segmental investigation, the imdinal transfer functions can be com-
bined in order to obtain a representation of the system’sanyes, relating the single input
AW* to the single outpuf\ P,. The equations of interest afe (5.1%), (5.30), (5.31),Apbahd
(5.36) whose proper linking leads to the graphical repriedgiem of Fig[5.4(3).

The feedback-loop transfer functi@i(s) in Fig.[5.4(a)) already complies with the SISO form
of Fig.[5.1 but the path from the input to the output, appearsencomplicated. The latter can
be merged into a single transfer function

K (s)
F ) = R o H 5 3 (5)

with the system taking the final desired form of Hig. 5.4 (hisform will be used in the later
parts of this chapter.

(5.37)
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5.3. Frequency-domain analysis: Passivity approach

It is interesting to observe that if the DVC was only a basicéttroller with transfer function
K, + K;/s, the input-admittance transfer function would simply baeo

K K;
F(s) = Rps+ A

S
The dynamics of this expression are completely decouptad those of the dc-transmission
link. Conversely, the presence of the power feedforwarch ter the considered control intro-
ducesM (s) into the final expression af' (s) in (5.31), implying that the latter is now coupled
to the dc-transmission system and inherits its dynamics.

K(s) (5.38)

From an electrical point of view, a voltage dropacross an admittancé causes a current
i =Y -u. In asimilar manner and with a reference of Fig. 5.4(b), theearance of an "energy”
drope = AW* — AW causes the converter to respond with a power oy, = F(s) - e.
Thereby,F'(s) is addressed to as tirgput admittancef the VSC converter.

5.3 Frequency-domain analysis: Passivity approach

It this section the stability of a two-terminal VSC-HVDC, sisown in Fig[5.P, is investigated
using a frequency-domain approach. The investigatiomageo utilize the passivity properties
of the system and the Nyquist criterion. As such, a SISO sgmation of Fid. 5.4(b) is consid-
ered, where the transfer functiof¥s) andG(s) must be stable. The investigation begins by
considering a simple form of direct-voltage control. Thltea commonly used PI-controller
is chosen in the beginning, with a later consideration forapgprtional controller with power-
feedforward.

5.3.1 DC-grid subsystem for passivity studies

The dc-grid transfer functiot/(s) in (65.15) has three poles, one of which is real. As shown
in [86], this real pole is always positive for a non-zero powansfer, rendering:(s) unstable
and therefore non-passive. This implies that the analy$ed1SO system in terms of passivity
cannot be performed. However, in a related analysis ih j25],

de

O << 2 (5.39)

it is possible to approximaté'(s) with the transfer functio=’(s), where the real pole is fixed

at zero

201 [8% + s(wg + wy) + ws + wowy]
$(8% 4+ wys + 2ws)

Condition [5.39) is usually fulfilled in cable-type of lineshere the real pole is sufficiently

close to zero due to the low inductance of the transmissndidi, but not necessarily in case of

overhead lines.

G (s) = (5.40)

As demonstrated in [25], the replacementifs) with G'(s) has practically negligible effects
in the closed-loop poles of the SISO system and is therefalid ¥ be considered as the
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Chapter 5. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

feedback transfer function. However, the main benefit obaeringG’ (s) is that, unlikeG(s),
it is stable. This is a precondition for the passivity anelys

5.3.2 VSC subsystem

The input-admittance transfer functidf(s) is determined by the ac-side characteristics of the
rectifier VSC Station 1 and its control. Following the anaysf Section[(5.2)3), a Pl-controller
is at this stage chosen (instead of a proportional contralith power-feedforward) for the
direct-voltage control. This is because, in order to penfarpassivity analysis, transfer function
F(s) must be at least stable. Expression (b.38) correspondihg tase of a simple Pl-controller
is always stable, but not (5.37), which is related to the prtpnal controller with power-
feedforward. For a selection @&, = a4Ceony aNdK; = a3Ceony /2 as in [14], the ideal closed-
loop direct-voltage control of the rectifier (assuming netidmsmission link), would have two
real poles at = aq4. As such, the input-admittance transfer function of theCs$g$stem has the
general form of{(5.38), providing the final expression

_ K,s + K K (s) = _adacci?LOLflCconv (s+aq/2) (s+ bil) (5.41)

s vgm s (s + aee)

F(s)

As it can be observed;(s) is always stable. This, combined with the fact théts) is stable,
indicates that a passivity approach of the system can bedsed to investigate the stability
of the closed-loop system.

5.3.3 Analysis

The complete VSC-HVDC link is here evaluated and for scatingposes the system is exam-
ined in per-unit. The passivity properties of the system mlégr according to the operational
conditions and choice of control parameters and passiveeglts. Their values are the same
as in Tabld_3]1, with nominal power transfer and direct \g#tawith the difference that the
bandwidtha, of the closed-loop direct-voltage control is allowed toywak cable-type of the
transmission line is chosen with physical characterigticsided in Tablé 2]1. The cable length
is here set to 50 km.

The frequency response 6f (s) is presented in Fid. 5.5. A resonance peak is observed at
w = 7.42 pu, which is very close to the resonance frequency of thestnagsion link, having

wres = 7.40 pu, as defined by (3.15). It can also be seen that the phase ahtfle transfer
function is always between -9@nd 90 and since it is also marginally stabl@;(s) is passive

for all frequencies. Therefore, with(s) being already stable, the passivity analysis dictates
that if there is a chance of instability in the closed-looSSIsystem the'(s) will necessarily

be non-passive.

The system is now tested for three different bandwidths@ttbse-loop direct-voltage control:
(@) aq = 0.4 pu, (b)ag = 1.4 pu and (c)ag = 2.4 pu. Figure 5.6 shows the real and imagi-
nary parts of’(jw) and F'(jw) for each of the cases. Observe that for the investigated case
Re[F] is negative over a large part of the frequency domain, inisigahat F'(s) is non-passive
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Fig. 5.5 Frequency response@f(s).

and therefore provides a hint for possible instability. €e thatF'(s) is non-passive for any
amount of positive power transfer.

In this case, the Nyquist criterion should be applied. Foedain frequencyw, the transfer
functionsF'(s) andG’(jw) can be regarded in terms of their real and imaginary parts as

Fjw) = F(w) +jF (w) (5.42)

G (jw) = Gi (W) +jGi (w) (5.43)

At a frequencywy the Nyquist curve (jw) G’ (jw) crosses the real axis. There could be mul-
tiple such frequencies but if there is a poorly-damped gakresonance, thenway will exist
close to that resonant frequency with(jwy) G’ (jwn) being close to the -1 valug [87]. If the
closed-loop SISO system is to remain stable, then

F (ij) G’ (ij) >—-1=F, (UJN) G; (UJN) — K (WN) Gi (UJN) > —1 (544)

Such a resonant frequency is found to exist for each of the examined cases, with it
being always close to the,... = 7.39 pu of Re[G'], which is itself very close to the resonant
frequencyw,.s = 7.4 pu of the dc-transmission link. As it can be observed in Fig(f, the
value ofIm[G’] (equal toG} (w)) aroundw,..; (and thereforevy as well) is very close to zero.
A consequence of this is that the tefin(wy) G} (wx) in (5.44) becomes much smaller than
F; (wx) G! (wn) and can thereby be neglected. Expresdion {5.44) can nowgiexamated by

F (wx) Gy (wy) > —1 (5.45)
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and sincevy is close tau,.., (5.45) becomes
Fr (wpeak) Gi« (wpeak) > —1 (546)

SinceG. (wpeak) = 0.44 pu, (5.46) provides the information that for an increasinggtgative
value of F; (wpeak ), the value ofF; (wpeak) Gi. (wpeak) decreases with the possibility of surpass-
ing -1 and the closed-loop system becoming unstable. Tliawer is observed in Fig. 5.6(a)
where for an increasing,, the value off} (wp..x) is initially positive but gradually turns neg-
ative and keeps decreasing. This indicates that the inedfag decreases the damping of the
resonant poles of the system and, eventually, leads to sthitity of the system.

This can be visually demonstrated in Hig.15.7 where the didsep poles of the system are
plotted for the three different cases®f. Indeed, an increase af, causes the poorly-damped
resonant poles of the system, with a natural frequency ¢wsg..,, to become increasingly
under-damped until they become unstabledpr= 2.4 pu.

5.3.4 Altered system configuration

At this stage, the same dc-transmission link as before isidered but the direct-voltage con-
trol is changed to a proportional controller with powerdteward. This means that the input-
admittance transfer functiof'(s) is the one described by (5]37). As mentioned in Section
(5.2.3), the transfer functiof/ (s), which exists within the expression @f(s), inherits the
dynamics of the dc-transmission system and is unstabl¢hé&mnore, the fact that/ (s) is lo-
cated on a positive feedback loop that forms the fifiéd), as seen in Fid. 5.4(a), causes the
completeF(s) function to be permanently unstable. This means that theipgsapproach
cannot be used for the frequency analysis of the closeddtaiplity.

One natural way to still use the passivity approach is to @gprate G(s) with G'(s) when
deriving the feedforward term faf'(s). However, as it will be shown in Chapter 5 and 6, this
approximation does not always hold. For this reason, annatiee frequency-domain method
to assess the system stability will be described in thevioilg section.

5.4 Frequency-domain analysis: Net-damping approach

The net-damping approach in evaluating the stability of &kystem has no regards on the
passivity of its subsystems(s) andG(s). Additionally, it was shown that when possible, the
passivity approach along with the Nyquist curve can prouii@mation on the risk of stability
but not strict information on the stability status of a syst& his section demonstrates applica-
tions of the net-damping criterion in a two-terminal VSC-BI¥ system. In all cases, the DVC
features the power-feedforward term.
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5.4.1 Open-loop resonances

The system under investigation in this part is identicahi two-terminal VSC-HVDC model
whose performance has been examined in SeCtion| 3.3.2. ¥$tans featured long overhead
dc-transmission lines and the transferred power was rampéastages, from 0 MW (0 pu) to
500 MW (0.5 pu) and finally to 2000 MW (1 pu). While the model epped to be stable in the
beginning, as shown in Fig._3111, when the power reached 980049 pu), it became unstable
with a resonance of 31.74 Hz. Once the power started dengeastil 500 MW, the stability
was restored.

The SISO representation of the system considers the irguitiance transfer functiof’(s)

and the feedback transfer functi6tis) as defined i (5.37) and (5]15), respectively. The investi-
gation starts by locating potential open-loop resonantgs(@w)| and|G(jw) ||§|. The frequency
domain plots of those transfer functions are shown in[F&(d&) and Fig[. 5.8(b)), respectively,
for the three different power transfers of interest; 0 p6,[fu and 0.9 pu. Observing:(jw)|,

it is immediately apparent that there is always a singlenmasoe at a frequency that is almost
independent on the transmitted power and is very close teedwnant frequency of the dc grid,
defined in[(3.15). On the other hand)(jw)| seems to exhibit no resonances for powers of O pu
and 0.5 pu, but does have one for a power of 0.9 pu with a frecyueh0.72 pu. Tablé 5]1
displays the characteristic frequency of these resonances

The value of the dampindr (w) at the point of all the observed resonances is positive.€kyer
the positive-net-damping criterion ¢f (5.5) will be evaled As it can be seen in Takle b.1, the
total dampingD(w) is always positive at the open-loop resonant frequenciepdavers of

0 pu and 0.5 pu. This means that the system should be stabfienasnstrated through the
time-domain simulation of Fid._3.11. However, once the eyshas a transferred power of
0.9 pu,|F(jw)| develops a resonance at 0.72 pu as mentioned before, \ll{ereis negative
with a value of -0.32 pu. This indicates an unstable systemficning the unstable conditions
displayed in Figl-3.111.

This behavior can be observed in terms of the pole movemethieo§ystem for the different
power transfers, as displayed in Fig.]5.9. The poles araulzaéd for the closed-loop trans-
fer function F' (s) / (1 + F' (s) G (s)). As demonstrated, the system exhibits a pair of poorly-
damped complex conjugate poles which are of concern duestogtoximity to the imaginary
axis. For a power transfer of O pu and 0.5 pu, these poles abeesHowever, when the power
increases to 0.9 pu, the already poorly-damped poles beonstable with a predicted resonant
frequency of 0.623 pu, or 31.15 Hz, which is very close to th§3 Hz oscillation observed in
the time-domain simulation.

1F(s) andG(s) are both unstable. An attempt to locate their resonant pdiptplotting the bode plot in a
way that a sinusoidal input signal is provided and the amgitand phase of the output signal are measured, is
not useful as the response of such systems for any input viieuédsignal that reaches infinity. However, plotting
|F'(jw)| and|G(jw)] still allows the identification of the local peaks that seagethe open-loop resonances and
can be further used in the net-damping analysis.
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TABLE 5.1. LOCATION OF OPENLOOP RESONANCES AND TOTAL DAMPING
Power (pu) |F(jw)| resonant |G(jw)| resonant D(w) at|F(jw)| D(w) at|G(jw)]
frequency (pu) frequency (pu) resonance (pu) resonange (pu

0 - 1.07 - 15.3
0.5 - 1.05 - 13.46
0.9 0.72 1.01 -0.32 10.48
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Fig. 5.9 Pole movement of the closed-loop SISO system fostesred power equal to 0 pxJ, 0.5 pu
(0) and 0.9 pu ). The fifth pole associated with the current-controller daialth a. is far to
the left and is not shown here.

5.4.2 Non-apparent cases

In the vast majority of the examined cases, a straightfawammenting for the stability of the
system could be provided by focusing only on the open-lospnances, as in Sectidn (54.1).
However there are some rare and unusual scenarios wherapjmieach could not give an
explanation for the instability of the system. One of thesees is investigated here. The model
used is the same as in Sectibn (5.4.1) with the differenceg be

1. the overhead line length is reduced to 50 km;
2. the power transfer is set to 1 pu;

3. the closed-loop bandwidtlag anda; are both increased from 1 pu to 3.5 pu.

Under these conditions, the closed-loop system is unstaittea pair of unstable complex
conjugate poles at.0044 + 1.541 (pu). The frequency domain results|@f(jw)| and|G(jw)|

are presented in Fig. 5.10|(a); as it can be observed, thendyi®ne open-loop resonance which
is found on|G(jw)| atw = 2.63 pu; |F(jw)| appears to have no resonances. At that frequency,
dampingDr(w) is positive, meaning that the total dampifw) should be positive as well.
Indeed, measuring the latter at the resonant frequency gipesitive value oD (w) = 11.68 pu

(as seen in Fig. 5.10(b)), suggesting that the system sheutthble. This creates a controversy
since the system is already known to be unstable.

It should be reminded here that, as mentioned in Section2)5.the net-damping criterion
should be evaluated not only for the open-loop resonanaefidow frequencies as well where
the loop gain exceeds unity. Following this statement, tiiguist curve of the system showed
that theF'(jw)G(jw) curve crosses the real axis with a value of -1.02 pu (endjogaint -1
and causing instability) at a frequengy, = 1.54 pu. This frequency is below the open-loop
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resonance of 2.63 pu. At this frequené (w) is positive and the total damping(w) is equal

to -0.0012 pu, indicating that there is instability, eveough barely. As mentioned in_[30],
negative total damping at low frequencies is a strong iriginaof instability, even though the
open-loop resonances may have positive damping. This hes demonstrated here, proving
that the net-damping criterion still provides an answehmrare occasions when the system is
unstable, despite a good damping of the apparent open-ésomances.

5.5 Correlation between net-damping and damping factor

In the previous section, it was shown how the net-dampingroon can provide direct infor-
mation on whether a SISO system is stable or unstable. Howlese has been no information
relating the criterion to poorly-damped or near-instapitionditions.

5.5.1 Damping in a multi-pole system

As mentioned in Sectiof (3.1), the damping of a system cairiot\sdefined only for 29 order
systems as the one described[in(3.1). When it comes to pulkisystems, it is not possible
to provide a similarly strict definition of the system’s dangp A step-wise excitation of the
system excites all of its eigenmodes (given the fact the stepp contains the full frequency
spectrum) and the total system response consists of thgrgosition.

However, the behavior of a multi-pole system is normally dwated by its dominant poles (if
these exist), which dictate the main properties of its raspdo a perturbation. Furthermore,
poles with very low damping have, by definition, a very sméléalute real part, becoming
potentially dominant as they find themselves very closedarttaginary axis. In such cases, the
final response of the system will be mostly dictated by thaselg-damped poles and it is here
suggested, in a non-strict manner, that their damping faeto be regarded as the damping of
the complete system.

5.5.2 Net-damping in poorly-damped configurations

Typically, the encirclement by the Nyquist plot of -1 occatdow frequencies and in the neigh-
borhood of resonances [87]. These resonances are usuailyfield with poorly-damped poles
that move towards the RHP of the complex plane due to a changerdical parameter (e.g.
transferred power). When the system is on the verge of iilisyathe Nyquist curve intersects
with the point -1. This occurs at a frequengy;; with the corresponding closed-loop system
having either a real pole at the origin of tee plane or a pair of marginally-stable complex-
conjugate poles with a damped natural frequengcy w..;;. If these poles have not yet become
unstable but are close enough to the imaginary axis, the istycurve will cross the real axis on
the right of -1 but in close proximity to it. This occurs at aduencywy that is closely related
to the damped natural frequency of the related poorly-dahpoées.
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If the system is marginally stable, its net-damping at tegfiencyoy = w.ir = wq IS equal to
zero

D<wN) = D<wcrit) = DF (wcrit) + DG (wcrit) =0 (547)

Based on the previous analysis, it is here suggested tlsgidgssible to correlate the level of net
damping of a system measured.gt, with the existence of poorly-damped poles that are close
to instability. The closer these poles approach the imagiaais, the more the net damping
D(wy) should approach zero until the poles become marginallylestatd D(wy) = 0. The
value that quantifies the level of damping for these polesas tlamping factor. The closer the
latter is to zero, the less damped the poles and the systdosey ¢o instability.

The objective of this analysis, is to provide a way thouglelsch frequency analysis of the sys-
tem to determine whether there are poorly-damped polasathyt close to the imaginary axis,
without actually finding the poles of the system and the fegapy characteristics of the poorly-
damped poles. For this reason, four different scenariogxaeined where the two-terminal
VSC-HVDC system appears to have poorly-damped poles wharsgpitig decreases with the
change of a system parameter or operational condition, tinely almost become marginally
stable. In all cases, the damping of these poles is plottednjunction with the measurement
of the net damping at the frequengy, where the Nyquist curve crosses the real axis closest
to -1. As for the previous sections, the DVC is at all timessidered to feature the power-
feedforward term.

The four different cases use the basic values as defined ia[3abwith the custom differences
being identified in the following way

Case 1 The system features overhead dc-transmission lines gih properties defined
in Table2.1 and their length is varied from 50-230 km.

Case 2 The system features overhead dc-transmission lines armbtitroller bandwidths
aq anda; are equal and varied from 200-630 rad/s.

Case 3 The system features overhead dc-transmission lines ok28id length and the
transferred power at the inverter Station 2 is varied fro©00 MW.

Case 4 The system features cable dc-transmission lines withr reperties defined in
Table[Z.1 and their length is varied from 26-43 km.

Each of the graphs in Fig. 511 shows the pole movement ofytsters for an increasing trend
of the chosen variable, with the concerned poles being @adir In the first three cases, the
dampingDr(wy) of the VSC input admittance is positive @f; and therefore for the system
to be stable, the net-damping should be positive. This igitoed in Figure$ 5.11(H)-5.11{c)
where the systems are already known to be stable and the radasi damping is indeed
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Fig. 5.11 Frequency analysis of poorly-damped systemst. sa@enarios are examined with a different
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the starting value and1” to the final value of the variable. The fifth pole associatdthwthe
current-controller bandwidth,. is far to the left and is not shown here.
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5.6. Stability improvement

positive. On the contrary, in Case 4 the dampihgwy) is negative and according o (5.8), the
net damping should be negative to ensure stability. Thieiffied in Fig.[5.11(d) where the
stable system exhibits negative net dampingat

At this stage it is interesting to notice that for all the istigated scenarios there is a consis-
tency in a sense that there is a monotonous relationshipeleetthe net damping of the system
and the damping factor of the poorly-damped poles, provitiedl the latter are sufficiently
close to the imaginary axis. The pattern that is exhibitethenright graphs of Fid. 5.11 dic-
tates that a net damping valll®(wy)| that is moving consistently towards zero, implies the
existence of poorly-damped poles whose damping factoredses consistently, until they be-
come marginally stable. In this case, the system would béewéerge of stability. In fact, for
poorly-damped poles which are quite close to the imagingis; the relation betweefD (wy)|
and damping factor becomes almost linear. This providesnttoemation that a certain rate
of change in the net damping implies a similar rate of chamgtheé damping factor of the
concerned complex poles.

It is important to notice that the previous analysis readuoeglusions regarding

1. the stability of the system
2. the existence of poorly-damped poles

3. the progression of the damping factor of the poorly-dampeles, for a change of a
critical variable

by only using information from the frequency analysis of sggtem, without explicitly solving
the characteristic polynomial to identify specific polesl alefine which of them are possibly
poorly damped. Another comment on the results is that aivelgtlarge absolute value of the
net-damping measured at the frequetagy suggests that even if there are poorly-damped poles,
they are sufficiently far away from the imaginary axis andribk of instability is minimized.

5.6 Stability improvement

At this stage, an intervention is made to the control of thatifier station by adding a fil-
tering stage in an attempt to improve the closed-loop stgbilhe effects of this action are
demonstrated and explained from a net-damping point of \seawing how each subsystem is
individually affected and finally contributes to the ovéstability improvement.

5.6.1 Notch filter in the control structure

A notch filter is essentially a"? order band-stop filter, centered at a selected frequep@nd
having a dc-gain equal to unity. It is defined as

82 4+ 26 wys + w?

5.48
§2 + 2Ewy S + w2 ( )

Hnotch (5) -
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Fig. 5.12 SISO representation of the two-terminal VSC-HViGdel with a notch filter on the power-
feedforward term.

where the three positive and adjustable parameterg, afe andw,. A mitigating behavior of
the filter requirest; < &. The ratio ofé,/¢; determines the depth of the notch centered at
the selected frequeney,, where the larger the ratio, the deeper the notch. Additiprthe
absolute values df;, &, determine th&-factor of the filter. The higher th®, the narrower and
deeper the notch is, leading on one hand to a more intensriatien of an oscillating signal,
which on the other hand should happen to be in a more narrod diafinequencies around,,,
where the filter can be effective.

In the direct-voltage control structure of the rectifierthere is a poorly damped resonance
on the dc-side, the measured pow#r will contain an oscillation at the resonant frequency.
This signal will pass through the power-feedforward terto the control process and affect the
generated power reference signal. If this frequency agpeathe frequency range where the
DVC is active, it is possible to mitigate it by introducing ataoh filter centered at the resonant
frequency. The ideal location is to add it in series with the-@xisting low-pass filter of the
power-feedforward control branch. Considering the eaclatrol version shown in Fi§. 5.4(a),
the addition of the notch filter transforms the control pathiraFig.[5.12.

Under this modification, the input-admittance transferction of the rectifier station becomes

F(s)=K K ()

P1 — K (8) Hyoten(5)H () M () (5.49)

5.6.2 Damping effect of the notch filter

The effectiveness of the notch filter in enhancing the stglaf the system is here demonstrated
by using the examples described in Sectlon (8.3.2) and iidde.4.1). The considered two-
terminal VSC-HVDC link, featuring overhead dc-lines of 3R in length, is found to be
unstable for a power transfer of 0.9 pu. The poles of this gonfition can be observed in
Fig.[5.9 (indicated with 1) and it is obvious that there is a pair of unstable complexjegate
poles with a resonant frequency of 0.623 pu. The bandwidtheoDVC is 0.955 pu. Therefore,
the observed resonant frequency is within the limits of tbetiller’'s action and as stated
earlier, the addition of a notch filter could offer some immment.

Itis here assumed that the properties of the system and timeda@re not precisely known (as in
reality) and the resonant frequency can not be calculatactigxat 0.623 pu. However, for a fair
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Fig. 5.13 Frequency analysis of the system in the presenadtfuout a notch filter.
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TABLE 5.2. DAMPING ANALYSIS IN SYSTEM AFFECTED BY THE NOTCH FILTER
Without notch filter With notch filter

|F'(jw)| resonant frequency (pu) 0.72 0.98
|G (jw)| resonant frequency (pu) 1.01 1.01
Dr(w) at|F(jw)| resonance (pu) 0.15 0.44
Dy(w) at|G(jw)| resonance (pu) 2.15 0.60
D¢ (w) at|F(jw)| resonance (pu) -0.47 -0.36
D¢ (w) at|G(jw)| resonance (pu) 8.33 8.33
D(w) at|F(jw)| resonance (pu) -0.32 0.09
D(w) at|G(jw)| resonance (pu) 10.48 8.93

deviation of the considered system’s parameters from theabhones, the resonant frequency
is not expected to deviate significantly. A certain expentakconvention is thus considered.
Since the expected resonance is not too far from the banklwidif the direct-voltage control
(at least the same order of magnitude), the notch filter isdun have a center frequency
equal toaq. The&; and§, parameters are also chosen so that the depth of the filteich o
-20 dB and the&)-factor is not too high, so that relatively neighboring fuegcies tav,, can be
sufficiently attenuated (including the resonant frequesfdy.623 pu).

It should also be mentioned that for too deep notches andédrages close ta,, the phase
of H,oen(jw) Starts reaching values close to 2@3hd 90, instead of remaining close td,0as
is the case for smaller notch depths. This is not desirabségasls could be introduced to the
control with a severe distortion of their phase, deteriogathe closed-loop stability.

Figure5.1B presents a frequency analysis of the systemawitwithout a notch filter included.
Specifically, in Fig[ 5.13(@) it is possible to observe thé;jw)| and |G (jw)| curves where, as
expected, there is a single curve for the grid impedancessins not affected by the presence
of the notch filter. This also means that the dampihgw) of G(jw) in Fig.[5.13(b), as well as
the open-loop resonance of the dc grid at a frequency of Jupdemains unaffected. Focusing
on |F(jw)], it is possible to notice that the addition of the notch filtkers caused the open-
loop resonance to move from 0.72 pu to 0.98 pu in frequenay.r&éeonance spine has become
sharper but the absolute value|éf(jw)| at that frequency has decreased, indicating a smaller
intensity in the related time domain oscillations.

The value ofDr(w) at all open-loop resonances is always positive, as seenbiie[®a2. This
means that to achieve stability, the net-dampin@ ) at those frequencies should be positive
with a higher value implying an improved damping factor oe fhoorly-damped poles. As
observed in Sectiori (5.4.1) and repeated in TRblk 5.2, temsywithout a notch filter has a
negative net-damping at the VSC input-admittance res@amaking the system unstable.

Since D(w) = Dp(w) + Dg(w) and theDg(w) does not change, an improvement of stabi-
lity by introducing the notch filter should translate into @pwards movement of thBg(w).

An increase in the value dbr(w) in the open-loop resonant frequencies would increase the
total D(w) there, making it positive; thus ensuring stability. This1éadeed be displayed in
Fig.[5.13(b) where the introduction of the notch filter hassel D (w) to raise in general and

in fact be constantly positive in a wide spectrum around titecal resonant frequencies. As a
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Fig. 5.14 Stability effect of notch filtering. (a) Pole plagent for the system with() and without )
a notch filter. An additional pole associated with the cur@mtroller bandwidthu,. is far
to the left and is not shown here. (b) Unit-step response efsistemn with (solid line) and

without (dashed line) a notch filter.

result, the complet®(w) curve has been raised as well in Fig. 5.13(c), in the samerspec
of frequencies with only a small negative notch close to tipait admittance resonance. From

a pole-movement perspective in Hig. 5.14(a), the additfahenotch filter has managed to

1. increase the damping of the already well-damped compiesion the left side of the
plot;

2. stabilize the previously unstable complex poles;

3. introduce a new pair of complex poles close to the now kel poles, but with better
damping than them, without significantly affecting the firedponse of the system.

The effect of the last attribute can be visualized in a tim&idin investigation of the system in
Fig.[5.14(b). There, it is observed that the initial stagéhef unit-step response of the system
is only slightly slower when a notch filter is used. This igiatited to the newly introduced
complex pole pair, whose relatively small real part imphesontribution with slow dynamics.
However, the major comment is that the system is now stalile aviquick damping of the

oscillation which has been excited, only after approxinya2eperiods.

Observe that the dynamics of the system, and thereby th&édaoocaf the new poles, depend
on the tuning of the notch filter. A high&p-factor of the latter will lead to a faster unit-step
response but the damping of the oscillation observed if3=Igl(b) will worsen.

A conventional pole-movement approach cannot directlyarpghe improvement in the stabi-

lity of the system with the introduction of the notch filtegytbmerely depict the updated pole
location. Nevertheless, the net-damping approach offerexplanation of the phenomenon.
While the grid impedance and its damping remained unalfeéhednotch filter incurred an in-

crease solely in the damping of the VSC input admittanceicgube total damping)(w) of
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the system to be high enough and positive at all of the opep#lesonances, thereby stabilizing
it. Concluding, any intervention, either in the dc-transsmn or the control of the rectifier sta-

tion (or both), that can increade(w) in the critical resonant points will provide better damping
characteristics for the overall system and possibly stabdn unstable configuration.

5.7 Summary

In this chapter, the dynamics of the generic two-terminalv$/DC system has been studied,
using a frequency domain approach. To assist this type d¢fsinathe system has been modeled
as a SISO feedback system. This comprised of two subsystem:

1. Aninput-admittance transfer functidfy(s), describing the way the DVC-VSC subsystem
reacts to a given change of direct voltage at its terminglgjecting a controlled amount
of active power to the dc grid.

2. A feedback transfer functio&(s), describing the way the passive dc-grid subsystem
reacts to an injection of power from the DVC-VSC, by alterihg voltage at the dc-side
capacitor of the latter.

Initially, the passivity approach has been utilized. Ifibstibsystems are passive, the SISO is
stable as well but at least one non-passive subsystem sesvas indication that the system
could be unstable. The dc-grid transfer functi@fs) is naturally unstable but for low values
of transmission line inductance (cable-type of line), i @ approximated by the marginally
stableGG’(s), which is also passive. This means that the latter canndtéosdurce of instability

in the system. IfF'(s) is stable, the closed-loop SISO system stability can thesmskessed by
the passivity properties aof'(s). For this reason, a conventional Pl voltage control stmectu
without power-feedforward has been chosen, renddrifyg stable. It has been shown that high
values in the bandwidth, renderedF'(s) non-passive and the SISO was indeed unstable. This
has demonstrated the usefulness of the passivity appraaphowiding a good indication on
the closed-loop stability in the frequency domain.

However, for other types of DVC or different types of transgion lines e.g. overhead lines,
F(s) can be unstable and(s) may no longer be approximated by a marginally stables).
Hence, the passivity approach cannot be used. The net-dgrapterion has, thus, been al-
ternatively considered, because it does not require passieven stable subsystem transfer
functions to provide answers regarding the stability ofdlesed-loop SISO system. In systems
with a DVC with power-feedforward and overhead lines in tkhegdd, the net-damping crite-
rion has demonstrated very accurate predictions on thedimop stability and a relation has
been derived, correlating the absolute net-damping valdetlae actual damping factor of the
poorly-damped poles of the system. Finally, the stabigjzffect of adding a notch filter in the
DVC of an unstable system has been observed and assessaghtarnet-damping approach.

Having utilized a frequency-domain approach in the analpdithe closed-loop stability of
two-terminal VSC-HVDC systems using converters withouéinal dynamics, the following
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chapter has the same goal but attempts to investigate systeimg MMC technology at the
VSC stations.

115



Chapter 5. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

116



Chapter 6

Freguency-domain analysis in
two-terminal MMC-based VSC-HVDC
systems

The use of the MMC in VSC-HVDC applications can have signiftoaffect on the behavior
of the overall system. Compared to the 2LC, the MMC has a cetalyl different structure
that introduces internal dynamics and requires added @detrels in order for the converter
to operate properly. It is, therefore, of great importarecé@dve a thorough knowledge of the
MMC behavior when performing stability analysis in HVDC sms that feature this type of
converter.

The focus in this chapter is concentrated on the dc-siderdigsaof the MMC, with the aim
of deriving the analytical dc-side input admittance of thé@ or APC-MMC. The derived
expression can then constitute a tool to investigate, wsfrgguency-domain analysis approach
in a similar manner as in Chapter 5, the impact of the MMC coteteto VSC-HVDC systems,
but also to compare the dynamic behavior between systemg MBVIC or 2L.C technologies.

6.1 Introduction

The MMC technology is today an established power-eleatosolution in high-voltage appli-
cations, e.g., VSC-HVDC transmission systems [31-33Jhwitreased consideration for use
in other areas as well, e.g., large electric motor drives'988. The advantages of the MMC
over other converter topologies include the modularityhefdesign, production of high quality
voltage/current waveforms with a subsequent limited needilters, high efficiency with the
possibility of reduced switching losses in the semiconaitscand lower voltage rating of the
basic building block (module or cell) for a fraction of thedbdc-link voltage. However, the
advanced topology and presence of internal dynamics, c@dpa the typical 2LC, as well as
the need for additional control to balance the capacitoth@imodules and control the circu-
lating current, introduce challenges to the controll&p@ind dynamic behavior of the systems
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that use the MMC.

The dynamics and asymptotic stability of the MMC have bedaresively investigated in [91—
94] in a per-phase approach, assuming the absence of angftgpeatrol loop, apart from the
circulating-current control (CCC). There, connection tsteng alternating-voltage source is
considered, while the direct voltage on the dc side of theexer is treated as a time-invariant
guantity. A further step of including the current controlia the stability assessment of the
MMC has been taken in [95].

If a converter behaves as a passive systern [83], i.e., itd egmittance has non-negative real
part (conductance) for all frequencies, then it cannot tiegg contribute to the stability of the
system in which it is embedded. Even though this conditisansly fulfilled, if the conductance
is positive in the neighborhood of each critical resonattoerisk for instabilities appearing is
significantly reduced [53]. The use of the ac-side input d@@dmce of a two-level three-phase
VSC to investigate the converter—grid interaction andibtalts first used in [53], whereas the
dc-side input admittance of the same type of converter id ts@wvestigate dc-side resonances
in [26,/96]. Nevertheless, the use of the MMC introduces darapons in the calculation of
the converter’s input admittance, mainly due to the comvirinternal dynamics and additional
levels of control, e.g., CCC and cell-capacitor voltageahbeing control.

A first attempt to describe the MMC in the form of a dc-side inigece has been made in[34]
and re-assessed in [35]. However, the analysis entirelyddrhe control consideration to the
CCC, regarded the direct voltage as fixed over time for mostetlerivations and disregarded
the type of ac grid the MMC is connected to. These issues &kimithe stability investiga-
tion of VSC-HVDC transmission systems where MMC statioresuesed and such assumptions
cannot be made without severely affecting the validity @& thvestigation. The main focus
in this chapter is concentrated on the derivation of theide-smput admittance of the MMC,
whether it is in DVC- or APC-mode. Unlike the existing litemee [34]35], a highly detailed
MMC model with all needed control loops of control loops isismlered, as in realistic MMC
applications. The operating principles of the DVC-MMC aséhdescribed, along with the in-
ternal dynamics of the converter, resulting in a form thatsiders the accumulated effect of the
converter’s three-phase legs. The relations acquiredareused to derive the dc-side input ad-
mittance of the MMC. The derived dc-side input admittand@és utilized as a tool to perform
a frequency-domain analysis of two-terminal MMC-based MPDC systems and compare
the MMC and 2LC in terms of their passivity properties.

6.2 Main structure and operating principles of the MMC

The system under investigation is presented in[Eig. 6.1h@act side, the MMC is connected to
a generic ac grid that is described by an equivalent voltggend an equivalent grid impedance
Z(s). The connection between each leg of the converter and thedis gerformed via a phase
reactor ofL; inductance and; parasitic resistance. Any impedance attributed to thespiesof

a transformer, ac-side filters or generally any componesggunt to the left of phase reactor are
included in theZ(s) expression. On the dc side, the MMC provides poWgto a fixed-power
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Figure 6.1: a) Per-phase schematic of an MMC witlsubmodules per arm and designation of
the converter’s dc-side input admittanGgyc(s), b) Schematic of thé® submodule in an arm
of the MMC.

load, having voltage,. at its terminals.

Each of the six arms of the MMC comprises/@fsubmodules connected in series. The internal
structure of the'" submodule of an arm is presented in Fig. 6.J1(b). For the ptéseestigation,

it is assumed that the submodules are of the half-bridge (iy@sented earlier in Fig. 2.7(a)),
even though this is not compulsory for the validity of the financlusions. The capacitance
of each cell isC' and the voltage measured across it, for #fiesubmodule, is);, ; with "u, I’
indicating the location of the submodule (or generally a ponent or a quantity) on the upper,
u, or lower, [, arm of a leg. Each converter arm is connected to its adjeamemhase via a
coupling inductor ofZ. inductance andk, parasitic resistance.
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A converter phase has an ac output current designateéd abile a feature characteristic of
the MMC is the fact that there is a current component that fimsgle a converter leg with-
out propagating to the ac side, designated as circulatimgmii.. The output current and the
circulating current can be related with the upper arm cuarigand lower arm current in the
following way

T — (6.1)
i = (iu +11)/2 (6.2)
Ty = 15/2 + i (6.3)
W= —ig/2+ i (6.4)

It should be noted that should ideally be a dc type of current but if left uncontrdl|lé will
contain undesired harmonic components that will negatiedflect the charging/discharging
cycle of the submodule capacitors causing them to demaestréarger voltage ripple than
normally designed for.

On one arm of the converter, the sum of the capacitor voltagasthe cells is

N
S .
Ucu,l = Z U(Z:u,l (65)
=1

while on an entire leg, two quantities can be defined; thé tataacitor voltage per leg* and
the imbalance capacitor voltage per legy

UCE = Uczu + UCEI (6.6)

vh =2 — v} (6.7)
At any given time, the control of the converter decides howyneells should separately be
inserted in the upper and lower arm of a leg, so that the iagulbltagev, at the ac terminal of
the leg becomes equal to an expected quantity. The conitialiypdetermines necessary levels
of inserted arm voltages., in the upper and lower arm. The state of charge of each arm will
then determine the necessary number of cells that need torbeected to impose., . The
latter can also be defined as
(6.8)

wheren,,; is the insertion index per arm, which should be taking vahegts/een 0 and 1.

b))
Ueu,l = nu,lvcml

6.3 Circuit relations

In this section, as well as those that follow, any time delegneen the reference and the actual
value of an electrical quantity is neglected. Furthermtire overall investigation is carried out
in the converter’s rotatindq frame. For simplicity of the notation, any quantity expesss this
frame bears no superscript, whereas the expression of iine gaantity in any other reference
frame is indicated appropriately.
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Circuit Per Phase

With reference to the notations in Fig. 6.1(a), the follogwielations apply in each of the phases:

dif . dlu . UVq

Vg = Lfa —+ Rf’lf -+ LC% -+ RCZu — Uy + ? (69)
dig . di . Udq

Vg = Lfa + Rfo — LCE — Rcll + v — ? (610)

Respectively adding and subtracting {6.9) dnd (6.10), amthuhe definitions given earlier, the
dynamic relations for the output current, and circulating current,., are provided as

L.\ di R\ .
(Lf N 7) T (Rf ; 7) it + v — ve (6.11)
ﬁ,—/ T/
di..
Lcd—’t — R — e (6.12)
where B
Ve = % (6.13)
is the effective output voltage that drivgsand
Vee = Ude — Ucu — Ucl (614)

is the internal voltage that drivés

AC-Side Dynamics

In the stationaryy5 frame, the dynamics of the portion of the system betweendhgid and
the MMC, as described in per phase by (6.11)are

S __ .8 *S *S s __ —sTy, 5%
v, = v, — sLiif — Riif, vl=e "] (6.15)

wherew; is the voltage at the connection point of the phase reacttre@c grid andv;* is
the reference vector to the PWM, by which the converter gelta’ is generated. The time
delayT}, includes half a switching period plus any additional delg#yaduced intentionally by
the control (usually one full switching period). Thig-frame correspondence is obtained by
substitutings — s + jw;

Ve = Ug — (SLt + Rt) ip — jwiLilp, v = ei(s+jwl)TdU: (616)

The grid impedancé(s), which is assumed to be balanced, adds the following reigiiothe
af anddq frames, respectively:

s

vy = v —Z(s)if, vg=vs—Zaq(8)i (6.17)
whereZq,(s) = Z(s + jwi).

1The Laplace variable shall be interpreted as the derivative operater d/dt, where appropriate.
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Current Controller

The CC is designed to operate in iigframe and it is given as
v} = e [—F, (s) (if — if) — jwi Liis + Hee(s)vyg) (6.18)

whereF. (s) is a proportional-integral (PI) controller with propomial gaink’, .. and integral
gain K .., whereas..(s) = acev/(s + acey) IS afirst-order low-pass filter. The angle displace-
ment factore’“17¢ compensates the angle displacemerit'’« in (6.16). Combining[(6.16) and
(6.18) yields

sLy + Ry + e T F, (s) —wy Ly (1 — e’STd)

wiLy (1— e‘STd) sLi + Ry + e T4 F, (s) =

e TR (s)if 4+ [1 — e Hee (s)] 0, =
it =G (s)2f+Y() =
Aip = G () Aif + Y (s) Avg (6.19)

where the inner closed-loop transfer matrix and the inngutdmittance transfer matrix, re-
spectively, are given by

TR [ als) b(s)
Gt =5 [ 500 a0 ] (6:20

1 e TiH, (s) [ a(s) b(s)

Yi(s) c(s) { —b(s) a(s) } (6.21)

with

a(s) = sLy + Ry + e *TaF, (s)
b(s) =wiLy (1 —eTa) (6.22)
c(s)y=a(s)a(s)+b(s)b(s)

The gains off, (s) are chosen in the same way as demonstrated earlier in SBCBidn taking
the values ofK, .. = a..Ly and K, .. = a..R;, considering the accumulated valuesigfand
Ry, with a.. being the current-control-loop bandwidth.

Synchronization Loop

The PLL, as described earlier in Section 2.3.2, comprisdscatRroller operating on the error

signalvi (normalized byu;{O), producing an angular frequency correctiw,, in the form of
K K; 1

SRppt £ Rl 0 ) (s) o (6.23)

S Ug,O

Awl =
The gaingk, ,; andK; ,; are selected as in (2J20). The nominal angular synchromegaéncy
w1 o IS added taAw; and integrated into the transformation angle

de dAd
dt w10+Aw1—w10+F ()Ugiwszn(S)AUg
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AG = Fp%(s)mg — A= [ 0 Ll ] AG, (6.24)
In steady-state conditions, the convertgframe rotates with an angteand angular speed, ;.
The grid voltage vector rotates with the same spegg regardless of the transient operation of
the converter. Its representation in a gfigframe, which coincides with the convertér frame
in the steady state, s, If the PLL angled is momentarily disturbed due to, for example, a
sudden change of power flow, the two frames would be displageoh angleAd. In this case

vy = e’jMvgrid = Av, = A’UEM — Jvs oAl (6.25)

However, the voltage vector is, by default, constantlydwihg the griddg frame; hence,
Av#id = (. Relation [6.2b) then becomes

q
Us 0

Av, = —ju, oA = AD, = [ 0 } A0 (6.26)

_US,O

Phase-Reactor Dynamics

The equivalentimpedance of the connecting @id(s) in the convertetq frame is generally a
complex transfer function. This impedance can be expraagbd equivalent form oZq,(s) =
Zr(s) + jZ1(s), where bothZy(s) and Z;(s) are real transfer functions. The grid dynamics,
described in[(6.17), can then be linearized using (6.26) as

Vg = Us — ZLaq(5)if = Avy = Avg — Zgq(s)Aif =

AD, = { ”ggo } Af — [ ?f((j)) _Zif((j)) } Aij (6.27)

At the same time, combining (6.116]), (6117), ahd (6.26) \geld

Ve = Us — Zaq(8)if — (sLy + Ry) is — jwi Liie =

AD. — vl Af— Zr(s)+ sl + Ry —Z(s) —wi Ly
¢ d Z](S) + wlLt ZR(S) + SLt + Rt
The combination of_(6.24) and (6]27) can provide a directti@h between the angle displace-

ment and the phase-reactor currents as

} A (6.28)

—Uso

Fo (s)Z1(s) - Fy (5)ZRr(s) =
Af = |: _S+;p11(8)vg,o S+;p11(5)vio :| AZf (629)
Substituting[(6.209) back té (6.27) yields
Aty = Z,(s) Agf (6.30)

Wi ? oFon(s)Z1(s) 4 Fon(s)Zr(s)

—VUs,0l'pilS8)41(s . _’U570 plI(8)ZR(s

o= | i, o e

g o US,OFpll S ZI S o US,OFPH S ZR S B
s+Fpn(s)vd Zr (S) s+Fpu(s)vd Zr (S)
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Furthermore, substituting (6.29) in (6128) yields

A, = Z, (s) Ay (6.31)
with
o4 s s vl s s
— s,onll( )Z; ) o ZR (8) - (SLt + Rt) _ s,OFpll( )le( ) 4 ZI (8) +W1Lt
7 (8) . s+EFon(s)vg g s+Fpon(s)vg g
s o Ug,OFp11(5)Z (s Ug,on11(5)ZR(5)

)—Z[(S)—wlLt +

I
s+Fp11(s)Ug’0 s+Fp11(s)Ug’0

Zr(s) — (sLy + Ry)
(6.32)
A direct relation betweer\:; andA7% is now possible if[(6.30) is substituted [0 (6.19) as

Niy = Gy () AT} + Y (5) Z, () Aiy =

Aig = [I =Y (5) Z, ()] Gai () AT (6.33)
Gee(s)

ConsequentlyAv, and Ao, are directly related taﬂ; by substituting[(6.33) in[(6.30) and
(6.31)

Ay = Z, (5) Gec (5) Aif (6.34)
— —
Ky(s)
AT, = Z, (5) Gec (5) AT} (6.35)
—_— ——

Ks(s)

Direct-Voltage Controller
The DVC of the station is chosen to be a Pl-based controllgrarform of:
P = Fae (8) (Wref - W) (636)

Observe that a power feedforward term, as in Fig. 2.15(mptsincluded in this case. This
particular control choice has been made because, as deatedsin Chapter 5, the use of a
power feedforward term introduces the dc-grid dynamios the input admittance of the con-
verter. Therefore, the input admittance would vary, dependn the grid where the converter
is connected to. It is here desirable to implement a contrattire that allows the converter
to be observed independently from its dc grid and, thus,extivoltage control without power
feedforward is chosen.

In order to provide the reference val@é to the CC,P~ is divided by the measured modulus of
vy, filtered through a first-order low-pass filtH. (s) = aq./(s+aq.) (to reject high-frequency

disturbances) as
ds P
z}l = Vg it = Hac () |Ug] (6.37)
g filt

124



6.4. Internal dynamics of the MMC

Assuming a fixed direct voltage referengg = vq. o and fixed load poweF, (also conforming
to Py = v yify + vdoif,), (6.38) is linearized as

AP* = —2ch (S) Udc,OAUdc (638)

Linearizing [6.37) and using (6.88) and (6.34) yields
dx AP~ o P(T

A = (5) Av?
f dc
ng (U370)2 g
2U4e Py
_ 3 0 ch (8) A’Udc ?Hdc (S) AU;I
Yg.0 (Ug,O)
2v c Py -d*
_ ;l O Fie (8) Avge ?Hdc (s) K411 (s) Azfc =
9,0 (Ug,O)
2Vg00F 3¢
Aif = —— Pﬂ’d oFac (5) Avg. (6.39)
gO+ a Hdc (S) Kg 11 (S
M(s)
where
* 2
Py = Po+ R [(ito)" + (1)) + 33 o (6.40)
for rectifier operation and
. 2 a2l 2, o
Py = Po= R |(i#0)" + (i8,)"] = S Reideo (6.41)

for inverter operation.

6.4 Internal dynamics of the MMC

In this section, the internal dynamics of the MMC are inlyialescribed in a per-phase approach
and then in an accumulated form, considering all three ghafsihe converter.

The stored energy in the capacitors of each arm is

N O(Uéu )2 oL
War= =5 =2 (vh) (6.42)

i=1 =1

However, the stored energy per arm must equal the instamianeput power to that arm,

yielding
qu ] cu .
: o CZ ( cul dt 1) = —Ucy,lu,] (643)

where the minus sign accounts for the definition of positive aurrent direction as shown in

Fig.[6.1(a).
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Based on the approximating analysis performed in [94], thlewing approximation holds

N

qu al i cu, al Uciil7 dvcu dvcu
1: Z(cul 1>%CZ<T1 dtl> N CUIZ 1

=1

(6.44)
d 7
_ QUE <i21UCU7l) o QUE dUcul o C d( cul)2
N el dt TN U TN dt
Equating [(6.4B) and (6.44) gives
C d( cul) C b dvczill b CYdvcul
o —9 ’ —n i
2N dt —Ucuy, IZul = IN Uqu dt nulvcu lzul = = N dt Ny 1tu,] =
C dvik
N g = e (6.45)

wherek denotes a specific converter leg. Assumifig= v* andv”® = v**, an insertion-index
selection can be directly obtained by solving forandn; among the expressions fof, v*.
andvk, 1 given earlier

k k k k
p o Vde/2 — Uit — vk K Vde/2 4 U — vk (6.46)
Ny = vk = vk :

cl

However, given a number of drawbacks associated with sueteatson of indices (including
the cause of instability in the converter [94]) and the faet ¢ is large enough to safely assume
}Avcul\ < vqe, It 1S suggested in [94] that the following indices can bedisstead

k *k *k *k
Vge/2 — U — v Vge/2 + 0 — v
nﬁ ~ / - <, nf‘; ~ o/ < <€ (6.47)
Vde Vde

The indices in[(6.47) are utilized for the operation of thevarter in this chapter and all of the
subsequent analysis that follows.

By substituting[(6.417) in.(6.45), the dynamics of the uppen are expressed as

C dvZF Vge/2 — UF — vtk zf N
el S i
N dt Ude 2

(6.48)
ikl v*sz TRt L D 1o
=——+ — -+ —+ —.
4 2/Udc 2/Udc 2 Vde Vde
whereas for the lower arm
Cdvg” _ (vae/2+v" —vg\ [ if L
N dt Udc 2 ¢ (6 49)
B B R |
4 2vuge 204 2 Vg Vde
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6.4. Internal dynamics of the MMC

Utilizing (6.12), (6.48), and (6.49) (using the expressionu,. given earlier) and introducing
the total and imbalance capacitor voltages, the followiysjem in the state variables’, v,
andi. is obtained:

>k *k k *k
C dug _ v n v ] (6.50)
N dt Vde Vdc
Ak 9 *k ik 9 *k k
Cdvc? _ (2vee )i, 2vcie (6.51)
N dt Ude 2 Udc
de Vg ,UEk U*kUAk U*kUZk
LC_C = — R, -k Zdc c cc “c 6.52
dt Ty Ty Pae e (6.52)
If (6.12) is expanded for leg, using the definition of.., then
2LC% + 2R, — v — v + Vg =0 (6.53)
At the same time, the definition ef, andw,, along with [6.4V), provide
of 4 of = Vae/2 — vFF — U:fvczuk Vae/2 + v — 'U:fvczlk _
Vde Udc
ST ok (6.54)
Ue . Ui Sk /UL Ak
= U, Uy
2 Udc Udc
Substituting[(6.54) in(6.53) and adding the three phasatemns together yields
d 3 3 1 3 3 1 3
2Lc_ -k 2Rc k- Zk *k Zk k Ak 3 .= —0 (6.55

However, given the fact that the converter is operating ubdéanced conditions, the summa-
tion of all three phase currents or ¥ is equal toig.. As such,

3 3 . .
S =Y (#) 1 (ZZ +Z ) "d‘f“d‘f i (6.56)
k=1 k=1

k=1

According to [34] and [35], it is considered that

3
> vt =0 (6.57)
k=1
directly leading to
3
A wtkudt =0 (6.58)
k=1

However, in the steady state, both ternt$ andv2* are fundamental-frequency quantities,
whose multiplication produces a constant term (among dthenonic components), rendering
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(6.57) not true. Nevertheless, simulation results dennatest a very limited dynamic variation
3
of the termA Y~ v**v2*, leading to the conclusion that its impact on the overalladgits is

k=1
limited. As a result,[(6.58) is assumed to be valid in the gsialthat follows. Substituting (6.56)
in (6.58) provides the expression

d k Ek
2L iac + 2Reiac — Z E’“+Z Yoo e
k: 1

3
ZU:kUCM + 3vge =0 (6.59)
k=1

Udc

The CCC is chosen to be in the form of
ve, = =Ry [1+ H. (s)] (ix — i) — Reix (6.60)

where:} is a common circulating-current reference provided to lale¢ phasest.(s) is a
generalized resonator centered at a selected frequerstgddy-state operation of the converter
and assuming the CCC is effective, the presendé.0f) ensures that there is no component of
its selected frequency present in the circulating current.

6.5 Derivation of the dc-side input admittance of the DVC-
MMC

The dc-side input admittance of the converter can be detiyelihearizing [6.5P) and using
(6.58)

3 3
2L Nige + 2ReAige — 5A S vt + A (Z —) +3Avge =0 (6.61)
k=1 ¢

k=1

The aim is to expand the expression above, exclusively mgefAiy. andAvg.. Even though
this is obvious for the first, second, and fifth term<.of (6, ®iis is not the case for the third and
fourth terms. The following tasks concern the proper exjgamnsf these terms, in such way that
the derivation of the dc-side input admittance is possible.

In order to calculate the linearized third term[of (6.61)sitiseful to utilize[(6.50), which when
linearized and summed, provides

d <& N
—A Ek:_
dt ;UC C

Assuming that. ~ vy,

3 urkik 3 9*k
AN (—f) +A> <— - 1) i (6.62)
k=1 k=1

Udc Udc

xk .k 3
v () viié —Hﬂz
AE f E £y _ Zett T Tef
( Udc ) < Udc ) ( Udc
dk d q (6.63)
P
= O A DO A fOAu —0 A — 5 Avge
Udc,0 UVdc,0 Udc,0 Udc,0 Vde,0
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6.5. Derivation of the dc-side input admittance of the DVGAM

Likewise

xk
A K—QUCC _ 1) zk] —A
Udc

_2(Ra— R)icg y e 2(Bat Ro)ico 0, 2Reiy

2 (=R (1+ H. (s)) (i5 — i%) — Rei}) *

C C
Udc

c 3 AUdC
Ude,0 Udc,0 Ydc,0
2R, 2R,ic0
— TS H (s) A+ 220 (s) AiR — AR =
Udc,0 Udc,0

c 5 : A’Udc
—1 Vdc,0 Vdc,0 de,0
6 R0 2Rt
s * atlc,0
— H. ( )A .t H, (S) Alge — Nige
Vdc,0 Vdc,0

(6.64)

Substituting[(6.63) and (6.64) in (6162) yields

3 -d d -q q
d N | 2 v 7 v
A ook [0 A + 5,0 Azl + f,0 Av? + 5,0 Aid
dt ; © T C |Vaeo © Vaco T Vaeo . © Vaeo |
P, 2(R, — R.)i i 6 (R, + R.)t )
o 20 AUdc . ( a c) c,0 Azdc . ( a c) c,0 AZ:
dc,0 UVdc,0 Vdc,0
6 R.i2 6R,i 2R,i
Y Avge — —C () Air + T2V 1 (5) Adge — Ddge | =
Udc,O Udc,0 Udc,0
3 -d d -q q
N 1 v 1 v
AN o = | LE At 4 SR A Ay A
; © T80 [Vdaeo  © Vdeo T Vaeo ¢ WVdeo |
P, 2(R, — R.)1 ) 6(R,+ R.)1 )
— 5 Avge — (Fo — Re) 0 Adge — (Fo+ R) <O N (6.65)
Udc,O Ude,0 Vdc,0
6 R.i2 6R,i 2R, i
P Avge — —LH (5) Ait + TV H () Adge — Adge
Vde,0 Udc,0 Vde,0

This relation shows dependency on the ac-side quantitigs Aif, Avg, andAif, which is not

desirable. Usind (6.33), (6.85)), (6]39), and assumingAfift = 0, can give[(6.65) only dc-side
variable dependency as
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1 v
+ LY K01 (8) M (5) Avge + —2 e () M () Avge
Udc ,0 Vdc,0

6.66
 6(Ra+ Ro)ic (6.66)

dc 0 Udc,0 Udc,0
+6RCZC70 6RaZ-C70 2Raic,o

5——Avg. — H.(s) Air +
Udc,O Vdc,0 Vdc,0

-k
A

HC (S) Aidc — A’idc

The fourth term in[(6.61) can be expanded in the following way

(—Ra (14 H.(s)) (it —if) — Reip) v

Udc

*k , 2k
A (UCCUC ) :A

Udc

2R¢ic Avy
C

_Beo NSk o (p 4 Ry A+

Udc,0 Udc,0
— 2R, H, (5) Aif + 2R, H, (s) Ai¥ 4+ 2R, A"
which, when summed for all phases gives

*k Xk

R Zc 0 . 6Rcic 0
A cc Ve — OO Sk Ra‘l—RcA*—f‘ 7Ac
Z ( Vde ) Vde,0 Z K = Vde,0 v (6.67)
— 6RaHC ( ) AZC -+ QRaHC (8) Aidc —+ 2RaA’idc

The first term on the right-hand side b6f (6.67) can be direasigd from[(6.66).

Remark

If 7% is chosen to be equal to the directly measueds, it is evident that the effect ok, dis-

appears in both equatioris (6.66) and (6.67), and therafone the complete expressidn (6.61)

that determines the calculation of the dc-input admittaofdbe converter. As a consequence,

it is decided to use

Aige
3

it = H, (s) % = Ai* = H, (s) (6.68)

whereH, (s) is a first-order low-pass filter with bandwiddf.

DC-Side Input Admittance

Relations[(6.66)[(6.67), and (6168) can now be substitode# in [6.61) and provide the dc-side
input admittance of the DVC-MMC rectifier in the form of
—Aige (s)  Yi(s)

Ypveommc (8) = Avge (5) = Ys (5) (6.69)
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6.6. Validation of the dc-side input admittance of the DV®AK
where

N /1 Re.o d
Vi(s)=—— (= :
! <S> sC <2 + Ude,0 )

i Vg
O K1 (8) M (s) + —2LGloerr (s) M (s)

Udc,0 Udc,O
iq ’U;] P 6RCZ(23
+ L Koot (8) M (5) + =G (5) M (5) ——5— + —5—=° (6.70)
Udc,0 Udc,0 Vde,0 Udc,0
6Rc -c
+3 4 —cef
Vdc,0
N (1 R 2(Ra— Re)ico 2(Ra+ Re)ico
Y- =21, 2R. — — | = ’ - ~H,
2 (S) ot SC (2 - Udc,O ) |: Udc,O Udc,O & (S)
2Ra .c 2Ra 'c .
_ a0 g () H (s) + S0 g (6) — 1] — 2(Ra + Re) Hy (s) (6.71)
Udc,0 Udc,0

— 2R, H, (s) Ho (s) + 2R, H. (s) + 2R,

6.6 Validation of the dc-side input admittance of the DVC-
MMC

In this section, the derivation of the dc-side input admit@of a DVC-MMC is verified using
time-domain PSCAD simulations. The time-domain modeliogpés the setup in Fig. 6.1 and
utilizes discrete controllers with a sampling frequency édHz. At the lowest level of control,
a sorting algorithm is used to select the submodules that todee inserted at a given switching
event. The main parameter values used in the model are pedsenTable 6.]1. A 320 kV,
1000 MVA, 50 Hz system is used, the nominal dc-link voltagé48 kV and there ar&/ = 4
submodules per arm in the MNiC

The choice of the submodule capacitari¢és made under the consideration that under rated
power-transfer conditions, the peak-to-peak deviatiotheasubmodule voltageg‘u,l is equal

to 10% of the latter's nominal value. For a given selectiorpowiver transfer, a steady-state
calculation provides the values fof o, v{, ve o, v2y, vd,, andi} ., whereas$  is always set to

0. A controllable current source is connected at the dc tmmlof the converter in Fi§. 6.1{a)
and a perturbation current at various frequencies is iegecthe resulting\iy. and Avg. are
measured and the input admittance is extracted using DIElle#ibns.

The DVC transfer functionfy.(s) is a Pl controller. For a DVC-converter without internal
dynamics (e.g. 2LC) and with a lumped capacita@gg, connected on its dc side, the choice
of the controller’s gains are selected as in [14]. Thereptioportional gain i9<,, 4vc = a4Ceony

and the integral gain i%; 4.. = a3Ceonyv/2, With a4 being the bandwidth of the closed-loop
direct-voltage control. This collection of gains places t@al poles of the closed-loop system

2The chosen numbeY of submodules per arm is dictated by the limitation in the hanof electrical nodes
present in the educational version of PSCAD. HoweWeiis considered in(6.69)-(6.71), and its value does not
affect the validity of the analytical expression.

131



Chapter 6. Frequency-domain analysis in two-terminal Mb&Ged VSC-HVDC systems

TABLE 6.1. PROPERTIES OF THEMMC UNDER VALIDATION

Sr rated power of system 1000 MVA
Vg ac-grid voltage 320 kV
Ude,0 rated dc-bus voltage 640 kV
w10 nominal frequency of the ac grid 50 Hz
N number of submodules per arm 4

C capacitance per submodule 32512
L, arm inductance 0.096 mH
R, arm resistance 294

Ly inductance of phase reactor 0.048 mH
R resistance of phase reactor 02

L, ac-grid inductance 1 mH
apil PLL bandwidth 1@ rad/s
Gee bandwidth of the closed-loop current control 160@d/s
Qe bandwidth of CC filterH..(s) 100r rad/s

ac... bandwidth of the closed-loop circulating-current controb00r rad/s
ag bandwidth of direct-current measurement filiéy(s) 60r rad/s

aq bandwidth of the closed-loop direct-voltage control 72t8d/s
aq.  bandwidth of alternating-voltage modulus filt€g.(s)  100r rad/s
Ty converter time delay 0.3ms

ats = —aq. The MMC in Fig.[6.1(g) features no lumped capacitance oddtside but the
converter’s submodules contribute to an equivalent de-sapacitance, which can be regarded
as a lumped capacitor. The capacitance of the latter hassavimying value around an average
of Cey, given in [94] as

6C

= (6.72)

Ceq =
Under the assumption that the time-varying equivalentide-sapacitance of the MMC can be
assumed equal to the constant, the closed-loop dynamic response of the direct voltage can
be approximately shaped as in the 2LC case, where an actisadle@capacitor of fixed value
exists. The controller gains of the DVC are then modified to

Kp,dvc - adceqa Ki,dvc = a?ic’eq/2 (673)

for use in a DVC-MMC.

Regarding the design of the CCC and assuming that in stdatl-«onditions the oscillating
part of the circulating current has been essentially siggea, the controller described by (6.60)
operates almost as a proportional controller with propaoel gaink, and a feedforward term
R i;. Further assuming that. ~ v}, andR, < R., the closed-loop circulating current control
transfer function, derived froni (6.112), has the form of atfingler low-pass filter with band-
width a..., for a choice of

Ry = acee Le (6.74)
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6.6. Validation of the dc-side input admittance of the DV®AK

The transfer functiorf.(s) is chosen as

Ki,ccc 2s
Ra 52 + (2w1)2

H,(s) = (6.75)

which is a resonator centered at twice the grid frequencyThis ensures that in the steady
state, the major oscillating component in the circulatingent, which is alw, Is suppressed.
Even though; ... can be chosen arbitrarily, the similarities in the desmipof the circulating-
current dynamics with the ac-side current dynamics indidaatf; ... can be chosen similarly
to K . in the form of K .. = ac.cR.. The grid impedanci(s) is represented by an inductance
L, = 0.048 mH, corresponding to weak-grid conditions.

6.6.1 Operation of the DVC-MMC as an inverter

The system parameters are chosen as in Table 6.1 and the igaf4er-1000 MW (direction
from the dc to the ac side of the MMC). Such type of operatiotyjscal in a VSC-HVDC
connection between an offshore wind farm and an onshord@agi(at reduced power/voltage
ratings) in the back-to-back full-power converter used indrmurbines.

The resonant gain is initially chosen &5 ... = ac..R. (relatively rapid attenuation of the
2w; component in the circulating current). The results fromghmeulation and the analytical
input-admittance transfer function are presented in[ER. 16 can be concluded that both the

0.1 | | | |
0.08+ : -
0.06+ -
0.04+ -

0.02+ -

Re[ YDVC—MMC (‘Iw)]

o
|

Im[ YDVC—MMC (Jm)]

-0.02

-0.04 T T T T
0 50 100 150 200 250
Frequency (Hz)

Figure 6.2: Analytical (solid line) and simulation (dotgsults forYpye_wmc(jw) in inverter
operation WithK; ... = accR.. Upper subfigure: Real part ofpyc_ac. Lower subfigure:
Imaginary part oY pve_vvic-
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0.1 | | | |
0.08+ -
0.06+ =
0.04+ -

0.02 oo, -
0 ! 190000009000000080000000000000000000000080000¢

Re[ YDVC—MMC (Jw)]

Im[ YDVC—MMC (Jw)]

T T T
0 50 100 150 200 250
Frequency (Hz)

Figure 6.3: Analytical (solid line) and simulation (dotgsults forYpye_vmc(jw) in inverter
operation Withx; ... = 0.01a...R.. Upper subfigure: Real part &% yc_ac. Lower subfigure:
Imaginary part ofYpve_nvmc-

real and imaginary parts of the input admittance featurevanadl good match between the sim-
ulation and analytical results. The system appears to hpv@minent resonance in the vicinity
of 11 Hz and 100 Hz, which the analytical transfer functiomages to capture successfully.
The latter resonance is directly associated with the poesehthe resonataf..(s) in the CCC
and its prominence is proportional to the géif..., which in this scenario has a relatively high
value. Two small resonances appear in the simulation sebult not in the transfer function
plot; a 50 Hz resonance and a practically negligible resomat 150 Hz. The latter seems to
appear at that specific frequency only (nothing appearsam#ighborhood of 150 Hz) and
can effectively be neglected; the same cannot be said fdQkkz. The discrepancy at 50 Hz
is associated with the earlier assumption on the validitfedi8). The linearization of the re-

lated term-- Z v*v2% in (6.58) provides a number of resonant expressions at 50utlisb

umbersome and leads to a very extensive expression of tselelinput admittance of the
MMC. Furthermore, the frequency characteristics at tlegdiency were found to be relatively
independent of the selected controller parameters. Feetteasons, and also considering that
the real part of the input admittance associated with thesed is always positive and thereby
does not provide additional risk for instabilities, it isngidered that neglecting these terms by
assuming[(6.58) valid, provides a fair compromise betwéerobtained input admittance and
a relative simplicity of the final expression.

The dependency of the resonance at 100 Hz on the resonanfgaincan be assessed by
decreasing its value tf; ... = 0.01a... R. (relatively low attenuation of thew; component in
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6.6. Validation of the dc-side input admittance of the DV®AK

the circulating current). The subsequent input-admittaesults are presented in Hig.16.3. The
earlier prominent resonance at 100 Hz has been greatly dingid while the curves maintain
the characteristics observed earlier for a latger,..

6.6.2 Operation of the DVC-MMC as a rectifier

The analytical calculation of the input admittance is hedédated for the operation of the MMC
as a rectifier, where the change in power direction compard#uktinverter case is expected to
modify the input admittance features. The system paramaterchosen as in Talble 3.1 and the
load power isP,=1000 MW. Such an operation is characteristic in typical-texaminal VSC-
HVDC connection of two ac grids, or the back-to-back fullyew converter in electric-motor
drives when power is usually provided to drive a load. Thére,converter in direct-voltage
control mode normally transfers power from the convertienisiediate ac grid to the dc link.

The resonant gain is chosen A$... = 0.0la..R. (relatively slow attenuation of thew,
component in the circulating current). The results fromdimeulation and the analytical input-
admittance transfer function are presented in Eig. 6.4.eCayain, there is an overall good
agreement between the simulation and the analytical ingmiteance. The latter successfully
tracks the first prominent resonance, just as in the invedse, at 11 Hz. The simulation model
still presents the resonance at 50 Hz but apparently nottaHZ5However, the severity of the
50 Hz resonance is negligible compared to the main resorariceHz. It is interesting
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3
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Figure 6.4: Analytical (solid line) and simulation (dot€sults forYpyc_wmc(jw) in recti-
fier operation. Upper subfigure: Real partYofyc_vmvc. Lower subfigure: Imaginary part of
YDVCfMMC-

135



Chapter 6. Frequency-domain analysis in two-terminal Mb&Ged VSC-HVDC systems

to notice that the earlier prominent resonance at 100 Hzvertar operation, has now been
greatly reduced and is barely visible in the simulation itsstThis is also demonstrated by the
analytical input admittance results and is related to tletfzat the impact of the resonator in
the CCC has been almost diminished by the choice of a smalévar K ...

6.7 Derivation of the dc-side input impedance of the APC-
MMC

The active-power control of the HVDC station performs thgutation of P,. This is usually
performed via the use of a Pl controller acting on the effpr— P, producing the reference
i¢*, as also shown in Fi§. 2.16(b). Considering the Pl-coreraliansfer functiorf, (s) and
it = 0, the following relation is derived

z"jc* = Fap (s) (Pg* — Pg) = i}l* = Fap (s) (Pg — Udz}l — ng?) =

Aif* = Fap (s) (AP} — i oAvf — vf oAi§ — i (Av? — vl (Aif) =
Aif = Fap (5) APy — iGoFap (s) Avg —vgoFap (s) Aif (6.76)
Relation [6.3B), consideringi{* = 0, yields
Aty = G (s) Ay

G (s) Fap (s) AP} —i%oFap (s) Avd — v o Fap (s) Aif (6.77)
cc O

which can be split into the separate componem%andm; as follows

Ai§ = Geer1 (5) Fap (5) AP — i$0Geerr () Fap (s) Zgn (s) Aif
— i 0Gecr1 (8) Fap (8) Zgrz (8) A — vgoGeenn (s) Fap (s) Aif =

[]_ + Z.?OGCCH (8) FAP (8) Zgll (S) + Ug,chcll (S) FAP (S)} Alslc =

AG) v (6.78)
\C:ccll (8) FAP ( ) AP ’Lf OGccll (8) FAP (8) Zg12 (S) AZf =
BTS) c‘(;)

Ai% = Gea1 (8) Fap (5) AP} — i 0Geea1 (5) Fap () Zg11 (s) Aif
— i70Geen (5) Fap (5) Zgra (5) Aif — vg o Geean (s) Fap (s) Aif =

[1 + ’lfo ce21 (8) Fap (8) Zg12 (s )] Ai(} = gcc21 (s) Fap (SZAPg*

o d (6.79)

=

D(s) (=)
— [150Geca1 (5) Fap () Zgu1 (s) + 5 0Geet (5) Fap (5)] Adf

. J/

F(s)
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. X . 4 _ B(s)D(s)=C(s)E(s) A\ ps

RS OB e B SN R R G D
q * : g S s S S * -

D (s) Aty = E(s) APy — F (s) Aj Aiy = Fopem—cres S Fs

This relation proves thahi} andA:%, and consequentlyv? and Av¢ because of(6.31), rely
exclusively on externally chosen inputs (in this casg,) and no other variable or state of
the MMC. The same conclusion would have been made ev@gj i#£ 0 and Az’j%* # 0 were
considered earlier. As a result, and assuming that theeaptiwer controlled station operates

3
with constant referenceB; andQ;, Aif = A} = Avd = Avd = 0 andAkZlvE’“ in (6.68)
loses its dependency akif, Ai%, Avf andAuvy, yielding

3 . .
N P, 2(R.,— Ro)ico , . 6 (Ra+ Be)ico .
A Z I =— 20 Avge — ( ) e Aige — (Fo + Re) ic A}
= sC | Ve Vdc e (6.81)

6 R,i2 6 Ruic 2Ry
O Ay — 2O () At + T (5) Age — Aige

Udc,O Udc,0 Udc,0

The dc-side input impedance of the APC-MMf&nc apc(s) is derived by substituting (6.81),
(6.67), and[(6.68) back il (6.61), providing

Avge (s) 7 (s)

A = 6.82
APC-MMC ( ) _Aldc ( ) Z2 (S) ( )
where
N /1 Reico\ [2(Ra— R)ico 2 (Ra+ R)ico
A =2L. 2R. — — [ = ’ = — —H,
1(5) o sC (2 * Vde,0 ) [ Vde,0 Vde,0  (5)
2Ra 'c 2Ra 'c
— Tl () He (8) + 201 (s) — 1] — 2 (Ra + Re) Hy (5)
Udc,0 Udc,0
— 2R, H, (s) He (s) +2R.H. (s) + 2R,
(6.83)
N 1 RC 'c 6Rc22 - P 6Rc -c
ZQ(S):——(—+ '“O) 0 0 2l 4 g (6.84)
sC Ude,0 Vdc,0 Vdc,0

6.8 Frequency-domain analysis in two-terminal MMC-based
HVDC systems

The information on the input admittance and input impedaridee MMC is at this stage uti-
lized to perform a frequency-domain analysis of MMC-base&d-terminal HVDC systems.
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This is a natural continuation of the investigation perfednin Chapter 5, with the main dif-
ference that the latter considered converters withoutnatedynamics. The internal dynamics
and added levels of control present in MMCs are expected\e aaignificant impact on the
dynamics and stability of HVDC systems. Given the fact thatihput-impedance transfer func-
tion G(s) of the dc-transmission system is naturally unstable (aseed in Chapter 5), the
passivity approach for a frequency-domain analysis cabeatsed. However, the net-damping
criterion can still be useful and will be the tool of choicelis section.

6.8.1 Considerations in MMC-based HVDC systems

The F'(s) andG(s) transfer functions, presented earlier in Chapter 5, remtate input admit-
tance of the direct-voltage controlled station and the inpyedance of the dc grid in a two
terminal VSC-HVDC connection, respectively. The frequedomain analysis methods used
in the previous chapter, perform in the best possible waynvthe open-loop resonances of
F(s) andG(s) are preserved to some adequate degree in the closed-lo@msys terms of
frequency location.

The portions of the system contained in the expression¥ ©fandG(s), as implemented so far

in this thesis, are shown in Fig. 6.5(a). Observe that theexters used in this figure do not have
any internal dynamics. The circuit is decided to be splihatdc terminals of the DVC station.

This choice is made because the input admittafice of the DVC station does not contain
any dc-side equivalent elements (e.g. a capacitance octagce) that would directly affect

the natural frequency of the dc-link (given [n_(3.15)). Th#dr is supposed to be exclusively
described withinG(s) and also appear as a closed-loop resonance.

An MMC, whether it is direct-voltage controlled or activeyper controlled, presents a dc-side
equivalent capacitanc€., [94]. Furthermore, if the MMC control elements are tempityar
ignored and zero-power transfer is considered, the inppedance of the MMC can be derived

from (6.82) as
2L.s 2R, N

3 * 3 * 6C's
Observe that this expression contains not only the prelyiouentioned equivalent dc-side ca-
pacitance’,, = % but also an equivalent inductance and resistance, comingyeement with
similar simplified dc-side representations of MMCs|[97,.9Bje presence of the elements of
Znimc—simplified () ON the dc side of the MMCs implies that the natural frequerfdh@dc-link
connecting the two stations would most probably be affebiethe converters. It is therefore

potentially useful to consider the elementsfyic_simpiitiea (s) from both two stations as part
of the dc link.

A first step to approach the problem in an optimum manner i®tsider that the MMC, nor-
mally represented by its input admittanideic(s), can be equally represented by the elements
of the simplified dc-representation of the MMC [n_(6.85), whan input admittanck;, ;- (s)

is placed in parallel witl,,. The defintion ofY};;.(s) is

/ 1
Y, s) = _
MMC ( ) ]_/YNH\/IC (8) o %LCS o %RC

ZNMC—simplified (S) = (6.85)

$Cleq (6.86)
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Direct-voltage  |=(S) G(S) Power flow direction Active-power
controlled converter _ controlled converter

\ vsq_i - VSG /

I
dl+"“—’Wv -VVV“"“—I* d2
acgr — : |T Cfonv Ceonv /~C| Phase acgn

Phase —

reactor reactor

|

[
—— ——
(a) Typical definition ofF( ) andG(s) in a two terminal VSC-HVDC system, using converters withiotrnal

dynamics.

YMMC(S)
. - —
YMMC(S) Yumc (S) '
- —q - — |
| Equivalent | 2L, 2R, |
MMC | converter | 3 3 |
. Y . Y
ac grid _|_n-va_ - : :> ac grid —|~W“~Wv— /- : Tceqz% I
Phase — 4 Phase — i |
reactor | reactor | |
- — — -—— = |
- — =

(b) Input admittance of an MMC, with and without inclusiontb& equivalent dc-side capacitance.

F(s)=Y, S G(s Power flow direction Active-power
( ) M"’E;DXC_(I ) - 9 controlled converter
Equivalent | | 2L, 2R
converter | | 3 3 MMC
4 Yo g g umwyy
- ~ v L. _ec L 1= -
ac grid 1—|—WMN\~ [ A C C «www—l— ac grid 2
Phase |/ = | L1 N ] e conv] /| Phase
reactor | | reactor
-——— _——

(c) Definition of F(s) andG(s) in an MMC-based two-terminal VSC-HVDC system.

Fig. 6.5 Definition ofF'(s) andG(s) transfer functions to be used in the frequency-domain arsabyf
two-terminal VSC-HVDC systems, depending on the type of/edier used at the stations.

This is visualized in Fig. 6.5(b). The elements Dfi\ic—simplitica (s) €an then be directly in-
cluded as part of the dc grid, which the MMC is connected tangythis type of modeling, the
transfer functionF'(s) in an MMC-based two-terminal HVDC system as in Fig. 6.5(eh be
represented as

!

F(s) = Ypyo-mmc (8) (6.87)

whereYpye_wmc(s) is the input admittance of the DVC-MMC statiofi(s), representing the
dc-transmission system and the active-power controllatiost, will now include the equiva-
lent elements 0¥ \ivic—simpiified ($) Of the DVC-MMC, denoting that the any dc-link resonance
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Fumc(S)  Gumc(S)  Power flow direction Active-power
-——— r—— controlled converter
Equivalent l | 2L, ﬁ .
converter : idc_eq ! 3 3 ide R Lgc Imme MMC
—} A AN I\W
. ~ = .
ac grid 1+ S T”dc,eql L Ceq == UchI < Coot Coot UdczT W"“—'— ac grid 2
Phase =ra | | I N l l L1/ | Phase
reactor - | I~ reactor
- -

Fig. 6.6 Definition of Fanic(s) and Gymc(s) transfer functions to be used in the frequency-domain
analysis of the two-terminal MMC-based VSC-HVDC systemthif chapter.

is properly described withidz(s). Notice that the representation of the APC-MMC does not
need to be broken down into equivalent elements derived ft®wombined input-impedance
representation, singg(s) already considers the effect of the latter to the dc-linkesiand the
dc-link natural frequency.

6.8.2 System representation and modeling

The two-terminal system used in the present investigas@hown in Figl 6)6. The dc trans-
mission system is modeled in an identical manner as eanlieig.[4.1(b) or Fig[ 5.2(b). Each
of the MMCs and the connections to their associated ac gsidkentical to the one presented
in Fig.[6.1(a). Notice that when MMCs are used, the presehpéysical converter capacitors
Ceonv 1S Optional and can be omitted from the combined dc-link cépaceC, in contrast
with systems using 2LC, where physical converter capacdoe necessary.

Considering the relevant discussion in Secfion 6.8.1, @wlgWpc_muc (s) as the dc-side
input impedance of the APC-MMC ih_(6.82), it is possible taide a compact form of the
dc-grid input impedancéync(s) as

_ Avgeeq (s) 1

= = 6.88
AZ-dc_eq (S> SOeq ( )

Gavmc (3)

1

—l_ 2 2 1
§Lc3+§Rc+ Crort

T
ZyvMe—Arc(s)

Ry.+sL .+
de T de T T45Chot ZMmc—APC (5)

As mentioned in_6.8]1, the dc-side input admittance of thmeatlivoltage controlled MMC is
properly manipulated to subtract the element&af c_simplisiea () from it and finally yield

, 1
Fyvce (8) = Yyeo- §) =
(s) Mnvc-pve () 1/YMMC—DVC (s) — %Lcs _ %Rc

whereYynic_pvc () is directly retrieved from(6.69).

— 5Ceq (6.89)

6.8.3 Frequency-domain stability assessment

The system under investigation utilizes MMCs that operatéhase described in the previous
sections of this chapter. Their nominal parameters areepted in Tablé 6]2 and are identical
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TABLE 6.2: Properties of the MMC for use in the HVDC system

Sr rated power of system 1000 MVA
Vs ac-grid voltage 320 kV
Ude,0 rated dc-bus voltage 640 kV
w10 nominal frequency of the ac grid 50 Hz

N number of submodules per arm 4

C capacitance per submodule 325,82
L, arm inductance 50 mH
R, arm resistance 1.52

Ly inductance of phase reactor 25 mH
R resistance of phase reactor 0.%83
Ly ac-grid inductance 0.001 mH
apll PLL bandwidth 1@ rad/s
Gee bandwidth of the closed-loop current control 160@d/s
Geey bandwidth of CC filterH..(s) 100r rad/s

bandwidth of the closed-loop circulating-current controbO0r rad/s
ag bandwidth of direct-current measurement filiéy(s) 60r rad/s

aq bandwidth of the closed-loop direct-voltage control 72t8d/s
aq.  bandwidth of alternating-voltage modulus filt€g.(s)  100r rad/s
Ty converter time delay 0.3ms

to those in Table 6]1. The only difference lies in the arm amapting reactor, which has been
adjusted to provide a combined inductarige= L; + % and resistanc®&®; = Ry + % equal
to the properties of the phase reactor used by the 2LC of tme g@wer/voltage ratings in
(Table[3.1). This is beneficial for a later proper comparigbthe two converters.

The dc-transmission link consists of 100 km cable-typedli(garameters found in Takle P.1),
while physical dc-side capacitors are added to the dc-siaheinals of each MMC with a value
of C.ony = 6.51 uF. The size of this capacitor is negligible compared to thavedent dc-side
capacitance of each MMC in the system, equal’tp= 488.3 uF.

Variation of K cc._pvc

Both of the MMC stations employ a CCC. The related gain of #swnator at the active-power
controlled station is selected &S ...—apc = acc . The corresponding gain of the direct-
voltage controlled station is, here, allowed to vary in thef of K c.cc_pve = m - deec Res
wherem is a multiplier. Figur¢ 6J7 depict$vivc(jw)| , |Gyme(jw)| and the total damping of
the systenDync(w), for m taking the values of 0.01, 0.1 and 14 ..._pvc. The plots appear
to be insensitive to the variation &f; ..._pvc. Nevertheless, in all casggnnic(jw)| appears
to present a prominent resonance at 13 Hz, followed by a sesdhance at 100 Hz due to the
the presence of the resonator of the rectifier station, oeshts that frequency. Similarly, for all
values ofm, |Gymvc(jw)| has a prominent resonance around 17 Hz and two smaller ones,
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Fig. 6.7 Frequency analysis of subsystems and total danfpmg varying K ccc—pvc = m - eecRe
of the rectifier, usingn = 0 (dotted),» = 0.01 (dashed)m = 0.1 (dash-dotted) aneh = 1
(solid).

around 411 Hz and 100 Hz, respectively. The latter is relateitie resonator of the inverter
station, which is also centered at 100 Hz. It is generallyeoled that for a variety of parameter-
ariation scenarios, the system would become unstable itntigedomain with a growing oscil-
lation of around 100 Hz. It is, therefore, important to fotlus attention at the behaviour of the
system close to this frequency.
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Fig. 6.8 Enhanced view around 100 Hz for the frequency amsatfssubsystems and total damping, for
avaryingKj ccc—pvc = m - accc R Of the rectifier, usingn = 0 (dotted),» = 0.01 (dashed),
m = 0.1 (dash-dotted) anth = 1 (solid).

The net damping of the system in Hig. 6.7(c) appears to bergiénpositive for any frequency
above 0.8 Hz, an indication of low risk of instability reldt® open-loop resonant frequencies.
However, the effect of altering; ..._pvc becomes apparent if the previous plots are enhanced
around 100 Hz. This is shown in Fig._6.8. The observatiofffyic(jw)| leads to the conclu-
sion that ags; ..._pvc increases in value, the associated resonant peak stdtirsgho slightly
lower frequencies than 100 Hz. At the same time, no chandesisrged in the resonant peak of
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|Gymc(Jw)|, as expected SincE; .._pvc IS not a part ol yic(s).

An increase ofm causes a noticeable alteration in the shape of the total idgngoirve in
Fig.[6.8(c). Form = 0.01, Dyvc(w) demonstrates a narrow notch at 100 Hz, which has not
yet taken negative values; an indication of low risk for aislity. However, whenn increases

in value, the observed notch widens with its center shiftmfrequencies slightly lower than
100 Hz. At the same time the lowest point of the net-dampirtgntakes smaller values until

it barely becomes negative for = 1. The general conclusion is that an increas&jn.._pvc
causes a subsequent increase in the risk of instabilitlg, avtigh probability of having a grow-
ing oscillation at a frequency below but still very close @Hz.

Variation of bandwidth aq

The system in the previous scenario remained stable evetihdonighest investigated value
of K ..—pvc. At this stage, the latter is maintained &l ..._pvc = ac.Rc (the value that
increased the instability risk the most), and the bandwaftthe closed-loop direct-voltage
control is treated ag8q = k - Gq nom, Whereaq »om is the value found in Table 6.2. Related
investigation from previous chapters has already showrathancrease inq4, increases the risk
of instability in VSC-HVDC systems.

Figure[6.9 presents the frequency-domain behavior of teesyfork = 1, 10, 20 and 30, fo-
cused around 100 Hz. Similarly to the trend observed fore@singk; ..._pvc, the increase
of a4 causes the associated resonant pedlkgf;c(jw)| to start drifting to slightly lower fre-
qguencies than 100 Hz. The curve|6fnc(jw)| remains unaltered, ag does not constitute

a part of its expression. The effect of alteriagcan be best observed in the net-damping of
the system in Fid. 6.9(c). The increasengfdoes not alter the shape of the notchgyc(w)
above 100 Hz but causes it to widen considerably below tleauncy, decreases its center
frequency and its minimum value becomes increasingly megat

Noticeable negative values éf\ic(w) at the open-loop resonant frequencies close to 100 Hz
imply that there is high risk of the system actually beingtahk. This can be viewed from a
Nyquist curve perspective of the system in [Fig. 6,9(d) ifef 1, 10, 20 and 30. From the figure

it can be seen that for relatively high valueskgfthe point (-1,0) in the complex plane will
actually experience a clock-wise encirclement, causiegctbsed-loop system to be unstable.
Observe that the frequency at which the Nyquist curve ceoHse imaginary axis closest to
(-1,0) is decreasing from 100 Hz, agincreases.

The previous behavior can be observed and verified in the dioneain as seen in Fig. 6J10.
The previously described system is initially allowed toatedhe steady state fdr = 14 in
the direct-voltage control of the rectifier. At t=40 s, theltiplier % is slowly ramped to the
value of 15 within one second and maintained there ever. aftex direct voltage,.; at the
dc terminals of the rectifier, even though normally stablarts increasingly oscillating after
approximately 46 s. The system behaves in an unstable mantikit is barely sustained in
operation due to the limiters used by the controllers. A@ldscus onuy.; between 51 and
52 s can be observed in Fig. 6.11. There, it is revealed teat it a dominant frequency in the
increasingly oscillating voltage, with an FFT of the rethtgggnal providing its peak close to
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Fig. 6.10 Response of the system in the time domain.
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Fig. 6.11 Enhanced view of oscillating voltagg.; and its frequency spectrum.
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Fig. 6.12 Enhanced view afy.;. The system is initially unstable and the resonator of theCEMMC
is disconnected at t=50 s.

97 Hz. The value of at which the system becames unstable and the frequency obdesved
unstable oscillation is in good agreement with the valugeeted from the net-damping analy-
Sis.

Recovery from instability

The resonance in the proximity of 97 Hz is related to the rasmmof both the rectifier and
the inverter stations and is highly dependent on the associategral gaing; ... As observed
earlier in Fig[6.8, ifK; ....pvc = 0 then the net-damping notch at 100 Hz with a minimum
value very close or even below zero, disappears.

Consequently, the net damping remains sufficiently highantzero in the vicinity of 100 Hz
and the risk of instability is greatly reduced. A relativédyge increase in the multipliér of

aq would be further required to force this net-damping minimienvalues below zero, in the
manner displayed in Fig. 6.9. This information is, now, uigetthe previous example as a means
to recover from the observed instability.

Repeating the previous scenario and for a multigtier 15, the system is unstable as seen ear-
lierin Fig.[6.10. Att=50 s, and while the 97 Hz oscillatiorelges growing, it is decided to switch
off the resonator of the rectifier station. Observe thatitheehieved by completely disconnect-
ing the output of the resonator from the control process andby settingi; ..._pvc = 0. The
result can be observed in Fig. 6112. The system becomeslysieible again and the growing
oscillation diminishes. The same result can be observdweifésonator in the inverter station
would be switched off. This indicates that the resonatorbaih stations have a joint effect
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on the closed-loop system stability and it is sufficient tatshwoff any of them in order to
re-stabilize the system.

6.9 Dynamic comparison of the MMC and the 2LC

This section focuses on the comparison of the frequencyadtoilmehavior of the MMC and
the 2LC, from a dc-side input-admittance perspective apéaally from a passivity point of
view. As already discussed in Chapter 5, the passivity ptgssof the direct-voltage controlled
converter can greatly affect the stability of the closedpleystem. The analysis is performed
both for the DVC and APC mode of operation of each station.

6.9.1 Detailed dc-side input admittance of the 2L.C

Even though the dc-side input admittance of the DVC-2LC Hemady been investigated in
Chapter 5, the derived expressions were lacking the imdatieatype and strength of the ac
grid to which the HVDC station is connected, the PLL (havingsidered connection to strong
grid), various filters in the control, as well as the compotal time delayly. In order to prop-
erly compare the dynamic behavior of the MMC with that of th&2it is necessary to have
a description of the latter that is compatible with the dggiom of the MMC, as investigated
earlier in this chapter. Therefore the impact of the presitactors needs to be taken into ac-
count and the same type of CC and DVC are to be implementeceriinelse circumstances, the
relations already presented in Section| 6.3 can be used itedbe detailed input admittance
Ybvce_orc Of the DVC-2LC for the purposes of this analysis. As far asAIREC-2L.C is con-
cerned, the dc-side dynamics are still decoupled from tbbee ac side, despite the increase
in description complexity. The converter is thus still regpented as a constant power source
from its dc side, just as performed earlier in Chapter 5.

The equivalent 2LC is connected to a phase reactor of indoeta and resistanc&;, combin-
ing the phase reactor and arm impedance of the MMC as dedénil§&.11), and create voltage
v, at its ac terminals. For ease of calculations, it is conehﬂeelnatAi;* = 0. The equality of
instantaneous active power at the dc and ac terminals ofaivecter, respectively defined as

P. and Py ;, in Fig.[2.15(@), combined with (6.85) arid (6.39) provide
Pdc,in = Pc =
Vdclde = ’Ugljlc + ’Ug’l(;c =
lae.0AVde + Vac0Diae = 150 AVT + vl (Aif + 1% (Avl + vl Al =
lae,0 AV + VacoDiae = i oK1 (s) M (s) Avge + i% 0 K21 () M (s) Avge
+ Ug,chcn (8) M (5) Avge + vfoGeea1 (8) M (s) Avge =

—Aidc . idc,O M (S)
AUdc Vdc,0 Vdc,0

[ 0K a1 (8)+iF 0 Koo (8)+08 0Geern ()40 0Gecar (5)]
(6.90)

Ypve—aLc (S) =
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Figure 6.13: Analytical (solid line) and simulation (dots}ults for the dc-side input admittance
of the DVC-2LC in rectifier operation. Upper subfigure: Realtpof Ypyc_onc(jw). Lower
subfigure: Imaginary part dfpyc_onc(jw).

A validation of the previous expression has been performadawon-linear full-switching
model in PSCAD, using the data from Table]6.1, nominal powarsfer as a rectifiery =
0.lae, Ly = 0.01 mH and a6.51F" capacitor connected to the dc side of the converter (as
also used earlier in the MMCs of Section 618.3). The capai#elf does not comprise a part
of the input admittance but its value affects the gains ofdinect-voltage controller. The re-
sults in Fig[6.1B reveal that the agreement between theWitching model and the analytical
expression in(6.90) appears to be quite satisfactory.

The dc-side input admittance of the APC-2LC is not affectgdHe consideration of higher
detail in the control structures and can, once again, beesepited by a negative resistance as
already shown earlier in previous chapters.

6.9.2 Passivity properties of the converters in direct-vaage control mode

The dc-side input admittance of the DVC-MMC [n_(6.69) and EAN&C-2LC in (6.90) are sta-
ble transfer functions. Consequently, it is possible torati@rize them in terms of passivity
properties, depending on the sign of their real part in thguency domain.

The objects of comparison are a DVC-MMC and a DVC-2LC, usigratings of Table 612 and
operation in rectifier mode. The latter converter uses pressgors with a combined inductance
Ly = L + £ and resistanc&; = R; + Z=, allowing for a fair comparison with an equivalent
MMC, as explained in6.813. The 2LC is also connected to adie-aapacitor oROuF, just as
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Figure 6.14: Real and imaginary parts ifyc_vnc(jw) and Ypye_arc(jw) for variation in
aq =k - aqnom With k = 1 (black),k = 10 (blue),k = 20 (red),k = 30 (green) .k = 40 (gray).
The resonant gain is kept &f; ..._pvc = Geec Re.
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Figure 6.15: Enhanced depiction of the real parYefc_ymic(jw) andYpye_arc(jw) around
100 Hz, for variation inug = k - aq nom With k = 1 (black),k = 10 (blue),k = 20 (red),k = 30
(green) k = 40 (gray). K; ccc—pvc IS kept atK ccc—pve = Geee Re-
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Figure 6.16: Real part dfpyc_vmc(jw) for varying R, = m - aeeLe, Usingm = 0 (dotted),
m = 0.01 (dashed)n = 0.1 (dash-dotted) angh = 1 (solid).aq = a4 nom 8NAK; ccc—pvc = 0.

optimally designed earlier in Takle B.1.

The real and imaginary part of the dc-side input admittafmethe DVC-MMC and the DVC-

2LC are presented in Fig. 6]14. There, the bandwidth of tbgetl-loop direct-voltage control
aq, is varied according to the relatien = k - aqnom for k£ € (1,10, 20, 30, 40). The resonant
gain in the CCC of the MMC is kept df’ ccc—pve = ece Re-

The results for the DVC-2LC show that for the lowest bandtvidf, the converter is not only
passive but dissipative. However, a slight further incegasy causes the converter to be non-
passive, as it starts displaying repeated notches of negatlues foRe| Ypyc_anc(jw)]. The
first notch appears to be consistently located approximateéd65 Hz, with its value becoming
increasingly negative ag, increases.

This implies a degradation in the passivity properties ef fVC-2LC and increases the risk
of closed-loop system instability, if there are resonaatjfrencies within the frequency range
whereRe[ Ypve_anc(jw)] < 0. A second negative notch Re| Ypyc_orc(jw)] Starts appearing
at around 2500 Hz, but it is already out of the range of the Wtttk of the converter’s closed-
loop current control.

The behavior of the DVC-MMC for the same scenario appearsat@ Isimilarities with the
DVC-2LC, but noticeable differences as well. For the lowesue of aq, the MMC seems
(incorrectly as shown later) to be passive but for the slfighter increase of the bandwidth,
Re[Ypve-_mmc(jw)] appears to develop a negative notch and the DVC-MMC becomes n
passive. This notch becomes wider for increasifdut its centre is consistently located around
13 Hz. The frequency of this notch is highly dependent on thegrtional gaink, of the CCC,

as can be observed in Flg. 6116, where an increase in the ohllg shifts the resonance to
lower frequencies.

It is interesting to notice that in Fig._6/14, there is at temsorder of magnitude of difference
in the scaling of the y-axis for the values of the DVC-MMC ahd DVC-2LC. The absolute
values of the negative notch of the DVC-MMC are much largantthose of the DVC-2LC for
the samey, indicating that systems using DVC-MMC risk becoming ubkgdor lower values
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Figure 6.17: Real part dfpyc_nvmc(jw) for variation inK cc.—pve @SKj ccc—pve = M- Geee Re
with m = 0 (dotted),» = 0.01 (dashed);n = 0.1 (dash-dotted) and» = 1 (solid). The
bandwidth of the closed-loop direct voltage control is ¢ansatay = aq nom-

of bandwidth, compared to equivalent systems with DVC-2A@ditionally, the location of the
negative notch ilRe[ Ypve_muc(jw)] reveals that there is a high probability that low-frequency
resonances could contribute to a system with MMC convelteceming unstable. This comes
in contrast with the location of the first negative notch ie bVC-2LC that was located at
much higher frequencies and indicates a higher risk for filmguency resonances becoming
responsible for instability in systems with DVC-2LC.

A closer observation oRe[ Ypyc_mmc(jw)] around 100 Hz, shown in Fig._6J/15, reveals that
the DVC-MMC is actually non-passive for all the investight@lues ofaq. A further investi-
gation on this issue is performed, with the system keepingnatent value ofiy = aq nom and

K ccc—pve being varied ad(; ccc—pve = m - e Re With m € (0,0.01,0.1, 1). The results for
Re[ Ypve-mmc(jw)] are shown in Fig. 6.17. It is evident that onke..._pvc takes any value
other than 0, then the DVC-MMC becomes non-passive with ateom risk of closed-loop
instability around 100 Hz, regardless of the existence tanisity of the low-frequency notch
mentioned earlier.

Based on the last observation, the earlier scenario withvéin@tion ofaq = £ - agnom fOr

k € (1,10, 20, 30,40) is now repeated for the DVC-MMC, but usitg ..._pvc = 0, effectively
deactivating the resonator of the CCC. The latest resuitsaperimposed on those acquired
earlier for K ccc—pve = accc R @and presented in Fip. 6.118. It can be noted tha#for.._pvc =

0, Re[ Ypve—mumc (jw)] remains above zero for much larger values pthan whenk; ..._pvc =
a... R.. This means that even if the converter is, anyway, non-paskie to the negative notch
around 13 Hz, a closed-loop system instability due to rescemaround 100 Hz will remain
highly unlikely.

As demonstrated, the mere presence of the resonator c¢ate¥®0 Hz causes the DVC-MMC
to be non-passive for any other choice of converter paramfeteay to retain the resonator and
possibly keep the converter passive, can be achieved bydesimg a damping action at the
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Figure 6.18: Enhanced depiction of the real pait®fc_nmnic(jw) around 100 Hz, for variation
iNag = k-aqnom With & = 1 (black),k = 10 (blue),k = 20 (red),k = 30 (green) t = 40 (gray).
The investigation considers resonant géin....pvc = 0 (dashed) ands; ....pvc = Geec e
(solid).

denominator of the integrator function. Relation (6.75) tzen be transformed to

Ki,ccc 2s

He(s)= R, 24 (s+ (2u)?

(6.91)

Figurel6.19 compardie| Ypyc_wuc(jw)] for the scenario already shown in Hig. 6.14, with
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Figure 6.19: Enhanced depiction of the real pait®fc_nmnic(jw) around 100 Hz, for variation
iNaqg = k- Gqnom With £ = 1 (black), £ = 10 (blue),k = 20 (red),k = 30 (green),k = 40
(gray). The investigation considefs ..._pvc = 1 for the typical resonator of (6.¥5) (solid)
and the damped resonator pf (6.91) (dashed).
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Figure 6.20: Results for the dc-side input admittance ofAR€-MMC (blue) and APC-2LC
(red) in inverter operation. Upper subfigure: Real paitgfc(jw). Lower subfigure: Imaginary
part of Yapc(jw).

the results achieved under the same conditions but usingso@ator of[(6.91) and a damping
coefficient of¢ = 0.1 (2w, ). The introduction of the damping coefficient contributea twtice-
able lift of Re[ Ypve—mmc(jw)] around 100 Hz, similar to the one achieved faf..._pvc = 0

in Fig.[6.18 but still keeping the resonator actively opeiat

6.9.3 Passivity properties of the converters in active-pogr control mode

Similarly to the DVC-converters, the dc-side input admmttes of the APC-MMC and APC-
2LC are stable and itis possible to characterize them ingefrpassivity propertieapc_nvc(s)
can be acquired directly from the inversefpc_vvc(s) in (6.82), while the its counterpart
Yapc_arc(s) is the resistanc®&y, as defined in Sectidn 5.2.1. Both of them are here considered
for inverter operation of the converters.

The two converters are set-up according to the data of TaBlewdth K, cc.c—apc = 1 for
the MMC, and the resulting dc-side input admittances isldisg in Fig[6.2D. It can be im-
mediately concluded that both converters are non-pas8wdar as the 2LC is concerned,
Re[Yapc_oLc(jw)] maintains a constant negative value throughout the fre;yudomain. It
is interesting to notice that for frequencies below 5 Rz Yapc_nvc(jw)] converges with
Re[Yapc_aLc(jw)]. However, at higher frequencies, the real and imaginatgjoék s pc_or.c(jw)
behave similarly to those dfpyc_orc(jw) for the lowest value ofiy, indicating almost iden-
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6.10. Summary

tical resonances at around 13 Hz and 100 Hz. Once aBaj¥apc_muc(jw)] is slightly neg-
ative around 100 Hz, as expected due to the non-zero valig of apc, indicating a risk of
instability in the closed-loop system due to poles in thénvig of that frequency.

6.10 Summary

This chapter has attempted to provide an insight to MMC-t852C-HVDC systems, consid-
ering the complexity of the MMC as a controllable device amelitnplications it introduces to
the systems it is used in. The analytical dc-side input admie of the MMC, both in DVC
and APC mode, has been derived, taking into account all th#aée levels of control and
component configuration of an actual system. It has beenrsiioat the results from the an-
alytical expression match accurately those acquired fioenfuill-switching, nonlinear, time-
domain model of the same system. This has been observedeadtsprtomplexity incurred by
the consideration of all needed control loops of controcpeses and overall system setup in
the derivation of the final expression.

The validated dc-side input-admittance expressions haem lused in stability studies of a
two-terminal MMC-based VSC-HVDC system, using the net-geng criterion as a frequency-
domain tool to provide explanations on the expected behafithe system. The results have
been validated by time-domain simulations of the conslean-linear model. The bandwidth
of the closed-loop direct voltage control and the CCC of an ®MNhave been shown to have
a great impact on the dynamic behavior of the overall systemg especially the use of a
resonator in the CCC for the reduction of the harmonic cure¢r2w; frequency, normally
superimposed over the circulating current of the converfdrases.

The MMC and the 2LC have been compared in terms of their p@sgiroperties, when used
in HVDC systems that are of the same ratings and optimalligdes for the use of each con-
verter. Both the DVC-MMC and the DVC-2LC can be passive oolyrelatively slow direct-
voltage control. For relatively fast direct-voltage camtthe DVC-MMC becomes non-passive
due toRe| Ypvc_mmc(jw)] becoming negative at low frequencies 13 Hz), while the DVC-
MMC becomes non-passive dueRe| Ypyc_oLc(jw)] becoming negative at high frequencies
(~ 665 Hz). However, when a typical resonator is used in the GBE€PVC-MMC is always
non-passive. At the same time, both APC-2LC and APC-MMC hvays non-passive, regard-
less if the latter utilizes a resonator in the CCC.
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Chapter 7

Control investigation in Multiterminal
VSC-HVDC grids

The expansion of the point-to-point HVDC transmission aptento a multi-terminal arrange-
ment, broadens the possibilities for a more flexible powendfer between ac grids and pro-
vides the means for a reliable integration of dispersed)-bapacity renewable power sources
to highly interconnected power systems. However, moviogifa two-terminal to a multiter-
minal scale, increases the technical requirements andcaxhdglexity to the control strategies
that can be applied.

This chapter functions as an introduction to the ideasprsiand challenges behind the multi-
terminal concept, focusing on VSC-based MTDC grids. Exgstiontrol strategies are presented
and new types of controllers are proposed, aiming to enhidweceerformance of the system or
accommodate new power-flow needs that current solutions @idficulty in handling. Exam-
ples utilizing four- and five-terminal MTDC grids, demoratt the effectiveness of the proposed
controllers by comparing their performance to that of camal control concepts, both in
steady-state and in cases of large disturbances.

7.1 Multiterminal HVYDC grids

The use of HVDC technology has traditionally been restddte point-to-point interconnec-
tions. However in recent years, there has been an incredbe interest for MTDC systems,
given the technological advances in power electronics &@ ¥echnology, as well as the chal-
lenges that rise from the need for the interconnection gelgrower systems and the intercon-
nection of remotely located generation sites. An MTDC gystan be defined as the connection
of more than two HVDC stations via a common dc-transmissetwark. Just as the concept of
a conventional ac grid relies on the connection of multigaayation and consumption sites to
a common ac transmission system, the MTDC comprises obetathat inject or absorb power
from a dc-transmission system.
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Fig. 7.1 ABB’s HVDC grid vision in the 1990’s [100].

7.1.1 Technologies and initial projects

Since there are two types of HVDC converters (LCC and VSCY, types of MTDC grids
can be realized: an LCC-HVDC based and a VSC-HVDC based MTXC igybrid versions
combining the two technologies have also been introducedr@septs [99], but the operational
and protection challenges appear to be hindering factora faractical realization. The first
multi-terminal HYDC was an LCC-based system that was eistadd in Quebec-New England,
Canada, in 1990. The existing HVDC line of 690 MW was extenttedards north, over a
distance of 1100 km to connect a new 2250 MW terminal and allogt south, over a distance
of 214 km to connect a 1800 MW terminal. In 1992 a new 2138 MWihiral was added to the
already operational multi-terminal system. Nevertheldespite the potential of transferring
large amounts of power compared to the VSC technology, eper has shown that LCC-
based MTDC grids appear to have important difficulties frocoatrollability and flexibility
point of view.

The first time that an MTDC was installed using the VSC tecbggiwas in 1999 at the Shin-
Shinano substation in Japan. The system comprised of tHB€2NVDC terminals in back-to-

back connection and has been used for power exchange betieéno isolated 50 Hz and
60 Hz ac grids of Japan [38]. However, the lack of dc-transiorslines in the system, do not
render it an MTDC grid, in the conventional sense. Even thahegre is no "true” VSC-based
MTDC grid commissioned yet, the VSC technology has beemesitely used in point-to-point

connections, overcoming the technological limitationd disadvantages of LCC-HVDC and
proving that it can constitute the cornerstone of future NCT@ids.
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Fig. 7.2 (a) ABB vision for a European DC grid [101], (b) DESHEC vision from 2009[102].

7.1.2 Visions

The potential presented by the HVDC technology in bulk epérgnsfer over long distances,
triggered an early interest by the academic and induswialnounity for highly interconnected,
continental-wide, power systems. This was aided by an ase@ deregulation of the European
electricity market and the development and planning of tetgdocated renewable power-
plants, as different visions started rising regarding thare of power systems. In this context,
there is a requirement of a flexible system that is able teteam large amount of power "across
the continent” and "across the continents”.

Inspired by the early advances in multi-terminal HYDC, ABBeady in the 1990s presented its
vision of the future highly interconnected, European-wpdaver system as shown in Fig. 17.1.
As observed, this plan considered the reliance of the Earopaergy needs on a bulk import
of renewable energy (from wind, solar and hydro power pldiggersed around the continent)
over a large mainland MTDC grid. The latter would constitateoverlying layer on top of
the existing ac-system. However, the available LCC-HVDéhimlogy of the time proved to
be a weakening agent, since it could not offer the power-flod grid flexibility required for
the realization of such an ambitious vision. The advancekenvSC-HVDC technology to-
wards the end of the decade, revived the ideas for large MTid3.gConsequently, similar
plans have been re-assessed and further developed by attiespe.g. the DESERTEC foun-
dation in Fig[ 7.2(B), while ABB presented its detailed ogpicof a European MTDC grid, as
in Fig.[7.2(a).

As a step towards the realization of large scale grids, dpfalgrids are expected to be initially
developed and connected to the main ac system. This willitestoncept and determine future
requirements for an expansion of the grids. Such a prop@sabken presented for a three-
terminal HVYDC grid in Shetland, UK, as shown in Hig. 7.3(a8)eNorth Sea is a location shared
by many nations and featuring high wind power potential. SEhproperties make it an ideal
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Fig. 7.3 (a) Example of possible three-terminal HVYDC gridJK [101], (b) EWEA vision from 2009
[103].

area to develop small-scale multi-terminal connectiorth wifshore wind power integration.
Several relative proposals have been made, as if Fig. [7.3(b)

7.2 Keycomponents for future large scale Multiterminal con
nections

The realization of MTDC grids presupposes the use of a nuwiftmmponents that are neces-
sary for the operational and safety integrity of the gridsclSdevices are either not developed
yet, are in the final stages of their development or are newdijlable in the market, with more
development still needed or expected to be observed soon.

7.2.1 DC-breaker

Devices for switching and protection of dc grids are vitalgalize MTDC grids, especially for
meshed grids. A dc-fault affects the complete dc-transomsgrid and if the faulty segment
of the lines is not isolated, the entire MTDC system wouldehovbe taken out of operation.
Circuit breakers are widely used in transmission and tstion grids to interrupt short-circuit
currents.

Figure[7.4(d) shows a schematic representation of a dc gddruvhere a dc-fault occurs as a
short circuit between the dc cables. Due to the terminal@#apeof the VSC station, which is
charged aty. in steady-state operation, the system on the left of the & be described by
a constant voltage source @f, voltage, together with the impedance of the cable pair betwe

160



7.2. Key components for future large scale Multiterminaimections

cable cable itaut  Reale  Lcable
. - vee »- AN YN
L —I
@M - ::T Udc T Ddc
L Y
- VsC cable cable

€Y (b)

Fig. 7.4 DC-fault conditions: (a) Schematic representatibdc grid under short circuit condition, (b)
Equivalent circuit of a dc grid under short circuit conditio

the converter and the fault location. The latter consisenoéquivalent resistande.,,;. and an
equivalent inductanceé....., as shown in Fid. 7.4(p). Upon occurrence of short-cir¢bé,full
grid voltage appears across the equivalent impedanceidevimg a very small value aR..p e,
this voltage is approximately applied entirely acrésg,.. causing a fault current,; with a
constant rise ratéig,,;/dt = vqac/Leanle- The grid inductance does not limit the fault current
which will keep increasing as long ag. is sustained. For very low values &f.;,. (which

is the case for dc-transmission lineg),..;/dt may reach values of hundreds of kAls [104].
Therefore the fault current would rise to a very high valua short amount of time and needs
to be interrupted quickly.

The important fact for interrupting off short-circuit cents in ac system is the natural zero
crossing. Since the natural zero crossing of current doesaooir in a dc system, one important
guestion is how to interrupt short-circuit current or loadrent. In [104], a brief overview of the
concept of dc-circuit breakers is provided but no actuaighess The only HVDC breaker whose
operational effectiveness has been verified, was presbyt#BB [105] and is already available
in the market. The principle of operation of this breakehigwn in Fig[7.5. The hybrid HVDC
breaker consists of three essential components: a load atation switch (LCS), an ultra fast
mechanical disconnector (UFD) and a main breaker with samnggsters in parallel.

In normal operation, the load current flows through the ddd&D and the LCS. When the
dc-fault occurs and the control of the system detects iththe breaker is switched on and
the LCS is switched off (with this sequence). As a result,high fault current can now keep
flowing through the main breaker and UFD can be opened safalgrwirtually zero current
and without the fear of an arc across it. Finally, the mairakee is switched off and the fault
current flows through the highly resistive surge arrestaeasduickly limit and finally extinguish
it. The complete fault clearing time is in the range of ms (F®entions 2 ms).

7.2.2 DC-DC converter

The interconnection of ac systems with different magnisudeoperating voltages is easily
performed through the use of transformers. In the futureDi@grids may be developed with-
out necessarily following the same direct-voltage spetiimis. Given the benefits of having
interconnected power systems, from a power stability arvdeponarket perspective, the pos-
sibility of interconnecting such grids would prove invahla A lack of adequate concepts for
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Fig. 7.5 Hybrid HVDC breaker operation principle: (a) notdead current path, (b) fault initiates oper-
ation, (c) LCS interrupts and commutates the current to thmforeaker, (d) the main breaker
interrupts and commutates the current to the arrester.

transforming direct voltages in high-power dc grids is ohthe major challenges for the real-
ization of interconnected MTDC grids of different voltaggings. This requirement has been
highlighted in [106] where a benchmark for future MTDC gridss been suggested.

DC/DC converters have extensively been used in variousvigitage/low-power applications
such as switched power supplies for electronic applianday. simple topologies are usually
considered like the classic buck or boost converters. Ratively higher power applications,
different topologies have been developed using DC/AC/Didlmgies with a medium or high-
frequency ac-link as discussed in [107] and [108]. The gdrstructure of these converters is
shown in Fig[ ’Z.6. A medium/high frequency ac link includesamsformer to step up or step
down the voltage between the dc-input and the dc-output sedeilting in an advantageous
galvanic isolation, especially for high power applicasomhe frequency of the ac link depends
on the power level and varies between a few kHz to several MHz.

The galvanic isolated DC/DC converter consists of an imreat the input side, transforming

kil

Fig. 7.6 General topology of a galvanic isolated DC/DC coware
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the direct voltage into an alternating voltage of a certaesgd@iency. In contrast to conventional
converter applications for grid connections or drives,raisoidal output is not needed in this
kind of devices. Consequently, the frequency of the outpwicdtage is equal to the switching
frequency resulting in a rectangular waveform applied ® tiansformer[109]. This makes
filter elements unnecessary. The high operating frequesagsl to a significant reduction in
the volume of the transformer. Finally at the output sidegdifier is connected to change the
alternating voltage at the output of the transformer intdraatl voltage. For a bi-directional
power transfer, both converters should have the form of &meaictifier.

Presently, DC/DC converters are available for power lebelsveen a few kW up to 1 or 2
MW [32]. It should be mentioned that although in the work [0]3a total output power of
1.5 MW has been realized, the converter has a modular steustiiere each module has an
output power of only 0.19 MW. This power level of a single mtedis significantly lower than
the requirements in HVDC grids, where the nominal power egnfgom several hundreds of
MWs up to GWs. Three-phase topologies offer significant athges for high-power appli-
cations [110]. Furthermore, standard three-phase tremsfocores are available with various
materials, reducing the total volume of the system. Sunumayithese aspects, three-phase
topologies seem to be the most advantageous concepts wimgnused in a multi-megawatt
DC/DC converter[104].

7.3 MTDC-grid topologies

Several types of MTDC connection concepts are possible testeblished in practice, each
presenting a number of advantages and drawbacks. The mpsttant of these designs and
probable to be actually implemented are summarized below.

Independent HVDC links

This grid configuration, presented in F[g. 7.T(a), followag ttoncept of having a grid with
independent two-terminal HVDC links where a cluster ofistad are located in the same geo-
graphical area, sharing the same ac busbar. In this cafes albnnections are fully controllable
without the need of a centralized control to coordinate théans. It may consist of a mix of
LCC- and VSC-HVDC links, operating at potentially diffeteroltages. This setup is ideal to
incorporate existing HVDC lines into an MTDC grid and has eed of dc-breakers.

Radial grid

Owing to the simplicity of the design and the possibility tteo a sufficient level of power-flow
flexibility between multiple stations, the radial grid tdpgy presented in Fid. 7.7(b), will most
likely be applied to the majority of the first MTDC grids. Itdesigned like a star without closed
paths forming. The reliability of this configuration is lomthan the other type of connections
and in case of a station disconnection, portions of the dtapuld be "islanded”.
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Fig. 7.7 MTDC topologies: (a) independent HVDC links, (bdlied connection, (c) ring connection, (d)
meshed connection.

Ring grid

The ring topology, shown in Fig. 7.7{c), connects all coteestations in a closed serial cir-

cuit, with each converter featuring two dc-connectionstteeostations. The advantages of this
connection type lie on the simplicity of the constructiord aperation. However, this type of

connection suffers from low reliability and high losses tluéhe long transmission lines (if the

geographical location of the stations is big), which areessary to close the grid loop. The
impact of the latter is intensified in the presence of remtatgans which need to be connected
to the rest of the grid with two separate dc links.

Meshed grid

The meshed grid topology is presented in Fig. 7]7(d). Asritloa observed, this type of grid
constitutes a "dc” replica of an "ac” transmission systemrdducing redundant paths between
dc nodes. An additional advantage of this connection schemhat a station may be added on
certain point of an HVDC link with a separate cable connegtigithout the need to interrupt
the initial HVDC link and introduce the station at the intgstion point. The meshed MTDC
grid allows multiple power paths between dc nodes, incretdseflexibility of power exchange
between the respective ac nodes, increases the overabili&}i and reduces the shortest con-
nection distance between two nodes in the grid. Howevemaemuence of these features is the
need for advanced power flow controllers and an increaseeindhle cost since more (and po-
tentially long) connections need to be established. Furibee, the use of dc-breakers at every
station is considered necessary to ensure the viabilitgegtid in case of dc-faults.
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Fig. 7.8 Voltage-margin control in a three-station MTDCdgiThe desired operating point is indicated
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7.4 Control of MTDC grids

The voltage and power control within a VSC-MTDC grid has baeihallenge, given the task
of coordinating a large number of stations with the final obye of establishing a desired
power flow in the grid. A limited number of solutions have b@eaposed so far, with the most
important of those being theoltage-margincontrol and theévoltage-droopcontrol. Altered
versions of these fundamental control strategies are émttyufound in the literature, but the
core of their philosophy remains the same.

7.4.1 \oltage-margin control

The voltage-margin method presented in[38,39] suggeatgdch converter follows a voltage-
power pattern where, according to the dc-grid voltage |@hel converter can be automatically
assigned duties of either direct voltage or constant poaeircl. There can only be one direct-
voltage controlled station operating in the complete MTD{d.g

An example of the method can be demonstrated in[Eig. 7.8,engrid of three converters is
considered. The direct voltage of the grid in steady-stat&litions can vary between min
and vgc max- Assume that a power flow plan requires Station 1 to inject MW to its ac-
side, Station 2 to inject 300 MW to its ac-side and Station Bject 400 MW to the dc grid
(guaranteeing the power balance), while the voltage of tlieig maintained at a level af,. ,
(assuming very small voltage deviations around this va&restation terminal to allow dc power
flow). Once the stations have been started-up and brouglgrith@oltage to an initiabge min,
each of them follows their custom voltage-power patterncaigd in Fig[ 7.8. The system then
reacts in the following steps.

1. Stations 1, 2 and 3 are dictated to inject +300 MW, +200 MW 4500 MW of power
to the dc grid, respectively. This gives a net power of 1000 k&¥sfered to the dc grid,
causing the direct voltage to start increasing.

2. When the direct voltage reacheg ;, Station 1 becomes direct-voltage controlled while
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Stations 2 and 3 keep injecting +200 MW and +500 MW to the dd, gespectively.

3. Station 1 changes its power to maintain the direct voltage power balance until it
reaches -100 MW which is not enough to compensate for the WA@0injected by the
other stations. This causes the direct voltage in the griddease, exceeding,. s, and
Station 1 becomes again power controlled injecting 100 M\istac side. The net power
in the dc grid is now constant at +600 MW and the direct voltagthe grid increases
constantly.

4. When the direct voltage reacheg -, Station 2 becomes direct-voltage controlled, being
able to support a dc power from +200 MW up to -300 MW. This is emdugh to com-
pensate for the combined power of +400 MW, injected to therdtlgyy Stations 1 and
3. This causes the direct voltage in the grid to increasege@oguv,. ., and Station 2
becomes again power controlled injecting 300 MW to its ae.sidhe net power in the dc
grid is now constant at +100 MW and the grid voltage increasestantly.

5. When the direct voltage reaches ;, Station 3 becomes direct-voltage controlled, being
able to support a dc power from +500 MW up to -500 MW. This istggioto compensate
for the combined power of -400 MW, injected to the dc grid bgtlins 1 and 2.

6. The system stabilizes with Station 1 exporting 100 MW @it side, Station 2 injecting
300 MW to its ac side and Station 3 keeping the direct voltage,a while injecting
400 MW to the dc grid. This matches the desired power flow st@na

If Station 3 is lost, Stations 1 and 2 keep injecting powe@®-WW and -300 MW, respectively,
to the dc grid. This gives a net power of -400 MW, which cau$esdirect voltage to start
decreasing. Once the latter reachgs,, Station 2 becomes direct voltage controlled while
Station 1 is still in power control mode, injecting -100 MWagon 2 can provide a power of
+100 MW to bring a power balance while maintaining the vadtagv,. . The system thus
stabilizes.

Concluding, the voltage-power curves of the stations caddsegned in such a way that in
case a station is lost, another station will automaticagume the control of the direct voltage,
which is vital for the survival of the MTDC grid. The inheretdisadvantage of the method is
that the single station which is in direct-voltage contrada, has to bear the possibly large
changes of net power that could occur following the loss daaan.

7.4.2 \oltage-droop control

A method sharing some common traits with the voltage-maggiirol but overcoming its dis-
advantage of having a single station bear the changes obnetrffollowing the loss of a station,
is the voltage-droop control. This method follows a simdancept with the frequency-droop
control of synchronous generators being simultaneousiyected to an ac grid. In this case,
the change of grid frequency causes all generators to reaetms of power, with the indi-
vidual contribution being decided by their frequency-podeop characteristic. In the voltage
droop control, the change in the direct voltage in the dc gaalses the MTDC stations to react
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with a change of their power transfer. The method was ityt@démonstrated in LCC-MTDC
grids [40] and later adapted for VSC-MTDC grids for offshari@d power integratiori [41,42].

An example of the applicability of the method is shown in . The scenario is the same
as in Section[(7.4]11). Once the stations are started up andirbct voltage of the grid reaches
Vde,min, all three stations inject power into the dc grid, raising tloltage. At a voltageyc 1,
Station 1 exports 100 MW to its ac side, Station 2 injects 304 kb its ac side and Station
3 injects 400 MW to the dc grid. This means that the net powgoninto the dc grid is zero
and the direct voltage is stabilized. Assume now that theagel momentarily decreases. The
stations will then follow their droop curves and as a ressiations 1 and 2 will decrease their
export of power to their ac sides while Station 3 will injecora power to the dc grid. This
implies a positive net power injection to the dc grid, cagdime voltage to increase. In the same
manner, if the direct voltage exceeds ;, Stations 1 and 2 will increase their export of power
to the ac grid, while Station 3 will decrease its injectiorpofver to the dc grid. This will cause
a deficit of net power to the dc grid, causing its voltage taease back to its original position.

Assuming for example that Station 3 is lost, Stations 1 ande2stll extracting power from
the dc grid. This implies that the grid voltage will start dpong until a valuevyc pew Where
Py (Ve new) + P2 (vacnew) = 0. It is obvious that such a point exists abave i, because at that
voltage level both surviving stations are already injegtoower to the dc grid, stopping any
further decrease in,. and start raising it again. It is evident that in cases of pasanges in
the grid (such as the loss of a station), all surviving drooptlled stations contribute to the
new power distribution instead of just one station as in thieage margin control.

Voltage-droop controller

The steady-state droop curves illustrated in Eig] 7.9 regaicertain type of control in the
MTDC stations, with two possible options presented in Eidd7 As it can be seen, the core
of each controller can be either a conventional DVC or arvagtower controller (APC). In
Fig.[7.10(d), the droop control can operate in a way that aor &retween a power setpoint
pseteoint gnd the actual power flow=<*?! of the converter (corresponding & that is measured

Udc Udc Udc
A A A
Ude,max - - - qo oo mmmmmfem
Udet === jk
Udc,min 777777777? 777777777777 %]E)ﬁiiiiiiiiﬁi 777777777
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Station 1 Station 2 Station 3

Fig. 7.9 Voltage-droop control in a three-station MTDC grldhe desired operating point is indicated

’

with " x’.
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Fig. 7.10 Droop controllers and steady-state voltage-paueve.

at the phase reactor as defined in Chapter 2) provides a teerdooop signal, weighed by the
droop constart, to a DVC which without the added droop signal tries to follwirect-voltage
setpoint ofu**™ as reference. In steady-state, and assuming that thediatitee output of

the DVC has not been saturated, the total input error to th€ Bl be zero, or
Uggtual — (Psetpoint . P*) k + U(Sitztpoint —
,Uggtual — (Psetpoint - Pactual) k + ,U(Si(ztpoint (71)

This relation expresses the angled droop line in[Fig. 7)L0{uere the poinf Psetroint q,5Pointy

is a point along the droop line and the paiPactual, yactuall gre the actual power and direct
voltage conditions at the specific station. At the same ttireefangent of the droop line will be
equal to—k. What this implies is that once the setpoint pair and the plmstant are defined,
if the actual powerP>*@! the VSC will regulate the voltage at its dc terminals to baatq
to v3™al which is found by the intersection of the defined droop cuamd P*"a!, From a
different perspective, if the power flow is different th&toint, the DVC tries to follow the
voltage reference’**" modified by a value of P>%°i* — P*) k, which is added to the latter.
This acts like loosening the action of the integrator in theCDand instructs the controller
to follow a slightly different voltage reference thag‘t"®! with the choice oft affecting the
magnitude of the deviation.

In a similar manner, the same droop action can be achieved BY& which is trying to follow
a referenceP*t**"t modified by the weighted error:(S"**™ — vactal) /k. This controller is

shown in Fig[ 7.10(b) and the steady-state relation betwekages and powers is given again
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by (Z1). This means that the DVC- and APC-based droop clbertsmperate on the same droop
curve and produce the same steady-state results.

In an MTDC with a number of droop-controlled stations, theick of setpoints for each con-
verter dictates how the steady-state power flow will be distadd. If the desired power flow
and the direct-voltage at the terminals of a selected cteware known, it is possible to execute
a power flow calculation in the MTDC grid so that all the neeegsactual powers and direct
voltages at the terminals of each station are evaluated.CHhtulation should take into account
losses on the dc lines, the filter inductor, added harmorerdiland the converter itself. If the
resulting power and voltage pairs are provided as setptoritse MTDC converters, the grid
will settle with actual power and voltage values being id=ito the given setpoints, regardless
of the choice of droop constant for each station. This is agswtool in the accurate control
of the MTDC grid.

Contingencies and secondary control

Once a scheduled power flow has been established in the doowmwlbted MTDC grid, any
unplanned changes to the grid structure and operationaitcmms will set a new power and
direct-voltage balance. As an example, the loss of a statitime unpredictable influx of power
by a station which is connected to a wind-farm will cause atainchange in the net injected
power to the dc grid. The direct voltage of the grid will thusange and all droop controlled
stations will follow their voltage-power droop curves,eaibg their power outputs until the
system reaches a state where the net injected power is zth@woltage settles. The reaction,
in terms of power, of each station to a given voltage changdefined by the slope of its droop
curve and therefore its droop constantThe steeper the curve (largg, the stiffer the station
will be in terms of power change. This is an important infotima regarding the prioritization
of stations in the system during contingencies, in casetisea demand for selected stations to
preserve their power transfer as much as possible.

Following such unexpected events, it is obvious that theesy®perator would desire to restore
part of the initial power scheduling or establish a totalgmwnplanned power pattern. Conse-
guently, there is a need for a secondary, higher level cbrithas will monitor the conditions
of the grid, communicate with all the stations, take intocact the needs of the system oper-
ator and give localized orders to the stations to adjust tr@iage-power curve settings until
the complete grid reaches the desired steady-state. yd#a#i controller should solve a new
power flow problem in the MTDC grid and provide the stationgwiew setpoints. The authors
in [111,112] suggest similar types of secondary contrsligithout the need for an accurate
solution of the power flow problem, with sufficiently good ués nonetheless.

7.4.3 Control strategy for connections to renewable powerlants
An important area of application for MTDC grids includes ttennection of distributed and

remote renewable power sources to the ac grid. The role MeC grid would consider the
collection of power from the power plants and a planned tetigion of the latter to selected ac
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grids. However, the power in-feed from intermittent sogreeg. offshore wind-farms, cannot
be accurately predicted. Therefore, it is not possible toasgreselected power flow and an
MTDC grid relying entirely on voltage-margin or droop casitcannot be established.

An MTDC station that is connected to a cluster of such powerass would have to be ope-
rating as a fixed ac voltage source to which the power plantddvoonnect and inject all
their available power. This control strategy is exactly $aene as the one used in existing two-
terminal VSC-HVDC connections to offshore wind-farms![4if]Jthe amount of neighboring
power plants is large, it could be desired to have more thaMRDC converters connected
to it. This would provide the MTDC operator with the flexilylito select how the power is
going to be shared among the converters for a more efficiam¢pdistribution, but also offers
redundancy in case a connected converter is lost. In thes ¢ths power plant cluster would
not necessarily have to shed its power and shut down but weipoould be absorbed by the
remaining stations, if the power rating of the latter allotv#f the produced power exceeds the
capacity of the remaining connected stations, a portiohe@pobwer sources could be shut down
but the rest can remain connected.

For such a power flow scenario, the MTDC stations connectetieégower source cluster
should follow a control strategy similar to the one employed conventional ac grid. There,
multiple synchronous generators are connected to a commarié and each of them is
frequency-droop controlled via a governor, sharing the heriations according to their droop
setting. In the same manner, the connected MTDC stationgdwmel acting as virtual syn-
chronous machines [113], with a droop setting to control wlag the stations share power
during variations from the cluster or when an MTDC statiolog.

On the other hand, the stations connecting such an MTDC gritié¢ external ac networks

should operate under the assumption that there is an uopabbti amount of power injected to
the MTDC grid. A solution to the problem is suggestediin [1Mihere all these stations are
featuring direct-voltage droop control with power setpgsiequal to zero and common voltage
setpoints. As a result, when there is no influx of power from plower sources, the affected
MTDC stations establish a common voltage to the nodes of ¢hgrid, ensuring zero power

flow between the dc lines. When there is power influx, the saat@as will react based on

their droop curves, sharing the power according to the ewii¢the droop characteristic at each
station.

7.5 Controller offering direct-voltage supportin MTDC gri ds

Within the droop-control context in MTDC grids, a modifiedodp controller is proposed at

this stage that can be utilized by any voltage controlleddisd constant-power controlled

stations connected to the grid. The benefit of such a coatrlds in the fact that contrary to

a conventional constant-power controlled station, theaiigbe proposed controller offers the
possibility of controlling the grid voltage during contieigcies while ensuring the transfer of the
requested power in steady-state conditions. The priregfleperation and simulation scenarios
proving the effectiveness of the proposed controller aesgmted in the following sections.
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7.5.1 Direct-voltage support in MTDC grids

Abrupt and unscheduled power changes may occurs in an MTIC Igr these cases, the
MTDC stations that are droop-controlled will react accogio their droop curves, in an effort
to support the stiffness of the direct voltage in the grid bgrang their power transfer. It is there-
fore deduced that a plurality of droop controlled stationghe grid increases the direct-voltage
support.

Some of the stations in the grid may however operate undetaonpower control, without the
provision for a droop functionality. These stations wijl to sustain their power transfer before
and after an unexpected power change in the grid. While $themneficial from the scope of an
uninterrupted power transfer, it reduces the ability tacilyi support the direct-voltage stiffness
of the grid. It is essential that as many stations as possitaege their power during such events
so that large direct-voltage fluctuations with dangerotigiyh peaks, which could damage the
grid equipment, are avoided or quickly damped. The powetrotbed stations cannot provide
such an assistance to the grid.

7.5.2 Controller for direct-voltage support in MTDC grids

A controller, which can be used to solve the problem of prmgdadditional voltage support
to an MTDC with droop-controlled and constant-power califgbstations, is proposed in this
section. The same type of controller can be used in all ststids main design features are
shown in Fig[.Z.IM1. It constitutes a cascaded structuremdan be divided in two main parts.
"Part 1" is a Pl-based constant-power controller while tR241is a Droop-based Direct-Voltage
Controller (D-DVC). A selector is used to activate or deaate Part 1, setting the operation
of the complete controller to a constant-power or droopt@dmode, respectively. When Part
1 is activated, the controller is in its complete form andddr@ssed to as "Power-Dependent
Direct-Voltage Controller” (PD-DVC).

Voltage-droop control mode

In the Voltage-droop control mode, the controller redudsslii to the D-DVC Part 2 of the
complete controller of Fid. 7.11. This structure is similarthe standard droop controller as
depicted in Fig[ 7.10(f), but encapsulates a number of @sarithe voltage control is not per-
formed on the direct voltage but rather on the square of ttberldarhis is in accordance with
the description of the DVC described in Sectidn (2.3.3) anghyested in[[53]. Following the
same controller design, a power-feedforward term is iretithere the dc powef,. of the
converter is fed-forward through a low-pass filtén(s) = a¢/(s + a¢) of bandwidthas.

The DVC in Section[(Z2.3]3), which here acts as the core of timepdete droop controller, was
designed to have only a proportional gdify. A key feature in the present controller is the
manner in which the droop mechanism is incorporated. Sirtolghe frequency-droop in syn-
chronous generators connected to ac grids, the droop islbesened to have an impact only on
the integral part of the DVC, affecting its steady-statgpatitTherefore, unlike the conventional
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Fig. 7.11 Power-Dependent Direct-Voltage Controller: Gomplete structure of the controller, (b)
Droop mechanism for linear relation between power and sgoéithe voltage, (c) Droop
mechanism for linear relation between power and voltage.

design in Fig[. 7.10(&), the droop signal in the D-DVC is néeeting the proportional part of the
PI1 but operates exclusively on the integral part. In this wagreat part of the closed-loop dy-
namics represented by the proportional part (as the cdertrithout the droop was originally
designed) remains unaffected.

Regarding the droop mechanism block, there are two optiwatscain be selected. The first is
shown in Fig[ 7.11(B), with the value amplifying the erfa¥troint — pactual heing a droop con-
stantk, exactly in the same way as in the conventional droop of[E0(&). However, if this

is applied the controller would impose a linear connectietwieen the steady-state power and
the square of the voltage, rather than the power and thegeoHa is observed in the conven-
tional droop controller. Instead, the relation between @oand the voltage will now be cubic.
Nevertheless, given the small deviation region of the divettage in operational conditions,
the cubic curve is still close enough to the linear curve anthonotonous. The latter is more
important than the linearity for the droop concept to fumetin a grid application. As such, the
droop mechanism can be still designed with a droop constant.
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If the linearity between steady-state direct voltage and/@apower are to be respected, the
droop mechanism should be modified. Starting from the likeaop curve described ib(7.1),
it is possible to derive the following relation

C

Uactual _ (Psetpoint - Pactual) b — ,Usetpoint
d - dc
2
2 H tpoint
(Ugctual) — [_ (Psetpomt _ Pactual) ke — U(Siec poin :|

C

. 2 .
(Ugctual)2 _ (Usetpomt) + 2Usetpo1nt (Psetpoint o Pactual) kE+ (Psetpoint o Pactual)2 k?2 =
c - dc dc

(chlitpoint)Q_(Uggtual)2+2vztztpoint (Psetpoint _ Pactual) k+ (Psetpoint _ Pactual)2 k?2 =0 (72)

This form is now compatible to be used in the droop contradfeFig.[7.11(d) and the droop
mechanism is modified to the one presented in[Fig. 7.11(c).

Constant-power mode

During this mode, the PD-DVC controller of Fjg. 7.11(a) agtes in its complete form including

Part 1 and Part 2. This is a composite structure consistinigeoD-DVC, with the addition of

a standard active-power PI controller adding its outpubhaido the voltage error of the D-

DVtC.. ,tActiver adding a constant to the voltage error is eglent to manipulating the setpoint
setpoin

Uy . As a result, the voltage-droop characteristic curve woondde in a parallel motion to
a new position.

Assume that a power-flow solver has calculated the necessgpwints for the stations of a dc
grid, including a constant-power controlled station. Foog on the latter, its power setpoint
pseteoint 5 get equal to its desired constant power referdigawith its direct-voltage setpoint
V5P peing provided by the power-flow solution. These values arergto the controller
of Fig.[7.11(d) and the station will ideally settle to a steathte of Pactual = psetpoint gng
pactual — q)>TOt (if || the other stations are provided with setpoints frame power-flow
solver). This point is indicated withX” in Fig. [7.12, located on the droop curve of the station.
It is noticed that Part 1 of the controller has not contribua all in reaching this steady-state

and its output is equal to zero.

If a contingency occurs in the MTDC grid (i.e. a station ist)pthe droop-controlled stations
react by following their droop curves in order to support Woétage stiffness of the grid and,
as a result, re-adjust their steady-state power transféies.station with the PD-DVC would
react as well due to its droop characteristics, alteringpawer momentarily. However, in the
new condition of the grid, the setpoint pgiP>tot, 3™ cannot be followed anymore.
Nevertheless, there is a request to respect the power seiiporder to ensure constant steady-
state power transfer. At this stage, Part 1 of the contral#culates a necessary corrective
signal, which is added to the error at the input of the droagratler in Part 2. This operation is
equivalent to the active calculation of a new voltage seiidoy an external master-level control,
with the added advantage that it is performed locally. Cqueatly, the change in setpoints
caused by the PI controller of Part 1 moves the entire droapacieristic along the voltage axis,
as illustrated in Fig. 712, until the pair 6F°*°"t and an adequate voltage setpoint, which will
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I U actua(postcontingency)
de post-contingency

—d e/

‘ droop-curve
‘ actua (preconu ngency)
pre-contingency / ¢ Udc |
droop-curve |
|
b Psetpoint - P

Inverter mode Redctifier mode

Fig. 7.12 Operation of the PD-DVC before and after a conticgen the MTDC grid. x” indicates the
pre-contingency steady-state point whisé indicates the post-contingency steady-state point.

allow the flow of Ps¢tPeint jn the grid, can be found on it. This new point is indicatech/ié” in
Fig.[Z.12. From the previous analysis it is also clear thatatntroller will operate seamlessly
in pre- and post-contingency conditions, even if a randgi#*™ is originally provided.

7.5.3 Comments on the PD-DVC

Based on the description above, when the selector is sesaiqnd’l”, the controller is able to

1. accurately maintain a given power reference without teednof communication with
other stations;

2. retain the ability to provide voltage support during @ogéncies, in a way dictated by its
droop constant.

To achieve such characteristics, it is necessary to delsggRltbased power controller of Part 1
so that the active power dynamics are slower than the dw@tdge dynamics, corresponding to
the design of Part 2. This allows the droop function to actkjyiduring a contingency without
being in conflict with the slower active-power control, wihiwill restore the correct power flow
at a slightly later stage. This is compatible with the coriaral design of a two-terminal VSC-
HVDC link where the direct-voltage control is designed tangch faster than the active-power
control.

Another comment regards the measurement of the actual pBier' input to the controller.
It is possible to measure this power eitherfas at the dc-side of the station or &5 at the ac-
side of the station, as shown in Fig. 2.11. These quantitiksliffer due to the system losses.
Therefore, depending on the location of measuriigf®, the power setpoinPse**°"t should
be calculated accordingly, to account for these lossesi$nGhapter, it is chosen to identify
pactual with P, .
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Fig. 7.13 Testing configuration of a five-terminal VSC-MTDfGdy
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7.5.4 MTDC model-setup

The effectiveness of the PD-DVC will be verified through sled power-flow and contingency-
event simulations. For this purpose, a five-terminal MTD(@ g considered. This is an ideal
testing platform since it offers the possibility to simulépusly set a plurality of stations in
pure droop control and constant-power mode. For simplicitsl of the simulations the HVYDC
converters as well as their supplementary components [jogupductor, transformer, ac-filters
and dc-side capacitor) are considered identical in termatwfgs and physical values and their
properties are described in Tablel3.1. Any converter enipdpg droop functionality features
the same droop characteristi¢c equal to 2.5%. The layout of the five-terminal VSC-MTDC
grid is presented in Fig._7.113, where for visual reasons bnécpair is shown as a single con-
ductor. The grid is divided into distinct sectiohs- L, of overhead lines with assigned lengths
of L;=25 km, L,=50 km, L3=100 km,L,=50 km, L;=100 km,Ls=70 km andZL,=30 km.

7.5.5 Power-flow studies

At this stage, the functionality of the PD-DVC in establisfpia desired power flow to the
previously described MTDC grid is demonstrated. The cdietref Fig.[7.11(d) is applied
to all the stations. Among them, Stations 1, 3 and 4 are ssldct operate with the selector
in position "0”, effectively turning them into pure droomiatrolled stations while Stations 2
and 4 have the selector in position "1”, being constant-paeeatrolled. The gain values of the
PI1 controller in "Part 1” of the PD-DVC are chosen appropeiato provide a setting time of
approximately 1 s for a power-step reference. The droop aresim is chosen to be the one in
Fig.[7.11(c) ensuring a linear relation between voltage @owler change. For the purpose of
this example, all stations are connected to infinitely ggrgnds, which are thus represented by
400 kV voltage sources.

A selected power-flow schedule dictates that the active paveasured at the PCC of Stations
2, 3, 4 and 5 should be equal to -400 MW, 400 MW, -300 MW and -200, Mespectively.
The direct voltage at the terminals of Station 1 is choserakguthe rated value of 640 kV.
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The reactive-power contribution from the stations is sdl.tBased on these requirements and
using performing a dc-power flow calculation, it is possiioiealculate the necessary setpoints
Peteoint and %™ provided to the stations, such that the desired power flowhgilestab-
lished. These values are presented in Table 7.1.

The performance of the complete system is here evaluatezhitittons when there is a prede-
fined power schedule and when unexpected power changestheto changes in the demands
of constant-power controlled stations. A related power fi@ttern is implemented in stages as
described below

1. Initially, all stations are provided witR*%*°t=0 MW andv;""*"=640 kV so that there
is no power flow and the direct voltage of the MTDC is 640 kV arguneasured point.

2. Between t=2 s and t=2.3 s, the setpoints of the stationirezarly ramped from their
previous values to the ones in Tablel7.1.

3. At t=4 s, the power setpoint of the constant-power colgdoStation 2 is changed step-
wise to Psetroint=-600 MW.

4. Att=5.5s, the power setpoint of the constant-power @ietl Station 2 is changed step-
wise to Psetroint=0 MW.

The results of the simulation are shown in Fig.7.14 wherditigé°"* references of Stations 2
and 4 are depicted as well.

As expected, when all stations are provided with the caledlaetpoints (until t=4 s), the steady-
state power and voltage match the given setpoints. At t=#a$i08 2 is given a power-setpoint
step-change, which follows accurately. At the same timati&t 4 reacts slightly due to the
droop functionality within its DVC because there is a monaeptchange in the grid voltage
conditions, but quickly settles back to its unchanged paegointPsePoint=-300 MW, as dic-
tated by the constant-power setting of its overall corgrollThe pure droop controlled stations
however react based on their droop curves and since there usiexpected increase in the
exported power from the grid, they have to compensate tonestpower balance.

TABLE 7.1. SETPOINTS TO THE STATIONS
Station PP [MW] v P kV]

Station 1 515.472 640

Station 2 -400 638.166
Station 3 400 639.794
Station 4 -300 634.691
Station 5 -200 635.537
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Fig. 7.14 Active-power and direct-voltage response of atiéveninal MTDC grid using the PD-DVC. A
preselected power scheduling is applied, followed by comsee power steps at the constant-
power controlled stations.

As a result, Station 5 reduces the power it exports and $taficand 3 increase the power they
import to the dc-side.

In the same manner, the power setpoint of Station 4 is chatogezto at t=5.5 s and it promptly
follows it, with Station 2 briefly reacting to the sudden risevoltage in the grid (as there was
an unexpected reduction in exported power) but quicklyeseltack to its unchangeefetront=-
600 MW. The droop controlled stations once again react basdteir droop curves to resore
the power balance.

Overall, the simulation verifies the functionality of the #I¥C in an MTDC grid, achieving
simultaneous operation of three droop-controlled statiammd two constant-power controlled
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stations.

7.5.6 Dynamic performance under fault conditions

The performance and direct-voltage supporting propedfethe PD-DVC are demonstrated
through fault studies on the ac- as well as the dc-side. Téteskes are performed on the same
five-terminal MTDC grid as described in the previous sectfeaturing three droop-controlled
and two constant-power controlled stations. The objeaivine fault study is to compare the
performance of the PD-DVC to that of an active-power PI caligr that would conventionally
be used to ensure constant power flow. As such, two types of GAgEd control strategies are
tested:

e "Control Strategy 1": All stations feature the PD-DVC of Hig11(a).

e "Control Strategy 2”: The constant-power controlled stas feature regular Pl control
with a rise time that is chosen to be close to the one achieyduebPD-DVC in "Control
Strategy 1”. The other stations are chosen to operate watlptbposed PD-DVC in D-
DVC mode (selector in position "0").

For consistency purposes in both the ac- and dc-side faeitasos, the following common
settings are chosen:

1. The stations are set-up exactly as in Section ([7.5.5} ®tations 2 and 4 being in
constant-power control mode and the setpoints to all theataprovided as in Table 7.1.

2. The ac-sides of all VSC stations are connected to infiniseb apart from the stations
close to which the faults occur. These are connected to anéofgShort Circuit Ratio
(SCR) equal to 2.

3. DC-choppers have been omitted in order to observe thedynm@mics of the fault phe-
nomena.

4. The vector of the reference curre(ﬂSQ))* to the CC of all stations is limited to 1.0 pu.

max

5. The reactive power reference is set to zero for all station

AC-side fault scenario

The distance of the fault location from the VSC station teras has a large effect on the
response of the station. The closer the fault is placed t& 8@ station, the more fault current
contribution is bound to come from the station rather thamdbnnected ac-network. In the
present simulation scenario, the fault is chosen to be doceliose to Station 2. Namely, the
equivalent grid impedance of the associated ac-networiciwias been calculated for SCR=2)
is splitinto two parts in series connection. The first onejisae to the 80% of the grid impedance
and is connected to the infinite ac-source while the othdripaquated to the rest 20% of the

178



7.5. Controller offering direct-voltage support in MTDOdp

Power [MW]

Power [MW]

= CONtrol Strategy Z====== Control Strategy |I.7

< 700+ = CONtrol Strategy Z====== Control Strategy |Lf
X

% 650 s s SR
> 6001 -

1 1 1

S 650 mm CONtrol Strategy === Control Strategy |L
4

o

S 640
:)'U

630 : : ‘

6507 | | | B
=~ mm CONtrol Strategy 2====== Control Strategy |l
4
3

o
)

645 B
— = CONtrol Strategy 2====== Control Strate
S s 9y oy I
8 635
)
630
T T T
3 3.5 4 4.5
time [s]

Fig. 7.15 Active-power and direct-voltage response of the-terminal MTDC grid using the "Control
Strategy 1" and "Control Strategy 2” schemes. An ac-sidé faapplied close to Station 2 at
t=3s.
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impedance and is finally connected to the VSC station tefsiidasmall resistor is connected
between the connection point of the two impedances and tiie, #arough a breaker.

While being in steady-state conditions, the breaker clas¢s3 s and then opens after 50 ms.
This causes the voltage at the fault location to drop to apprately 22% of the original 400kV.
The power and direct-voltage response of the system fonthdifferent types of control strate-
gies is presented in Fig._7]15. For the "Control Strategy@®@itml mode, the power references
of the inverters are closely followed throughout the evapgrt from the immediately affected
Station 2 which experiences a great power change. The respafrthe droop-controlled sta-
tions is fast and the initial power flow is quickly restoreteatthe fault is cleared. On the other
hand, the direct-voltage, at the beginning and the clearinige fault, exhibits large magnitude
deviations followed by relatively poorly-damped high fuemcy components.

When the "Control Strategy 1” scheme is used, the power respof all stations is affected.
During the fault, the power of the stations seems to chantieless severity than in the "Control
Strategy 2” scheme. In fact, the immediately affected &ta® seems to be able to still export
almost 200 MW to its ac-side (rather than only 50 MW in the "@ohStrategy 2”), implying
that the droop controlled stations don’t have to signifiaalter their contribution. After the
fault clearing there is a low-frequency power oscillatiatiithe systems quickly settles again
at t=4.2s. This low frequency oscillation is identified togheystems that feature a wide use of
direct-voltage droop and reflects the effort of the systerfinid a new power-voltage settling
point, based on the distributed droop curves. Its frequamdymagnitude deviation is mostly
affected by the droop constaht

In general, the direct-voltage response is less abrupt attdrizontrolled compared to the one
achieved with the "Control Strategy 2” control. The poodgmped oscillations experienced
previously are now slightly better damped but the majoredéhce is identified at the voltage
overshoot at the beginning and the duration of the faultctvis significantly reduced. In the

same manner, the voltage overshoot at the moment of faadtioly is generally reduced with

the only exception of Station 3 where the "Control Stratefjsdheme features just slightly

higher overshoot than the "Control Strategy 2” control.

Nevertheless, the post-fault power response of the systepioging the "Control Strategy 1”
scheme exhibits relatively large oscillations, compacetthé system with the "Control Strategy
2" scheme. It was further found that their frequency is esdato the value of the droop con-
stantk. Despite the fact that these oscillations are quickly dah{ppproximately 1 s after the
clearing of the fault), their magnitude is large enough tosider such a power flow behavior
as undesired in an actual MTDC. This calls for modificationthie control algorithms.

DC-side fault and disconnection of a station

In this scenario, a fault is applied at t=1.5 s at the pointveen the upper dc-side capacitor
and the positive dc-pole at Station 1, which is connectedatthehrough a small resistance.
The station is provisioned to be equipped with DC-breakerbath of its dc terminals which
manage to forcefully interrupt the fault current after 5msl @isconnect the station from the
dc grid. For simulation purposes, after the disconnectibthe station, the fault location is
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Fig. 7.16 Active-power and direct-voltage response of the-ferminal MTDC grid using the "Con-

trol Strategy 1” and "Control Strategy 2” control schemesd@side fault is applied close to
Station 1 at t=1.5s, followed by the disconnection of théiata
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also isolated but the station is kept in operating mode. fiagsno effect on the system, whose
response is the main focus of the fault scenario.

The simulation results are presented in Eig.7.16. Durieddhlt, the surviving droop-controlled
Stations 3 and 5 experience a large inrush of active powenine "Control Strategy 2” is
used, which quickly reaches and slightly exceeds the rdd80 MW for Station 3. At the same
time, the constant-power Station 3 provides a very stiff @ogontrol while Station 5 exhibits
a poorly-damped power oscillation. In contrast, the povesponse under "Control Strategy
17, features contribution from all stations to the voltagggort. Station 3 quickly increases
its power but never exceed the rated 1000 MW. Station 2 reditsgpower extraction from
the grid and imports almost the rated power to the MTDC gritth® same time, the pre-
viously stiff power-controlled Station 4 responds by desiag its power extraction from the
grid. This prevents the converter capacitors of the dc griglickly discharge and is evident in
all the monitored direct-voltages, which are not allowedimexcessively right after the fault,
compared to "Control Strategy 2”. This is occurring becailgeD-DVC part of the proposed
controller is operating in all surviving stations (rathleam just the pure droop-controlled) and
reacts immediately to the change of the direct voltage.

Nonetheless, the long-term direct-voltage response i siemilar for both control strategies
and in all the remaining stations, mainly characterized pgarly-damped 53.2 Hz oscillation
which is eventually damped after 0.5 s. However for the pitiyraf the Stations (2, 3 and 4), the
direct-voltage overshoot occurring just after the begigrof the fault is always smaller when
the "Control Strategy 1” scheme is used. This becomes irapbit the cases of Stations 2 and 4
that feature the largest voltage peak and the "Control &jyat”. The sole exception of Station 5
where the "Control Strategy 1” surpasses "Control Stra@®gin the highest monitored voltage
overshoot.

7.6 Control strategy for increased power-flow handling

The control aspect in VSC-MTDC grids is of great importareih voltage droop based me-

thods considered as the most attractive solutions. This &irexisting strategies are normally
designed to maintain the level of voltage in the MTDC grid esthconstant during unexpected
events, thus sacrificing the power flow. The aim of this sectsto introduce a new droop-

controller structure which maintains the dc-grid voltagmese to the nominal values and at the
same time tries to preserve the power flow, following suchnessas faults or disconnection of
stations.

7.6.1 Comparison with standard strategies
In principle, droop-based strategies are designed in a wagdture that the direct voltage of
the grid lies within strict boundaries under normal operatiHowever, in a post-fault scenario

where there is a change in the dc-grid layout (i.e. an HVYD@astas disconnected), this strategy
would sacrifice the accuracy of the power flow.
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Considering a conventional D-DVC in the form of Hig. 7.10@Yelatively small value of the
droop constank implies that the controller is restrictive towards voltaged will not allow a
large variation of the direct voltage for a large variatidritee power. In contrast, a relatively
large value ofk renders the controller restrictive towards power, allayansmall variation
of power in case of large changes of the dc-link voltage. IMADC grid, it is necessary to
maintain the voltage within a strict margin for proper operaof the system; at the same time it
is important to maintain the desired power flow in the différgtations not only in steady-state,
but also in case of unexpected events such as faults or urgdatisconnection of a station.
Droop-controlled converters that are expected to mairtkegim the power flow to a large extent,
require large values df while converters that are mainly responsible for maintajrthe direct
voltage and are expected to contribute the most power dumegpected events require low
values ofk.

However, as investigated in [16], in a MTDC where there aai@ts using conventional droop
control with high values of: (in the range of 60-100% instead of the more conventional 2%)
the chances of reaching instability in the grid are very hijierefore a new controller is here
proposed to accommodate the use of large droop constantslén @ offer better dynamic
response during fault events or power scheduling changes.

7.6.2 Proposed Controller

The proposed controller is presented in Fig, 7.17 and is aflraddrersion of a conventional
D-DVC depicted in Figl. 7.17(&), which in turn is practicaitientical to the one in Fig. 7.11{a)
(with the selector in position ”"0”). The branch that prowsdbe droop-based correcting signal to
the voltage controller consists of a Pl-based droop cdetrtilat operates on the error between
the reference poweapsetroint for the station of interest and the actual transferred paweia!,
The controller’s corrective signal is added to the refeearjf>*"™" of the standard DVC.

The version in Fig. 7.17(b) achieves a linear steady-sedétion between the actual power and
the square of the voltage (or "energy stored in the dc-camdfwhile the version in Fid. 7.17(k)
achieves a linear steady-state relation between the gutuadr and the voltage. This is respec-
tively equivalent to the droop choices in the previouslygmeed controller of Fig. 7.11(b) and

Fig.[7.11(7).

Steady-state properties

The steady-state behavior of the proposed controller camblyzed in the simpler case of the
version in Fig[ 7.17(B). Observing the branch generatiegitioop signal, it is possible to derive
the closed-loop transfer function of the combined PI cdigravith the negative feedback of
gain1/k. This will be equal to

S) = —= = = .
L (K + B) 1 Bl sh 4 5Ky + Ky s(k+ Kp) + K
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Fig. 7.17 (a) Conventional D-DVC with linear relation betmepower and square of the voltage, (b)
Proposed controller with droop mechanism for linear retatbetween power and square of
the voltage, (c) Proposed controller with droop mechanisniifiear relation between power
and voltage.

The steady-state gain, dc-gain of this transfer function is

sKpok + Kik Kik
G — = =k 7.4
(5)|5:0 S(k’ F:p) F:] 0 ( )

This means that in steady-state, the investigated coetrbBhaves exactly like the conven-
tional D-DVC with droop constanit of Fig.[7.17(d). Analyzing in a similar way, the suggested
controller in Fig[7.17(¢) behaves exactly as the conveafiaroop controller, portrayed in
Fig.[7.11 with the selector at positions "0” and the droopesebn of Fig] 7.11(¢). Therefore,
the use of the conventional or the suggested controller baffect on the final power flow that
will be established in the MTDC grid, as long as the same sattp@nd droop constants are
provided to the respective stations.
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Dynamic properties

In the conventional droop controller of Fjg. 7.17(a), theajr signal is created by comparing the
given power setpoinPse*°"t of a station to the actual transferred pow*?! amplified by
the droop constarit and then added to the voltage setp@jﬁfpomt. This means that whenever
there is a difference between the power setpoint and itsabhealue, the voltage controller
will try to set the direct voltage equal to the voltage reprasd by the predetermined voltage
setpoint, corrected by the value of the droop signal. Whesrelatively large, rapid and large
power flow changes in the system could lead to a large droapakjgassing directly to the
voltage controller. This explains from a macroscopic paihview the instabilities observed
in [16].

Conversely, the proposed controller features a Pl-basedpdsignal mechanism. Even if in
steady-state the droop part of the controller reduces tapagptional gaink (in the case of
Fig.[7.17(D)), during transients it provides a filteringiat preventing large and rapid droop
signals from reaching the voltage controller. This allomproved dynamic performance when
changing setpoints, as well as in fault or station discotioeevents.

Controller design

The branch generating the droop signal in the proposedaterrprocesses the measured sys-
tem power and generates an output signal that is propottiorthe desired active power flow
for the specific station, acting on the voltage-error inputhte DVC. It is therefore a form of
a local APC, with the droop feedback providing a relaxedasctin its integrator. Its design
depends on the short-circuit impedance of the connectiloigagnd its parameters are often se-
lected by trial-and-error. As described earlier, this orpf the overall controller is designed to
provide a smoothing action on the produced droop signal and h dc-gain ok. This implies
that the gainds,, and K; can be chosen in such a way that its closed-loop transfetifumin
(Z3) behaves like a low-pass filter, while_([7.4) is respe:diieis evident that as long ds; # 0,
(Z.4) is satisfied. In a two-terminal VSC-HVDC connectidre proportional gain in the APC is
typically chosen much smaller than the integral gain [1C&nsidering this property, a design
approximation can be made whekg = 0, transforming[(7.18) into

Kik k

p— pu— 7-5
Ki+sk 1+ §T, (7.5)

G (s)

with T, = k/K;. Therefore(Z(s) has the same structure as a first-order low-pass filter wité ti
constantl; and gaink. While the gaink will set the static gain of the system and thereby the
final steady-state error, the time constanwvill indicate the time needed for the droop-signal
branch to adjust the voltage error in case of a power-retergariation. Concluding, a desired
T, can be chosen, and given the selection of a droop corsfarthoice made regardless of the
stations dynamic performance), the proportional gain easdbected as

K = (7.6)

k
T,
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This implies that the choice of droop constant should noessarily affect the dynamic re-
sponse of the converter, sinégé can be adjusted accordingly to maintain the desired time
constantl;. As an added degree of freedom, the proportional ¢ggjims maintained in the con-
troller as a means of further shaping the dynamic respongeeafonverter. However, its value
should be much smaller thak, in order for the behaviour described by (7.5) to be esdintia
maintained. While the choice df,, is customized based on a certain MTDC arrangement and
its dynamic properties, simulation results showed thatesbfK, < K;/1000 provide a well-
controlled system in a wide range of examined study caseg@hdonfigurations. As a worst
case scenario, in the analysis that follows in this chapfers not adjusted for differerk and

is kept constant ak’; = 90x10? and K, = 50.

7.6.3 Application of the proposed controller

The properties of the proposed controller are verified thhopower-flow and contingency-
event simulations. A four-terminal MTDC grid is consideasishown in Fid. 7.18. This choice
instead of the five-terminal grid of Sectidn (7]5.4) is perfed because it was found that dy-
namic phenomena involving poor damping, can be better sbdan this configuration. The
design of this grid follows the pattern used in Sectlon @),5vhere for simplicity purposes, the
HVDC converters as well as their supplementary componeoigp{ing inductor, transformer,
ac-filters and dc-side capacitor) are considered identidakms of ratings and physical values
and are the same as in Table|3.1. The grid is divided intondissiections.-L; of overhead
lines with assigned lengths @f=100 km,L,=100 km,L3=100 km,L,=160 km and_5=40 km.
All stations are connected to infinitely strong grids, whasile represented by 400 kV voltage
sources.

Two different types of droop controllers will be utilized the simulations: the conventional
D-DVC of Fig.[7.17(d) (addressed to as "Classic”) and theppsed controller in its version of
Fig.[7.17(b) (addressed to as "Proposed”). In a convenitidfiaVC as the one in Fid. 7.10(a),
where the voltage controller acts og., the droop constarit is defined by a percentage value
e.g. 3%. This implies that if for zero power transfer the colt¢d station has a direct voltage at
its terminals equal to,. ¢, for rated power transfer the same voltage will drop by 3%difidn-
ally the connection between transferred power and dirdtage at the terminals of the station
is linear. When the voltage controller, instead, acta:$nthere is no longer linear correlation
between power and voltage butan still be defined as earlier, corresponding to the peagent
of dc-voltage change between zero and rated power transfieiitions.

Post-fault performance

After unexpected events in the system, such as faults, elsanghe layout of the grid may occur
e.g. disconnection of certain portions of the dc grid. Is tase, the new physical characteristics
of the grid will no longer be able to support the pre-faultesttled power flow and all droop
controlled stations will have to re-adjust their power au$paccording to their droop curves
and henceé: values. High values df cause the associated station to be very restrictive on power
variations for any voltage variations in the dc grid. Thisamgthat the affected station will try
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Station 1 Station 3
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Fig. 7.18 Testing configuration of a four-terminal VSC-MTD@d.

to retain its power exchange very close to its power setiatl times and try to maintain its
assigned power flow.

The four-terminal MTDC grid shown in Fig._7.118 is simulatedtwall stations operating with
the same type of controller at the same time (either "Progioee "Classic”). The selected
strategy dictates that

e When the "Classic” control is used, all stations have theesdrmop constanit=2.5%.

e When the "Proposed” control is applied, Stations 1, 2, 3 arfth¥e droop constants
k1=2.5%, ky=20%, k3=20% andk,=80%, respectively. This indicates that Station 1 is
expected to maintain the direct voltage at its terminalselw its setpoint under most
conditions, while the rest of the stations exhibit stiffnes the change of their power
transfer, with the highest degree of stiffness observedatié 4.

A selected power-flow schedule dictates that the active paveasured at the PCC of Stations
2, 3 and 4 should be equal to -600 MW, -700 MW and 700 MW, resgegt The direct voltage
at the terminals of Station 1 is chosen equal to the ratecevali40 kV. The reactive-power
contribution from the stations is set to 0. Based on theseimements and performing a dc-
power flow calculation, it is possible to calculate the neaeg setpointgsetroint andy5Pomnt

dc
provided to the stations, such that the desired power flohbsikestablished. These values are

presented in Table7.2.

A sequence of events is implemented in consecutive stageesaribed below

TABLE 7.2. SETPOINTS TO THE STATIONS

Station Psetpoint [MW] U(Slitpoint [kV]

Station 1 615.245 640

Station 2 -600 633.204
Station 3 -700 630.202
Station 4 700 638.166
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1. Initially, all stations are provided witR*%*°"t=0 MW andv;"""*"=640 kV so that there
is no power flow and the direct voltage of the MTDC is 640 kV arguneasured point.

2. Between t=1 s and t=1.4 s, the setpoints of the station8rearly ramped form their
previous values to the ones in Tablel7.2.

3. At t=2.0 s, a fault is applied at the point between the umjmeside capacitor and the
positive dc-pole at Station 3, which is connected to eartbufph a small resistance.
The station is provisioned to be equipped with DC-breakarbath of its dc-terminals
which manage to forcefully interrupt the fault current aiens and disconnect the station
from the dc grid. For simulation purposes, after the diseation of the station, the fault
location is also isolated but the station is kept in opegatimode.

The results of the simulation are shown in Kig. 7.19. After disconnection of Station 3, the
"Proposed” controller manages to restrain the power atdtdtat 655 MW, from the pre-fault
700 MW, while under the "Classic” control it reaches 366 MWsteady-state. Additionally,
Station 2 transmits a power of -693 MW under the "Proposeditrad, instead of the pre-fault
-600 MW, but deviates to -781 MW under "Classic” control. &ivthat only Station 1 was
provided with a low droop constant in the "Proposed” constoategy, it now bears the total
power that needs to be injected to the grid to restore a poalanbe. On the contrary, in the
"Classic” control strategy, all the remaining stationsrehequally the burden of changing their
power to restore a power balance, causing a significant tiaviga the power transfer of them
all. Consequently, Station 1 decreases its power, undepded” control, from 615.2 MW to
49.6 MW, unlike the "Classic” control scenario where it odlgcreases to 425.2 MW.

The changes in steady-state direct voltage are in any cldwety limited and are formulated

according to the droop gains of the remaining stations aach#w power flow. The results
show that under the "Proposed” control with a combinatiodrafop constant values according
to which station is needed to preserve its power transfer afintingencies, the power flow is
better preserved while keeping the voltages in the MTDC gnde to the nominal value.

Dynamic performance during power-flow changes

Poorly-damped conditions might appear in droop contrdiddC grids [43]. Such events may
appear when high values éfare applied([16], as will be demonstrated in the current Eamu
tion scenario. The four-terminal MTDC grid used in the poas section, is simulated with all
stations operating with the same type of controller at tineeseime (either "Proposed” or "Clas-
sic”). In both cases, the controllers of Stations 1, 2, 3 amavek;=2.5%, k,=20%, k3=20%
andk,=80%, respectively. This is exactly the same as in the glydta the "Proposed” control
strategy of the previous section, but now the same droop@otssare applied to conventional
droop controllers as well.

A sequence of events is implemented in consecutive stage®gsaribed below
1. Initially, all stations are in steady-state, followirgetsetpoints of Table 7.2.
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Fig. 7.19 Power and direct voltage of all stations in the fiemminal MTDC, after the disconnection
of Station 3. Blue color represents "Proposed” control e/méd color represents "Classic”

control.
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TABLE 7.3. UPDATED SETPOINTS TO THE STATIONS
Station  P=P T MW]_up " kV]

Station 1 364.948 640

Station 2 -600 634.604
Station 3 -700 633.007
Station 4 950 641.415

2. Att=2 s, new values of setpoints are provided to the statibhese are calculated based
on a demand for an increase in power at Station 4 from thaim@0 MW to 950 MW,
while Stations 2 and 3 maintain their power and Station 1 khsiiil regulate the direct
voltage at its terminals at 640 kV. The new setpoints areigealin Table 7.3.

The effect of the application of a new set of set-points tosfa¢ions is presented in Fig. 7120
where the power and direct voltage of each station is pravmesr time. Even though both
types of control manage to establish the requested powerchanges in steady-state, the con-
figuration using the "Classic” control appears to suffenirpoorly-damped oscillations. This
oscillation appears in the voltage and power of Station dislotated at approximately 298 Hz.
It should be reminded that this station features the higlase of droop constant. The perfor-
mance on the other stations, which feature a smaller valieddes not seem to be affected by
the oscillation.

On the other hand, when the "Proposed” type of control isiadpthere is no issue with the
298 Hz voltage and power oscillation, which does not appeatl.aAdditionally, all stations
(including Stations 2, 3 and 4 that feature relatively higlues ofk), demonstrate a smooth
power and voltage response, ensuring the dynamic integfithe system. Furthermore, all
stations exhibited a high overshoot peak when the "Classiatrol was chosen. This type of
control appears to have a fast response, which in turn leatgh overshoots in the voltage
response during the application of the new setpoints. Orctimérary, the "Proposed” type
of control seems to perform in a smoother manner, maintgithe voltage very close to the
nominal values with insignificant overshoots and no poorgiagissues.

7.6.4 Stability analysis

The advantages of the proposed controller compared to teentonal droop controller, in
terms of the overall dynamic response, can be observed biotlation of the poles of the
investigated system. The four-terminal grid describedgn[E13(a) is utilized for this purpose.
The modelling of the system includes all levels of contralinstations, including the CC. The
same grid arrangement is considered with all stations fegteither "Classic” or "Proposed”
controllers. Regardless the choice of control, the samedconstants and setpoints are used at
each station. Accordingly, the poles of the system aregaldtt visualize the impact of a droop
constant change and a power flow change in the dynamics.
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Fig. 7.20 Power and direct voltage response in the fouritethMTDC during a change of setpoints at

t=2 s. Blue color represents "Proposed” control while reldicepresents "Classic” control
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Change in power flow

The four stations are initially provided with the setpoimidicated within the "Low-Power Sce-
nario” of Table 2. In a following step, the power referencéstations 3 and 4 is maintained
while the power reference of Station 2 is modified from -3088@0 MW. The power reference
of Station 1 is modified accordingly to sustain the power thedain the grid and the voltage
setpoints are calculated accordingly. The droop constaintise stations are fixed and equal
to k1=2.5%, k,=120%, k3=80% andk,=80%. The results in terms of pole movement for this
power-flow change, when the "Classic” or "Proposed” typeafteol is shown in Fig. 7.21(g),
where only the dominant poles of the much larger system arershin the "Low-Power” sce-
nario, the "Proposed” scheme presents two pairs of compdeygate poles that are closer
to the imaginary axis, compared to the single complex-agatgl pole pair of the "Classic”
scheme. However, their damping factor is smaller or almgsakto the latter pair’s. This im-
plies that the step response of the "Proposed” scheme \guire more time to reach the steady
state but with similar or better oscillation damping thaa t@lassic” scheme.

When the power exported by Station 2 to its ac side is incrkatss observed that the dominant
pole pair of the "Classic” scheme performs a relatively ¢éalggp towards the imaginary axis,
while maintaining its frequency characteristics. This neethat the damping of the associated
poles was decreased to a great extent. On the contrary, bletbairs of the "Proposed” scheme
present a much more restricted movement towards the imggres. Even though the damping
of these poles worsens, it is still higher than that of theegmir observed in the "Classic”
scheme. It is, therefore, shown that for a large power-floange in Station 2, the "Proposed”
control offers better damping characteristics and in@éasbustness than the "Classic” type of
droop control. Similar behaviour was observed for large grefdow changes in other stations as
well, but the impact on pole movement was maximized when tiveep change affected Station
2.

Droop-constant change
In this scenario, the power flow is maintained equal to thegtHPower Scenario” of Table 2
and the droop constant of Station 2 is increased from 120%®8@2 The pole movement of

the two control schemes is depicted in Fig. 7.2[1(b). The doatlon of a relatively high power
transfer in the MTDC grid and the increasekgfcauses a large decrease in the damping of the

TABLE 7.4. SETPOINTS FOR DYNAMIC ASSESSMENT SCENARIO

Low-Power Scenario High-Power Scenario
Station ~ P=tPoint (MW) - o5P0M (KV)  pseteoint (MW) - o3P (KV)
Station1 406.926 640 918.332 640
Station2 -300 636.057 -800 630.37
Station 3 -500 632.649 -500 629.781
Station 4 400 638.045 400 635.201
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Fig. 7.21 (a) Pole movement for an increase in the power floBtafion 2 for the "Proposed’} or
the "Classic” &) control scheme, (b) Pole movement for an increase in thepdconstant of
Station 2 for the "Proposedd] or the "Classic” ¢) control scheme.

complex-conjugate pole pair of the "Classic” scheme, whéchow located very close to the
imaginary axis and a further increasekinwould lead to an unstable system. On the contrary,
both dominant complex-conjugate pairs of the "Proposeléste seem to be more robust to the
increase of and their movement is quite limited, allowingdanuch greater margin of increase
in ko until the system stability is compromised.

7.6.5 Dynamic performance during ac-faults

The behavior of the PD-DVC controller in Sectidn (715.6) destrated satisfactory results,
restricting the deviations in the direct voltage of the dd gifter an ac-fault, but at the expense
of relatively large power fluctuation in all stations. Thadposed” controller is here tested in
exactly the same conditions as those in Secfion ([7.5.6), iat@mpt to evaluate whether the
performance of the system can be improved in the case ofudis-fa

In this sense, the power flow scenario of Sectlon (7.5.6)peated on the same five-terminal
MTDC grid, with the same setpoints given to the convertens Types of MTDC-grid control
strategies are tested:

e "Proposed” control: Identical to the "Control Strategy 1dndrol of Section[(7.516) but
Stations 2 and 4 feature the "Proposed” controller propasékis section with a droop
constant equal t&=80%. Even though this strategy does not provide constanep
control to Stations 2 and 4, the selected value of their dimmystants imply that any
deviations from the power setpoints, in case of stationaisection in the grid, would
be minimal. The other stations of the grid keep using the REG@ontroller of Section
(7.5.2) in its standard-droop mode (or D-DVC mode), withafreonstants equal to 2.5%.

e "Control Strategy 2” control scheme: Same as the strategiieobame name in Section

(Z5.9).
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Fig. 7.22 Active-power and direct-voltage response of the-ferminal MTDC grid using the "Pro-
posed” controller and "Control Strategy 2” scheme. An aledault is applied close to Station
2 att=3s.
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7.7. Summary

The results of the ac-fault simulation are presented in[ERR. As it can be observed, the use
of "Proposed” control has improved the power response oftagons not only compared to
the "Control Strategy 1” control of Section_(7.5.6) but atsompared to the "Control Strategy
2" control. In the duration of the fault, all stations seemdstrict the deviation of their pre-fault
power, with the exception of Station 4, which nonetheless@nts only as minor oscillation in
the power transfer. Furthermore, after the fault is clearglithe stations try to restore the orig-
inal power flow, the power response with the "Proposed” airatppears to be faster and more
accurate with minimal overshoots, compared to the "Cor8tmdtegy 2” scheme. In particular,
the power at Stations 1 and 2 never exceed 564 MW and -472 MWridRdoposed” control,
respectively. The same quantities for the "Control Stra@thave values of 598 MW and -529
MW.

As far as the voltage response is concerned, the "Proposediot shows impressive results
compared to the "Control Strategy 2” scheme, very similathtzse obtained by the "Control
Strategy 1" in Figl_Z.15. Despite the fact that Stations 24ade controlled so that their power
transfer is maintained as close to the designated poweoisgtphe droop characteristics of
their "Proposed” controllers still allows them to suppdrt dc-grid voltage.

Concluding, the "Proposed” controller offers the similankefits as the PD-DVC control in
terms of direct-voltage support to the grid, but with theatage of a great improvement in its
power response during system disturbances, while prayidimost constant power control to
selected stations.

7.7 Summary

The concept of VSC-MTDC grids has been presented in thistehapith focus given on their
structural and control features. Having provided a briefodigtion of the history and visions in
the MTDC area, the possible future topologies and key compisrhave been described, along
with the main types of control that are considered for immatation. Among the latter, the
voltage-droop control appeared to be the dominant solaaithe main objective of the chapter
is the introduction of new droop-based controllers thaemoimproved power-flow handling
capabilities and provide voltage support to the dc grid unlisurbances.

An initial proposal involved the PD-DVC controller, capalf proving constant power control
to stations that require it, under all circumstances, iticlg a change in the dc grid e.g. station
disconnection. Simulation results in a five-terminal MTD@dhave shown that the controller
provides improved voltage support compared to a convealtawtive-power Pl controller, but at
the cost of relatively high power-fluctuations in the gridsécond type of controller, addressed
to as "Proposed”, was later introduced, designed spedificalcases where a station is required
to be in droop-control mode but also retain its power flow acimas possible during grid
contingencies. The results in a four-terminal MTDC grid @aemonstrated improved power-
handling capabilities and increase in the damping of théesyscompared to a conventional
droop controller. Furthermore, its voltage support cagsds are almost identical to those of
the PD-DVC controller, but with the added benefit that praslg observed acute power-flow
fluctuations during fault conditions have now been greaitiyicished.
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Chapter 8

Conclusions and future work

8.1 Conclusions

In this thesis, the dc-side network dynamics of VSC-HVDCteys have been thoroughly
investigated in two-terminal connections and new suggestivere made to improve the control
of VSC-MTDC grids. An important initial step into answeritige questions that motivated
the related work, has been performed by setting the backgron the origin of the poorly-
damped conditions and instability in VSC-HVDC systemsals been shown in an explicit way
that a VSC station operating as a constant-power providggduces the effect of a negative
resistance. This has a degrading effect on the system’sidgrapd increases the risk for system
instabilities.

One of the two major approaches that have been chosen taipestability studies in VSC-
HVDC systems is the analytical approach. In this contex¢ SMT analytical method has been
developed and presented in conjunction with the alreadykricdR method, which has never-
theless never been implemented in the analysis of powegrsgsbr control related processes.
A benefit of the SMT focuses on the fact that is not iterativeamng that the form and com-
plexity of the final analytical eigenvalue expressions iskn from the beginning, in contrast
to the iterative LR, where each additional iteration th&oadly improves the accuracy but dra-
matically worsens the compactness of the expressions.rBethods operate optimally on min-
imized models of systems. Consequently, it has been showrahtwo-terminal VSC-HVDC
system can be successfully minimized to"actder state-space representation. Both methods
performed adequately in approximating the actual eigemsbf the VSC-HVDC model, but
the SMT has shown a consistent increase in accuracy comjuatieel LR.

The analytical methods, even though beneficial in undedgtgrthe behavior of the investigated
systems, have been shown to be relatively complicated tandeare effectively applicable to
radically reduced model representations. A frequencyalorapproach has been shown to be
ideal in conducting stability analysis when an increase odeting accuracy of a system is
desired. In accordance to this, a detailed two-terminalC-Pased VSC-HVDC system has
been modeled as a SISO feedback system, where the VSCeirdms€tion F'(s) and the dc-
grid transfer functiorG(s) have been defined and derived. It has been shown that théus&uc
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of the DVC used in the DVC-VSC station has a direct impacfgs). In fact

e apurely Pl-based DVC rendefys), and thereby the input admittance of the DVC-VSC
station, stable and potentially passive;

¢ the use of a power-feedforward term in the DVC introducesdyigs of the dc-transmission
link into F'(s), making it permanently unstable and thereby non-passive.

For a Pl-based DVC, it has been shown that as long @&s, which is naturally unstable, can
be successfully replaced by a marginally stable and passiusfer functiorGG’'(s), a passivity
analysis can take place and demonstrate how the passidtgaeristics of the DVC-VSC via
its transfer functiorf'(s), determine, to a certain degree, the stability of the cldeed system.
Indeed, it has been shown that when the DVC-VSC station itagmwer to the dc grid, the
dc-grid resonant peak might coincide with a negaleeF'(jw)], meaning that instead of being
damped, the resonance is amplified; the more neg&«/€'(jw)] is, the greater the risk of
instability.

For a DVC with power-feedforward;'(s) is unstable and a passivity analysis cannot properly
take place. Instead, the net-damping criterion has bedimedtias an alternative frequency-
domain approach. It has been shown that the criterion calaiexpost conditions of potential
instability, simply by focusing on the open-loop resonaetjfiencies of the VSC and dc-grid
transfer functions and determining whether the cumuladaping of these functions is po-
sitive at the resonant points (and therefore ensuring lsw of instability). Additionally, the
open-loop resonances can be defined in unstable-subsystesfier functions, showing that
unstable subsystems do not prohibit the application of titerion to derive conclusions for the
closed-loop stability. Within this context it has been fduhat factor degrading the damping
and may finally lead to the instability of the investigatedG/8VDC system have been the

e increase in the amount of transferred power;
e increase in the controller closed-loop direct voltage aartandwidthay;
e increase in the length of overhead-line based dc-link;

e decrease in the length of cable-type of dc-link.

It has been further shown that an almost linear correlatiast®between the net-damping of a
system and the damping factor of the poorly-damped clogep-dlominant poles.

The effect of using MMC in VSC-HVDC systems has thoroughlgménvestigated, starting
by the the derivation of the analytical dc-side input adamte of the MMC, both in DVC and
APC mode, taking into account all the available levels oftcanand component configura-
tion of an actual system. The validated expressions have bsed in stability studies of a
two-terminal VSC-HVDC system, using the net-damping ciate. The bandwidthuy and the

choice of CCC parameters have been shown to have a greattiop#te dynamic behavior
of the overall systems, and especially the use of a resoimatbe CCC centered &w;. The
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MMC and the 2LC have been, additionally, compared in termtheir passivity characteris-
tics. Both the DVC-MMC and the DVC-2LC can be passive only felatively slow direct-
voltage control. For relatively fast direct-voltage cahtthe DVC-MMC becomes non-passive
due toRe] Ypvce_mmc(jw)] becoming negative at low frequencies {3 Hz), while the DVC-
MMC becomes non-passive dueRe| Ypyc_oLc(jw)] becoming negative at high frequencies
(~ 665 Hz). However, when a typical resonator is used in the GEBEDPVC-MMC is always
non-passive. At the same time, both APC-2LC and APC-MMC hvays non-passive, regard-
less if the latter utilizes a resonant integrator in the CCC.

The closing part of the thesis has focused on the developofienbop-based controllers for the
use in MTDC grids. Initially, the PD-DVC controller has begmposed for use in cases where
a VSC station required to maintain its designated power flibgr anexpected contingencies in
the grid, such as the loss of a station following a dc-sidé,falnile maintaining voltage-droop
characteristics during transients in the grid. It has béenve that, compared to a conventional
Pl-based power controller, the use of the proposed coatrodused a smaller direct-voltage
variation in a five-terminal MTDC grid during and after ac sy but at the expense of sig-
nificant but quickly damped power oscillations at all thetistgs. A second droop-controller
variation has been proposed for use in MTDC grids where &atatquires a high droop con-
stant, meaning that it should maintain its power flow almaosistant under all grid conditions,
but still provide direct-voltage support during grid cargencies. The proposed controller has
been tested in a four-terminal MTDC and compared to the padace of conventional droop-
controllers. It has been shown that following a rapid chaofgpower and voltage setpoints,
the two controllers have no difference in steady-stategoerénce (as desired), but the pro-
posed control provides a smooth power and direct-voltagetian from the stations that use
it, compared to the conventional droop control. The coldrdias also been tested in the five-
terminal MTDC of the earlier scenario and has demonstraaédfging results for the ac-side
fault scenario with almost negligible power oscillatiomsrgared to the PD-DVC controller.

8.2 Future work

The main focus of this thesis has been on the stability antr@ostudies in the area of VSC-
HVDC, with most of the effort being concentrated around thve-terminal arrangement but
later expanded to MTDC as well. Several future steps can hsidered for the improvement
of the acquired results and the investigation of relatedubekplored areas of interest.

The analytical expressions that were derived by the SMT &Rdrlethods, constitute a leap
in acquiring useful and relatively compact eigenvalue dpsons. However, if it is desired to

established design specifications from these expresstaisfinal form should be further sim-

plified. A future step could therefore consider studies onimizing the analytical expressions,
to the extent that their validity is sufficient for a small iions of only some, or preferably
just one of the system’s parameters.

Additionally, in this thesis, the SMT and LR methods werelagapto system models up to the
4™ order. Systems of higher order could either increase theptaxity of the final eigenvalue
expressions (at least in the case of the LR), or may not evenllable (considering the SMT).
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It could be useful to modify the LR method so that the maximwsgible simplifications could
be performed while creating the assisting matrices at dacation step. In this way, it could
be possible to produce final expressions for higher-ordeataiso that are valid within a small
variation margin of a nominal set of system parameters.|&ityjit could be useful to investi-
gate whether it is theoretically possible to apply the SMTtmd on 3" or 6" order models, or
whether a specific structure of the model’s state-matrixasanst the solution of the eigenvalue
problem.

In the frequency-domain analysis of the two-terminal VSZEHC model, it was shown that the
passivity approach can be applied only within specific bauies. In particular, the unstable
pole of the dc-grid transfer functioi(s) must be sufficiently close to the origin, so ttiats)
can be replaced by the marginally stablgs), as shown in Chapter 4. Furthermore, the VSC-
transfer function/'(s) must also be stable, limiting the choices on the directagdtcontrol
strategy. In general, a higher complexity of the model iases the chances of having unstable
subsystem transfer functions. Contrary to the passivipy@ach, the net-damping approach not
only does not seem to suffer from such restrictions but caa give far more consistent and
direct information on the system’s stability and the syssgmoorly-damped poles. As such, a
future consideration is to apply the net-damping critemoethodology to higher complexity
models and MTDC grids that can be represented by SISO models.

The use of MMC in VSC-HVDC was shown to have a great effect axdymnamic behavior
of a complete two-terminal VSC-HVDC system. It would be,réfere, valuable to utilize the
derived dc-side input admittance expressions of the MMGfability studies in MMC-based
MTDC grids. Another useful investigation could consider ttynamics of a system that utilizes
both MMC and 2LC stations. This could be observed in caseseaykey., a third MMC-based
terminal is added to an existing two-terminal 2LC-based KD/&/stem, with no intention of
upgrading the 2LC stations to MMC. A further topic of intdr@guld be the modification
of the dc-side input admittance of the MMC based on diffei@nttrol choices. These could
concern, e.g., the consideration of a power feedforward {ertroducing dc-grid dynamics to
the converter dynamics) or active-damping in the diredtage controller of the MMC, or the
utilization of direct-voltage droop control for use in MTDOJEids.

Regarding the higher-level MTDC grid investigation, it tshbe desirable to develop a proce-
dure to fine-tune the proposed controllers, based on a dymamic description of the system’s
model. This step, as well as improvements to the functignafithe controllers, could certainly
be considered for future research.

A further future consideration would be the conduction abdity studies in MTDC systems
that are created in a multi-vendor environment. An MTDC gsianost likely originally de-
veloped using converters from a single supplier. In thigc#seir structure and control of the
converters is consistent between the stations and takenontsideration for the optimal design
of the system. However, a future expansion or maintenanteeoMTDC grid could involve
the addition or replacement of existing stations with cotere from different vendors, whose
structure and control is not confined to the properties obtiginal converters. It would, there-
fore, be interesting to use the methods presented in thsssthe perform stability studies in
such systems and investigate potential interactions legtwenverters of different technologies
and specifications.
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Appendix A

Transformations for three-phase systems

A.1 Introduction

In this appendix, the necessary transformations from tph&ese quantities into vectors in sta-
tionary a5 and rotatingiq reference frames and vice versa will be described.

A.2 Transformation of three-phase quantities to vectors

A three phase system constituted by three quantitiés), v, (¢) andv. (t) can be transformed
into a vectorv(®? (¢) in a stationary complex reference frame, usually catigdframe, by
applying the following transformation

VD (1) = v () + 0P () = Kiran (va () + op (1) 57 + e (1) eﬁ”) (A1)

The transformation constant,.,,, can be chosen to W or 2/3 to ensure power invariant or
amplitude invariant transformation respectively betwtentwo systems. This thesis considers
a power invariant transformation. Equatién (A.1) can beregged in matrix form as

(% Ua (t)
O] o |
[ VP (1) } = T ! UE ((g } (A.2)
where the matrixT's, is given by

1 -1 1
Tsy = K 2 3
ran 0 V3 @

The inverse transformation, assuming no zero-sequeerce, (¢) + vy, (1) +v. (t) = 0, is given

by the relation
U, (t)
(1)

v (t)

o[ 2]
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where the matrixl's3 is given by

A.2.1 Transformation between fixed and rotating coordinatesystems

For the vectorn(®? (t) rotating in thea3-frame with the angular frequency(t) in the posi-
tive (counter-clockwise direction), &-frame that rotates in the same direction with the same
angular frequency(t) can be defined. The vectof*® (¢) will appear as fixed vectors in this
rotating reference frame. A projection of the vectét® (¢) on thed-axis andg-axis of the
dg-frame gives the components of the vector ondixdrame as illustrated in Fig. Al.1.

B

Fig. A.1 Relation betweeng-frame andig-frame.

The transformation can be written in vector form as follows
W (1) = o (£) + ju7 (1) = 0 (£) e (A4)

with the angled(t) in Fig.[A given by

The inverse transformation, from the rotatidgframe to the fixedv5-frame, is provided as

0@ (t) = (40 (t) eI0() (A.5)
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A.2. Transformation of three-phase quantities to vectors

In matrix form, the transformation between the fixed-frame and the rotatingg-frame can
be written as

{ zz Eg } =R{=00) [ v 8 } (A.6)
[ o Eg } =RE®) [ ¥ Eﬁi } A7)
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Appendix B

Per-unit Conversion

The use of the per-unit system in the analysis of Chapterqiires the establishment of base
values for the conversion of entities from natural to pet-ualues. This section provides the
definition of all the necessary base values for both ac- argldiquantities.

B.1 Per-unit conversion of quantities

The base values for the electrical variables (current attdg®e), as well as entities that corre-
spond to electrical properties (impedance, inductanqegatance, frequency) are provided in
Table[B.1, for both ac- and dc-side quantities. As, an exandablé B.2 presents the numerical
form of the derived base values for the system with chariaties described in Table 3.1.

TABLE B.1. BASE VALUES

Base value Definition
Base frequencypase) 27 frominal
Base time 7(base) (27Tfnominal ) -1
Base power&vacfbase) SVSCfrated
ac side - Base voltage {. _pase) Uge—rated
; Sac—base
ac side - Base current,{_pase) m

ac side - Base impedancg.(_p.sc)

ac side - Base inductanc@.{._p.sc)

ac side - Base capacitana@,(_pasc)
dc side - Base poweS{c_pase)
dc side - Base voltage/f._pase)
dc side - Base currentg; _pase)

dc side - Base impedanc€{._pasc)

dc side - Base inductancé {._pasc)
dc side - Base capacitant@y._pasc)

Yac—base

Sac—base
ac—base
Whase 1
(Zac—basewbase)
SVSCfrated

Udc—rated
Sdc—base

Udc—base
Udc—base

Z’dcfbase
dc—base

Whase

(chfbasewbase) -1
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TABLE B.2. BASE VALUES

Base value Numerical value
Whase 314.16 rad/s
Sac—base 1000 MVA
Vac—base 320 kV
iacfbase 1.8 kKA
Z ac—base 102.40Q
Lac_base 325.9 mH
Cacfbase 3108”":
Sdc—base 1000 MW
Udc—base 640 kv
Tde—base 1.563 kA
Zdc—base 409.652
Lac—base 1304 mH
Cdcfbase .77 |.,LF
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