
mailto:lindroos@chalmers.se.
http://mnras.oxfordjournals.org/


http://mnras.oxfordjournals.org/


http://casa.nrao.edu
http://mnras.oxfordjournals.org/


https://almascience.eso.org/documents-and-tools/cycle3/alma-technical-handbook
https://almascience.eso.org/documents-and-tools/cycle3/alma-technical-handbook
http://mnras.oxfordjournals.org/


http://mnras.oxfordjournals.org/


Estimating sizes of faint, distant galaxies 1197

Figure 4. Stacked visibilities for each sample binned by baseline length.
The errors are estimated from the standard deviation for the real part of
the visibilities within each bin. The horizontal error is estimated from the
standard deviation of the uv-distance within each bin. The lines show uv-
models that are fitted to the full uv-data. The blue dash–dotted line is a
Gaussian, the solid green line is a Gaussian plus a point source, and the
black dashed line is a disc plus a point source. Note that no Gaussian model
is visible for the DRG sample, as it is identical to the Gaussian + point
source model for this sample.

the selected sample as well as observational uncertainties, while
the Monte Carlo only accounts for observational uncertainties (see
Table 2). For the deconvolved sizes, the reported errors are the com-
bination of the Monte Carlo errors and the errors on random offset
measurements, assuming that these two errors are independent.

Roughly half the galaxies in our samples are detected in the HST
z-band observations from GOODS-S and GEMS. By fitting a Sérsic
distribution to these sources, we can estimate the sizes at z-band

wavelength. We find a median size of 0.46 arcsec for the K20 sample
and 0.52 arcsec for the other samples. The median Sérscic index
n is around 1.33 for each sample, although slightly lower for the
sBzK sample at 0.94.

Compared to the results from Decarli et al. (2014), we find flux
densities which are 20–40 per cent higher. This is expected as the
image stacking method in Decarli et al. (2014) uses the peak flux
density in the stacked stamp, which assumes that the sources are
unresolved at the image resolution of 1.6 arcsec. When fitting a point
source model to our uv-stacked data, the measured flux densities
deviate from the Decarli et al. (2014) measurements by less than a
few per cent.

6.4 Simulations

To study the effect of substructure, we perform a simulation in
which the emission originates from kpc-scale clumps in the galax-
ies, described in more detail in Section 5. At baselines shorter than
∼200 m the stacked visibilities are well fitted by a Gaussian model,
as is shown in Fig. 5. The black squares indicate the ALESS base-
lines. The simulation also include a set of longer baselines modelled
on a intermediate length baseline configuration from ALMA Cy-
cle 3, with baselines from 45 to 1400 m, shown in Fig. 5 as red
circles. The Gaussian model recovers an average flux density for
the stacked sources of 2.3 ± 0.2 mJy, compared to the input flux
density for the simulation of 2.1 mJy per source. The flux density is
primarily recovered by using the ALESS baselines, using the long
baselines from the ALMA Cycle 3 configuration, we measure an
average flux density of only 90 µJy. When fitting to the data from
both baseline configurations, the size measured for the Gaussian
is 0.96 arcsec±0.30 arcsec. This agrees well with the distribution
of the positions for the clumps, which are spread in a disc with a
diameter of 1.2 arcsec.

For the HST z-band detected galaxies, we measure and com-
pare the HST sizes to our stacked ALMA sizes, and find the val-
ues to be consistent with uncertainties for all samples. However,

Table 1. Flux density estimates with uv-stacking. The flux density in uv-stacking is estimated using two different methods. Method one (model): the
flux density is estimated as the best-fitting Gaussian model. Method two (point source): the flux density is estimated as the weighted average of all
unflagged visibilities. These two estimates would coincide for point sources. We also present the fitted size of the Gaussian model, as well as fitted
size deconvolved from the random offsets between optical and submm positions. For comparison, the table also shows the image stacking results from
Decarli et al. (2014). The errors are estimated by stacking fake sources introduced into the data.

uv-stacking Image stacking
Gaussian Point source

Sample N.gal flux density Size Deconvolved flux density Peak flux density
(mJy) size (mJy) (mJy)

K20 52 1.85 ± 0.30 0.73 arcsec ± 0.14 arcsec 0.64 arcsec ± 0.16 arcsec 1.14 ± 0.07 1.16 ± 0.09
sBzK 22 2.34 ± 0.32 0.73 arcsec ± 0.15 arcsec 0.64 arcsec ± 0.17 arcsec 1.83 ± 0.10 1.89 ± 0.15
ERO 25 1.51 ± 0.22 0.65 arcsec ± 0.17 arcsec 0.54 arcsec ± 0.19 arcsec 1.12 ± 0.10 1.15 ± 0.09
DRG 19 2.44 ± 0.28 0.71 arcsec ± 0.14 arcsec 0.61 arcsec ± 0.16 arcsec 1.89 ± 0.11 1.90 ± 0.13

Table 2. Distributions of stacked parameters as estimated from bootstrapping, resampling the galaxies within each sample 1000 times. These
distributions include both errors from measurement uncertainties and variance within the samples. The presented range of 15.9–84.1 per cent corresponds
to the ±1σ range for a Gaussian distribution. The distributions are also presented as histograms in A.

Sample Gaussian flux (mJy) Size Point source flux (mJy)
15.9% 50% 84.1% 15.9% 50% 84.1% 15.9% 50% 84.1%

K20 1.33 1.90 2.58 0.63 arcsec 0.94 arcsec 1.38 arcsec 0.95 1.25 1.61
sBzK 1.62 2.38 3.14 0.54 arcsec 0.74 arcsec 0.91 arcsec 1.31 1.86 2.33
ERO 1.03 1.56 2.20 0.48 arcsec 0.76 arcsec 1.05 arcsec 0.80 1.14 1.56
DRG 1.81 2.43 3.16 0.54 arcsec 0.72 arcsec 0.85 arcsec 1.49 1.91 2.32
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Figure 5. Stacked flux densities for simulated data set. Each galaxy is
simulated as a combination of three clumps, scattered within a radius of
5 kpc from the centre position for the galaxy. The errors are estimate from
the standard deviations of the visibilities in each bin. The plot combines
data from simulations with two different baseline configuration. The shorter
baselines, marked with black squares, are simulated with the same uv-
coverage as the ALESS observations. The longer baselines, marked with red
circles, are simulated using an ALMA Cycle 3 configuration with baselines
from 45 m to 1.4 km.

Figure 6. Simulation of stacked flux densities based on HST z-band emis-
sion maps shown in black, binned by baseline length. The errors are esti-
mated from the standard deviation for the visibilities within each bin. For
comparison the stacked flux densities of the z-band detected galaxies of our
sample, using the same binning. Note that for the middle bin the simulated
and real data are very close, and as such the simulated data point is hidden
behind in the plot.

for those sources with a strong detection we can perform a more
in-depth comparison. We select all sources from the K20 sample
with peak SNR > 5 in z band, a total of 32 sources. Stacking
these sources in the ALESS data, we measure an average size of
0.77 arcsec±0.15, which compares well to the median effective ra-
dius at z band (0.46 arcsec). For a more detailed comparison, we
perform a simulation based on the z-band morphology, described
in detail in Section 5.2. Fig. 6 show the results of this simulation
compared to the actual stacked ALESS data. The simulated data
and the actual stacked ALESS data show very similar scaling in the

Figure 7. Stacked flux densities for the samples and fitted dust-emission
SEDs. Combines the three wavelengths from the Herschel/SPIRE with our
new ALMA estimates. The parameters of the fitted models can be found in
Table 3.

Table 3. Infrared luminosity and SFR estimates for the stacked samples,
using a combination of Herschel and the new stacked ALMA results. We
also show the average stellar mass for each sample. The errors are estimated
from χ2 when varying both T and LFIR simultaneously.

Sample LFIR Tdust SFR M∗
(1011 L�) (K) ( M� yr−1) ( M�)

K20 6.9 ± 1.4 28 ± 2 90 ± 18 5.3 × 1010

sBzK 6.7 ± 1.1 27 ± 2 86 ± 14 5.4 × 1010

ERO 6.8 ± 1.6 30 ± 3 88 ± 22 4.9 × 1010

DRG 7.8 ± 1.6 28 ± 2 102 ± 20 6.5 × 1010

sBzK (high mass) 5.5 ± 1.5 27 ± 2 71 ± 20 2.9 × 1010

sBzK (low mass) 7.6 ± 1.5 27 ± 2 98 ± 20 8.6 × 1010

uv-plane, indicating that the z band and the submm emission trace
a similar radial morphology.

6.5 Star formation rates

Decarli et al. (2014) stacked each of the four samples in the three
Herschel SPIRE bands. Using data from the Herschel Multi-tiered
Extragalactic Survey (Oliver et al. 2012). We combine these values
with our stacked ALESS flux densities to better constrain the dust
spectral energy distributions (SED) of our samples. The dust emis-
sion is modelled as a modified blackbody: Sν ∝ νβBν(T) where Sν

is the dust SED, Bν(T) is the Planck function, T is the dust tem-
perature (typically T ≈12–60 K), and β describes the effect of dust
opacity (typically β ≈ 1.4–2, e.g. Kelly et al. 2012). The total IR
luminosity (LIR) is calculated between 8 and 1000 µm (e.g. Sanders
et al. 2003). The dust emission is fitted using a χ2 minimization,
with two free parameters, T and LIR. The value of β is fixed to 1.6.
Each data point is weighted by σ−2. Data and fitted SEDs are shown
in Fig. 7, and results are summarized in Table 3.

The SFRs are calculated from LIR assuming a Chabrier (2003)
IMF (Genzel et al. 2010)

SFR = 1.3 × 10−10 M� yr−1 LIR

L�
. (4)

We find that the SFRs are similar for all samples at ∼100 M� yr−1,
with the DRG sample showing an ∼20 per cent larger SFR compared
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Figure 8. Average SFR and stellar mass for the each sample shown as
blue triangles (see Table 3). The sBzK sample is also split into two subsample
based on stellar mass, shown as black circles. The red line indicates the best-
fitting ‘main sequence’ for star-forming galaxies at z ∼ 2, using the Tacconi
et al. (2013) parametrization.

to the other samples. In Fig. 8 , we show SFR as a function of stellar
mass for each sample. The measured values fall close to the best-
fitting ‘main sequence’ for star-forming galaxies at similar redshifts
(e.g. the Tacconi et al. 2013 parametrization for comparison). We
also split the sBzK sample into two subsets based on stellar mass,
estimating the flux density of the stacked data with a Gaussian. The
SFR is calculated using the same dust temperature as for the full
sBzK sample.

7 DISCUSSION

7.1 Extended emission

Our stacked results show that the stacked sources have extended
emission with typical sizes ∼0.7 arcsec. Assuming that the target
sources are compact or unresolved, as was done in Decarli et al.
(2014), the flux density is systematically underestimated. For the
samples in this study with between 30 and 40 per cent. For the
SMGs, where we measure the stacked size to be 0.4 arcsec, this
effect is smaller with the peak brightness only ∼8 per cent lower
than the full flux density. Using model fitting in the uv-domain we
can effectively recover the full flux density. This does, however,
rely on having access sufficient sensitivity on short baselines. The
ALESS data were observed in a very compact ALMA configuration,
with most baselines shorter than 100 m, or 115 kλ. This results in a
naturally weighted beam size of ∼1.4 arcsec, i.e. the observations
are sensitive to scales of 1–2 arcsec.

The filtering of spatial scales is a well-known effect within inter-
ferometry, however, the results of this study show that the effect is
especially pronounced for stacking. For the mapping of individual
galaxies, most of the flux density will originate from smaller scales,
allowing it to be resolved with higher resolutions. Only emission
which is smooth over larger scales is filtered. In the case of stack-
ing, the averaging of multiple galaxies smooth out substructure. As
such, having access to sufficiently short baselines is essential to
measure the total flux density of the stacked sources. Emission at
larger scales, at sizes larger than approximately 2–3 arcsec, would
be similarly suppressed in the ALESS data. However, HST data at

z-band set an upper limit for our samples at around 2 arcsec, as the
dust-emission is unlikely to extend much beyond the stellar region.

7.2 Robustness of the measured sizes

Our simulations show that with stacking, we can efficiently estimate
the total flux density and the radial distribution of the emission.
Using Gaussian models, we find sizes around 0.7 arcsec for the
samples and errors of 0.14–0.17 arcsec. This means that all samples
are extended at a greater than 3σ significance. Martı́-Vidal, Pérez-
Torres & Lobanov (2012) calculate the limitation of model fitting
of detected sources in a interferometric data set and find that the
minimal size that can be measured is given by

�min = β

(
λc

2

)1/4 (
1

S/N

)1/2

× �beam, (5)

where S/N is the SNR of the averaged visibilities, β is a parameter
that depends on the array configuration (typically between 0.5 and
1.0), �beam is the FWHM of the beam using natural weighting, and
λc depends on the probability cut-off for false detection (3.84 for
2σ ). Using this formula, we find our size error to be consistent
with a β between 0.4 and 0.5. This both indicates that the sizes
of 0.7 arcsec are very robust, and also shows that model fitting of
stacked sources has similar noise to individual sources with similar
SNR. For comparison we also stacked the SMGs in our data, and
find an average size of 0.4 arcsec ± 0.1 arcsec. This is marginally
larger than the median size measured by Simpson et al. (2015)
of 0.3 arcsec. Ikarashi et al. (2015) also measured the sizes of a
sample of SMGs, and find a smaller median size for the SMGs of
0.2 arcsec, however, with a different redshift distribution compared
to our sample.

There are two factor which contribute to the measured sizes for
our stacked sources: the size of the galaxies and the random offsets
between the optical and submm positions. Based on the brightest
11 sources in the K20 sample, which have a peak SNR >5σ , we
find that the typical offsets are 0.36 arcsec ± 0.08 arcsec. If we
deconvolve this from the measured sizes we find that the sizes the
actual galaxies are 0.54–0.64 arcsec.

We also estimate the variance of the target samples using boot-
strapping. This indicate larger errors on our estimated parameters
due to the sample sizes, with size errors increasing to 0.20–0.35 arc-
sec. Larger samples of star-forming galaxies have been studied using
HST, e.g. van der Wel et al. (2014) measured the sizes of ∼20 000
star-forming galaxies at z > 1. Based on this sample, they find that
the optical sizes follow a lognormal distribution. Looking at the
sBzK galaxies, if we assume that the submm sizes of our samples
follow a similar distributions, we would expect this to contribute
0.04 arcsec to error of our stacked size assuming we sample 22 ran-
dom galaxies. This effect is similar for the other samples, getting
smaller the larger the sample is. Looking at results from bootstrap-
ping, we find that the results are consistent for the sBzK and DRG
samples. For the K20, the bootstrap estimated error is larger than
expected from the optical sizes of star-forming galaxies, however,
this sample is not selective to star-forming galaxies leading proba-
bly leading to a more heterogeneous sample. For the flux densities
of our stacked sample, the bootstrap errors are larger than the mea-
surement errors. This is consistent with the large variation seen for
star-forming galaxies, where the SFR can vary with more than an
order of magnitude within a sample. We note that this indicates
the error on the SFRs measured for our samples are dominated
by sample variance. This would be true even if each galaxy was
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individually detected, indicating the importance of large samples to
accurately estimate the typical SFR for a population of galaxies.

7.3 Morphology of the underlying galaxies

Looking at the sizes of the galaxies with a detection in the HST
z-band data (peak SNR > 3), we can estimate the size of the stellar
component of the galaxies. Using a Sérsic distribution, we find an
median effective radius (re) of 0.5 arcsec with a median n of 1.33.
The sizes measured at submm wavelengths for our stacked sources
are based on a Gaussian profile in place of a Sérsic profile. For
comparison, we fit our stacked sources using a Sérsic profile, with
n fixed to 1.33, and find that the sizes are consistent within errors
as long as effective radius is compared to half the FWHM. The
difference is smallest for the sBzK sample at 3 per cent, and largest
for the DRG sample at 8 per cent. Based on this analysis, we find
the measured sizes at submm and optical wavelengths consistent
within statistical uncertainties.

Approximately 70 per cent of our HST observations are from the
GEMS survey. The GEMS z-band observations are not as deep as
the GOODS-S z-band observations. As such is possible that we are
missing low flux surface density emission, and underestimating the
size of these galaxies. However, as this primarily affects half the
sample, the impact on the median value is not expected to be very
large.

Another limitation of the z-band measurements is dust obscura-
tion. The measured submm continuum emission indicates that dust
is abundant in all samples. We can compare to the shallower HST
H-band observations from GEMS and GOODS-S, which are less af-
fected by dust absorption. However, only 16 galaxies are detected in
H band. For these galaxies, we measure a median size of 0.6 arcsec,
which agrees well with the sizes measured in z band.

The size of 0.7 arcsec corresponds to a physical size of 6 kpc at
the average redshift of the sBzK sample. For SMGs several mea-
surements of the sizes at submm wavelengths exist, e.g. Simpson
et al. (2015) find a median size of 2.4±0.6 kpc for SMGs with a
median redshift of 2.6, Ikarashi et al. (2015) find size a median size
of 0.7±0.13 kpc for galaxies with redshifts 3–6, and Hodge et al.
(2015) measure the size of bright SMGs to ∼2×1 kpc. In contrast,
all our samples are significantly larger, with typical sizes which are
more than twice as large. For studies which select galaxies based on
near-infrared (e.g. DRG and sBzK), size measurements of submm
emission are more rare. Daddi et al. (2010a) measure the sizes of
four sBzK galaxies using IRAM Plateau de Bure Interferometer ob-
servations of the CO(2–1) transition, and find sizes from 6 to 11 kpc
(using a Gaussian model). The Daddi et al. (2010a) detections have
lower SNR than our stacked detection, and the resolution of the
observation is lower making the size estimate somewhat uncertain.
However, we can conclude that the results are consistent.

7.4 Star formation rate

7.4.1 SFR surface density

Focusing on the sBzK sample, the total SFR is estimated to be
100 M� yr−1, over a size of 10 kpc, or an SFR surface density
(�SFR) of 1 M� yr−1 kpc−2. This value is consistent with other
measurements of sBzK galaxies, e.g. Daddi et al. (2010b) which
found values for 0.1–30 M� yr−1 kpc−2. Of this, 40 per cent origi-
nates in the centre. This corresponds to �SFR ≈ 13 M� yr−1 kpc−2

in the inner 1 kpc of the galaxies. While this is higher than the
corresponding value for the DRGs (∼2 M� yr−1 kpc−2), it is a very

small value compared to LIRGs at lower redshift. E.g. in Arp 220
with a similar SFR (Anantharamaiah et al. 2000), the majority of
the star formation occurs inside 1 kpc of the centre (Scoville, Yun
& Bryant 1997), resulting in an average �SFR of approximately
70 M� yr−1 kpc−2(Anantharamaiah et al. 2000). We can also com-
pare this to SMGs, e.g. Hodge et al. (2015) measured �SFR in the
centre of a z = 4 SMG to be ∼120 M� yr−1 kpc−2, which is similar
to Arp 220, but much higher than our sBzK galaxies.

As noted, �SFR in the centre of the DRG sample is very low,
at 2 M� yr−1 kpc−2 it is only a factor 4 above the same value for
the Milky Way (Robitaille & Whitney 2010), despite a factor 100
difference in SFR.

7.4.2 SFR as a function of stellar mass

In Decarli et al. (2014), all samples were found to have an excess of
star formation compared to the similar samples in other fields. Our
updated flux-density estimate are ∼30–40 per cent higher than those
found by Decarli et al. (2014). However, after fitting the SED of
the dust emission, the fitted dust temperatures are typically lower.
For the sBzK and DRG samples, this results in SFRs which are
consistent with the Decarli et al. (2014) measurements within the
uncertainties. However, for the K20 and ERO sample the SFR drops
with ∼50 per cent compared to Decarli et al. (2014). This results
in the K20, ERO and sBzK samples having very similar SFRs, at
∼90 M� yr−1.

We also compare the measured SFRs to the stellar masses, and
find them to be consistent with Tacconi et al. (2013) for star-forming
galaxies at z ∼ 2. We also split the sBzK sample, the sample with
highest SNR, by stellar mass. Both the low- and high-mass samples
fall close to the best-fitting ‘main sequence’ using the Tacconi et al.
(2013) parametrization. This indicates, that while these galaxies are
typically more massive compared to other similar samples, the star
formation is driven by the same mechanics.

8 C O N C L U S I O N S

In this paper, we use stacking to measure the average morphologies
and sizes of samples of galaxies using ALMA. We use a uv-stacking
algorithm combined with model fitting in the uv-domain. We select
star-forming galaxies at z ∼ 2 using four different criteria: KVEGA <

20, ERO, DRG, and sBzK. The samples are stacked in the ALMA
344 GHz continuum observations from the ALESS survey. We find
that all samples are extended, with FWHM sizes of ∼0.7 arcsec
± 0.2 arcsec estimated using a Gaussian model. Accounting for
random offsets between optical catalogue positions and submm po-
sitions in the data, we find that the actual average sizes are somewhat
smaller at ∼0.6 arcsec ± 0.2 arcsec.

The uv-model fitting results in flux densities that are ∼40 per cent
higher than if the sources are assumed to be point sources. Further-
more, assuming that the dust emission measured at 344 GHz is
primarily heated by star formation, we find that the majority of the
star formation is taking place outside the inner kpc of the galaxy.
We compare this to the stellar distribution in the same galaxies,
using HST z-band data. The median effective radius is measured
to 0.6 arcsec, which agrees well with the submm sizes. We also
simulate an ALMA data set with the rescaled z-band maps as input
model for each galaxy. The distribution are found to agree well,
indicating no systematic difference in size or radial distributions
between the stellar and star-forming component.

Using a Monte Carlo method to estimate the robustness of the
result, we find the measured sizes to be robust at >3σ for all samples.
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The measured difference between the sBzK and DRG sample, is
larger than the uncertainties with a statistical significance of 2σ .
We find that the measured accuracy of the sizes is comparable
to the theoretical limits for individual sources (e.g. Martı́-Vidal
et al. 2014). As in all cases with stacking we do not measure the
properties of the individual galaxies, but the average properties of
the samples, and this smoothing effect can simplify the modelling
of the stacked source. However, it also increase the interferometric
effect of filtering of large spatial scale, making short spacings very
important to recover the full flux density.

We can conclude that for the stacking of any sources that may
be marginally extended, using uv-stacking with model fitting can
provide a flux-density estimate that is significantly more robust
and valuable additional information such as the typical sizes of the
sources of the stacked sample. This is also important for future
facilities such as the Square Kilometre Array (SKA), showing that
having access to uv-data in stacking is invaluable.
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APPENDI X A: FI TTED MODELS

In this appendix, we present the distributions determined for the fit-
ted sizes using bootstrapping on the stacking samples. The method
for the bootstrapping is described in Section 4.4, and the plotted
distribution indicate the probability of possible sizes for the popula-
tion of each sample. The bootstrapping method approximate errors
from observational noise as well as sample variance.
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Figure A1. Distribution of stacked size for the K20 sample as estimated
through bootstrapping.

Figure A2. Distribution of stacked size for the sBzK sample as estimated
through bootstrapping.

Figure A3. Distribution of stacked size for the ERO sample as estimated
through bootstrapping.

Figure A4. Distribution of stacked size for the DRG sample as estimated
through bootstrapping.
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