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Göteborg, Sweden 2016

Abstract
The thesis deals with the investigation of dissipation mechanisms and noise in supercon-
ducting quantum nanodevices made of the cuprate High critical Temperature Supercon-
ductor (HTS) YBa2Cu3O7-δ (YBCO). The main aim is to get a better understanding of
the microscopic physical mechanism leading to superconductivity in HTSs, which still rep-
resents one of the main unsolved problems in solid-state physics. In this respect, YBCO
nanodevices are used as tools to design new experiments, which can deliver deeper insights
about the complex properties of HTS materials.

In the first part of the thesis transport and noise properties of nanowire based YBCO
Superconducting QUantum Interference Devices (SQUIDs) are presented. NanoSQUID
devices, with transport properties close to the pristine bulk material, are potential tools
to investigate fundamental physics of the YBCO by looking e.g. at the fluxoid quanti-
zation. Moreover, because of the measured ultra low magnetic flux white noise (below
1µΦ0/

√
Hz), these devices are very attractive for applications as magnetic flux sensors.

Flux noise properties are not degraded when employing an inductively coupled, mainly via
kinetic inductance, large pick-up loop. This allows to improve magnetic field sensitivity,
with possible applications in magnetic field imaging, such as magnetoencephalography.

The second part of the thesis discusses the employment of an all-YBCO transmon
quantum circuit based on bi-epitaxial grain boundary Josephson junctions to study deco-
herence mechanisms intrinsic of the material. First, microwave losses from all the materi-
als involved in the fabrication process, including the dielectric substrates and the YBCO
itself, are investigated at very low temperatures and microwave powers. The reported re-
sults demonstrate the feasibility of a YBCO transmon. Then, the quantum coherence of
the device, extracted from spectroscopy measurements, is studied in the presence of high
magnetic field and a comparison to DC-transport properties is made. A significant im-
provement of the coherence time is observed with the application of an external magnetic
field, compatible with the occurrence of a fully gapped superconducting state. The main
dissipation source has been identified in the presence of a resistive shunt in the junction
barrier.

Keywords: High-Tc superconductors, nanowire based nanoSQUIDs, noise, microwave
losses, dielectric losses, transmon qubit, quantum coherence
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A Michele, Maria e Rosario

And on the pedestal these words appear:
"My name is Ozymandias, king of kings:

Look on my works, ye Mighty, and despair!"
Nothing beside remains. Round the decay

Of that colossal wreck, boundless and bare,
The lone and level sands stretch far away.

Percy Bysshe Shelley - 1818
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Chapter 1
Introduction

1.1 Motivations

The discovery of cuprates high critical temperature superconductors (HTSs) thirty years
ago[1] was a scientific breakthorugh in solid state physics. The fascinating phenomenon
of superconductivity at temperature even above the one of liquid nitrogen (T = 77 K) in
these materials attracted the attention of many researchers in the field, with interests in
both fundamental physics and various possible applications. A lot has been done since
then, but we still lack a full understanding of the microscopic physical mechanism leading
to superconductivity in these materials[2, 3]. Moreover, in the recent years, many different
experiments have demonstrated the occurrence of nanoscale ordering in the form of charge
density wave (CDW)[4, 5], ubiquitous in all the cuprates family. This form of nanoscale
ordering intertwines with the superconducting state and has contributed to enhance the
complexity of cuprates. In order to shed light on this long-standing problem in solid state
physics, new experimental observations are needed[2]. A possible approach, which has
been pursued in this thesis work, consists in the realization of quantum devices made of
such materials and probing their superconducting properties. In this respect, quantum
devices are employed as tools to obtain new experimental findings.

During the last few decades, the use of superconductors to engineer macroscopic phys-
ical systems, for which the laws of quantum mechanics can be applied, has been proven to
be very successful. In particular, the implementation of conventional low critical temper-
ature superconductors (LTSs) Josephson junctions (JJs) devices has allowed the observa-
tion of various quantum phenomena such as: macroscopic quantum tunnelling (MQT)[6],
energy levels quantization[7] and quantum superposition of macroscopic states[8]. Coher-
ent oscillations between different distinct quantum states (macroscopic quantum coher-
ence), and their manipulation have also been extensively reported in these devices[9, 10].
Among JJ based devices, Superconducting QUantum Interference Devices (SQUIDs),
combining Josephson effect with quantization of magnetic flux in superconducting loops,
manifest an astonishing macroscopic quantum coherence[11]. Moreover, they are among
the most sensitive magnetic flux and field detectors, and for this reason can be employed
for several applications [12, 13, 14, 15, 16]. In this respect, the use of high critical tempera-
ture superconductors allows to extend the operation temperature range, with a significant
reduction of the costs involved[17].

1



2 1.2. SUPERCONDUCTIVITY

Furthermore, the observation of quantum coherence made JJ based devices very at-
tractive to serve as quantum-bits (qubits) in quantum information processing[18, 19]. The
advantage of using superconductors lies in the presence of a well-developed energy gap for
the excitation spectrum of quasiparticles, resulting in very low dissipation, which helps to
preserve phase coherence over rather long time scales (up to hundreds of µs)[20]. More-
over, these devices allow for scalability and excellent control, thanks to well-established
fabrication and advanced measurement techniques.

Unconventional JJs made of high critical temperature superconductors represent an-
other possible candidate for realizing such macroscopic quantum circuits. For this class
of materials, the d−wave symmetry of the order parameter, describing the superconduct-
ing state, opens the possibility to explore new configurations[21]. However, because of
the very challenging fabrication, and above all of the extra decoherence coming from the
presence of nodal quasiparticles and zero-energy bound states, d−wave JJs have not been
pursued much in this field. On the other hand, the realization of quantum circuits made of
HTSs could be used to investigate fundamental physics in previously inaccessible regimes,
and pave the way for the understanding of the microscopic mechanism leading to super-
conductivity in these materials. Recent findings have demonstrated macroscopic quantum
behavior in YBa2Cu3O7-δ (YBCO) bi-epitaxial Josephson junctions[22, 23] and a fully de-
veloped gap in the quasiparticles excitation spectrum in the superconducting island of
a YBCO single electron transistor at very low temperatures[24]. These findings clearly
require a reconsideration of the dissipation mechanisms in HTSs, and this thesis work
follows up on that. The main focus is on the characterization of noise and decoherence
sources intrinsic to the material itself. In particular, the thesis presents results from the
study of noise properties of YBCO nanowire based nanoSQUIDs, and the investigation
of decoherence in a YBCO transmon quantum circuit.

1.2 Superconductivity
Discovered by H. K. Onnes[25] in 1911, superconductivity represents one of the main
breakthrough in solid state physics of the last century. Onnes first observed that some
metals like: mercury, lead and tin, cooled down below a certain critical temperature (Tc),
show an abrupt decrease of the electrical resistance by several orders of magnitude: perfect
conductivity. However, superconducting materials are more than perfect conductors. In
fact, when the temperature is reduced below Tc, the magnetic field is completely expelled
from a superconductor, exhibiting perfect diamagnetism. This effect arises from the
presence of persistent screening currents, which flow to compensate the externally applied
magnetic field inside the superconductor, and is known as Meissner effect, from the name
of the physicist who first experimentally observed this phenomenon in 1933[26].

A first successful phenomenological description of the two above mentioned electro-
dynamic properties of superconductors was given by the brothers F. and H. London in
1935[27]. They proposed two equations to describe the electric ~E and magnetic ~B field
inside the superconductor:

~E = µ0λ
2
L

∂ ~Js
∂t

~B = −µ0λ
2
L∇× ~Js, (1.1)
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where ~Js is the superconducting current density, λL =
√

ms
µ0e2sns

a phenomenological pa-
rameter known as London penetration depth, with ms, es and ns the mass, the charge
and the density of superconducting electrons, respectively. The London penetration depth
represents the length scale within which the DC-magnetic field can penetrate inside a su-
perconductor1, and it is material dependent.

A more complete phenomenological model, based on Landau’s mean field theory of
second-order phase transitions, was proposed by V. L. Ginzburg and L. Landau (GL)
himself[28]. They assume that the free energy F of a superconductor, near its super-
conducting transition, can be expressed in terms of a spatial-dependent complex order
parameter Ψ:

Ψ(~r) =
√
ns(~r)e

iφ(~r), (1.2)

where φ is known as the superconducting quantum phase. Equation (1.2) shows that
the order parameter is related to the density of the superconducting electrons, such that:
|Ψ|2 = ns; Ψ is nonzero in the superconducting state (ns 6= 0) and vanishes in the normal
state (ns = 0). Indeed, Ψ(~r) as expressed in Eq. (1.2) has the form of a wave function.
Beyond the results obtained from the London equations, the GL theory predicts a second
characteristic length scale ξ, over which spatial changes in Ψ occur. The coherence length
is material dependent, and it represents a fundamental parameter for describing physical
properties of the devices presented in this thesis work.

At the first, Ginzburg and Landau did not associate Ψ to any microscopic physical
parameter. This was done only after that a full microscopic theory of conventional super-
conductivity was developed in 1957 by Bardeen-Cooper-Schrieffer (BCS)[29]. Then the
GL equations were demonstrated to be a limit of the BCS theory when the temperature
approaches Tc[30]. The main idea behind the BCS theory is the concept of Cooper-pairs.
Two negative charges, like electrons, normally repel each other as a result of Coulomb
interaction. However, a metal is characterized by a positively charged ionic lattice, whose
vibrations (phonons) in certain conditions can mediate the electron-electron interaction re-
sulting in an effective attraction. Therefore, the net attraction, although small, can make
it possible the formation of electron pairs. As a consequence, two paired electrons, which
individually would obey to Fermi-Dirac statistics (fermions) behave instead as bosons.
They are referred to as Cooper pairs. The Cooper-pairs can condensate occupying the
same quantum state (superconducting state), described by a wave function of the form
of Eq. (1.2). In the BCS framework, the effective phonon mediated electron-electron
attractive interaction Veff is written as[31]:

Veff (ω) = |geff |2
1

ω2 − ω2
D

, (1.3)

where geff is the effective electron-phonon coupling and ωD is the Debye frequency. Here,
ωD represents a cut-off frequency, above which the interaction becomes repulsive. A nega-
tive Veff promotes the formation of a bound state, i.e. for two electrons it is energetically
favourable to form a Cooper pair. The characteristic binding energy for Cooper pairs,
known as superconducting energy gap ∆, can be written as[31]:

∆ ' 2h̄ωDe
−1/N(EF )geff ' 1.76kBTc, (1.4)

1As regards AC transport properties, λL is the length scale on which AC-electromagnetic field pene-
trate in the superconductor.
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where EF is the Fermi energy, N(EF ) is the electrons density of state at the Fermi
level. Equation (1.4) is valid only in the limit N(EF )geff � 1, in the so-called weak
coupling approximation, which holds for most of the classic superconductors. Any energy
larger than 2∆ will break Cooper pairs and consequently destroy the superconducting
state. From Eq. (1.4), it is clear that to get a larger critical temperature Tc, one has
to increase ωD, N(EF ) or geff . Unfortunately, N(EF ) and geff are not independent:
increasing N(EF ) results in a larger screening of the phonons from the electrons and
therefore geff will decrease; a large geff can result in different instabilities (polarons,
charge density wave), which cause a drop of N(EF ). On the other hand, the Debye
frequency ωD is larger for light atoms and could results in a significant increase of Tc. In
fact, metallic hydrogen (possible at high pressure) is expected to be a room temperature
superconductor. Moreover, the highest Tc ' 203K has been recently observed in H2S
under high pressure[32]. However, for many decades, it was believed that Tc could hardly
reach the value of 30 K (the highest experimentally measured was Tc = 23 K for a
niobium-germanium compound). Only with the discovery of superconductivity in copper
oxides (cuprates), first made for La2-xBaxCuO4 (Tc ' 30 K) by G. Bednorz and K. Muller
in 1986[1], the critical temperature was drastically increased. It soon exceeded the value
of the nitrogen boiling temperature (T = 77 K) with the experimental observation of
superconductivity in the YBa2Cu3O7-δ (YBCO, Tc ' 90 K) in 1987[33].

Cuprates, together with other materials, form a new class of compounds known as
High critical Temperature Superconductors (HTSs), whose physical properties differ from
the conventional superconductors or Low critical Temperature Superconductors (LTSs)
properly described by the BCS theory.

1.3 High-Tc superconductivity in cuprates: YBCO
The discovery of high critical temperature superconductivity in copper oxides is consid-
ered one of the most important scientific achievements of the twentieth century. These
strongly correlated electron systems exhibit different aspects of quantum matter physics,
and have attracted and frustrated many researchers during the last three decades. The
understanding of the microscopic mechanism behind superconductivity in these materi-
als is still an unsolved problem. If one thinks in terms of BCS theory for conventional
superconductors, cuprates would be expected to be the least likely materials to show su-
perconductivity. In fact, even though one replaces the electron-phonon with any other
attractive interaction (mediated by a different excitation), the electrons density of state
N(EF ) will still be not well defined. The reason is that, in the normal state, cuprates
have not a conventional Fermi surface. They are not standard metals above Tc. Moreover,
the direct proportionality between the Debye frequency ωD and the critical temperature,
as expressed by Eq. (1.4), does not hold for cuprates. Even using a generalized ex-
pression (not only valid in the weak limit approximation), would result in a too large
electron-phonon coupling[34].

In general, the structural and transport properties of cuprates are very complex and
strongly doping dependent. Among the cuprates family, YBCO is the most known, the
first to show a Tc larger than the nitrogen boiling temperature, and the most studied
perovskite. Moreover, it is the main superconducting material used for this thesis work.
The YBa2Cu3O7-δ is characterized by a more complex crystallographic structure compared
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to LTSs. It consists of three stacked perovskite cells (see Fig. 1.1), and its structure is
doping dependent. If the oxygen content is such that δ = 1, the structure is tetragonal
(a = b) and the material is insulating (see the phase diagram for hole doping per planar Cu
atom p < pmin = 0.05, Fig. 1.2). By increasing the oxygen content up to the critical point
characterized by δ = 0.65 (p = 0.05), the structure becomes orthorhombic, CuO chains are
formed along the b direction with a consequent elongation of the b-axis. In this particular
case, the unit cell is characterized by an Yttrium atom (orange sphere) surrounded by two
CuO2 planes in the middle, and CuO chains with a Barium atom (green spheres) at the
center in the top and the bottom layers (see Fig. 1.1). The unit cell lattice parameters for
optimally doped YBCO (δ = 0.05, p = 0.16) are: a = 3.82 Å, b = 3.89 Å, and c = 11.69 Å.
The CuO chains act as charge reservoirs for the CuO2 planes, where most of the carriers
are localized. Because of the poor coupling between CuO2 planes and the larger carrier

Figure 1.1: Unit cell sketch of an orthorhombic, optimally doped YBCO.

density localized in those planes, the transport properties for both the normal and the
superconducting state are strongly anisotropic. In particular, superconductivity is much
weaker along the c-axis compared to the ab planes. Moreover, due to the orthorhombic
unit cell (a < b), transport is also anisotropic in the ab planes for untwinned2 YBCO single
crystals and thin films close to optimal doping. In-plane anisotropy for YBCO has been
experimentally observed for the London penetration depth[35], the normal resistivity[36],
the critical current[37] and the energy gap[38, 39]. A summary of the superconducting
parameters of optimally doped YBCO, in comparison to most common LTS materials,
are listed in Table 1.1. Orthorhombic YBCO is very reactive and prone to oxygen out-
diffusion, which results in a deterioration of the superconducting properties. This makes

2a- and b-axis are not randomly oriented.
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the superconducting YBCO very difficult to handle, especially during the micro- and
nano-fabrication processes as it will be discussed in section 3.2.

Figure 1.2 shows the phase diagram of the YBCO, where the different electronic phases
are plotted versus temperature and the hole doping per planar Cu atom (p), and the dif-
ferent phases are indicated. In details, starting from the zero doping (p = 0), the parent

Figure 1.2: Phase diagram of the YBCO as a function of the temperature and the hole doping
p. The different phases occurring for this material are also indicated. AF labels the antiferro-
magnetic insulating region, CDW the charge density wave, and SC the superconducting dome.
T ∗, Tc and Tcoh are respecitively the pseudogap, the critical and the coherence temperature.

compound is antiferromagnetic insulating. Magnetism origins from repulsive interactions
between electrons, which is in contrast with the attractive interaction forming Cooper-
pairs and inducing superconductivity. YBCO becomes conducting upon doping with
holes. Above the critical temperature Tc (normal state), the transport phenomenology
of the cuprates is not explainable with classic theory of metals. YBCO first exhibits a
behavior specific to copper oxides HTS known as “pseudogap” regime, characterized by a
significant suppression of the electron density of states. The pseudogap has been detected
by several experiments in a wide range of temperature right above Tc and specifically in
the underdoped region (p < 0.16)[40]. Whether the pseudogap is related or not to the su-
perconducting gap is still under debate[41, 42]. Moreover, in the same region of the phase
diagram, many recent experiments have proven the existence of various forms of order
such as: charge density wave (CDW)[4, 5], spin density wave (SDW)[43], and electron
nematic order[44]. By further increasing the doping, above Tc, YBCO is then referred
to as “strange” or “bad” metal. Compared to conventional metals, it is characterized by



Chapter 1. Introduction 7

a smaller conductivity, and different frequency and temperature dependencies (R ∝ T ).
Such behaviour is usually described by the “marginal Fermi liquid” model[45], and it has
been observed in a large number of materials belonging to the strongly correlated elec-
tron systems family with no superconducting transition. This might suggest that such a
behaviour has no correlation to high-Tc superconductivity. Finally, the section of phase
diagram defined by p > 0.16 is known as overdoped region, and in particular, is described
by a Fermi liquid model (R ∝ T 2).

The superconducting dome (dark red region) is delimited by the critical temperature
Tc and the hole doping values ranging between pmin = 0.05 ≤ p ≤ pmax = 0.27. It presents
two plateaus: a first one at Tc ' 90 K, related to the optimal doping (p = 0.16); a second
one at Tc ' 60 K whose origin is believed to be due to the presence of the CDW order
competing with superconductivity.

Material Tc(K) λa;λb;λc (nm) ∆ (meV) ξab; ξc(nm) Hab
c2 ,H

c
c2(T )

YBCO 94 150-300; λa/1.3; ' 1000 20-25 1-3; ' 0.2 250;120
Nb 9 44 1.5 40 3
NbN 16 200 1.5 5 20
Al 1.2 16 0.2 1600 0.01

Table 1.1: Main superconducting parameters for optimally doped YBCO, compared to some of
the most common LTS materials[46, 47]. Tc is the critical temperature. λa, λb, λc are respectively
the London penetration depth along the a−, b− and c−axis. ∆ is the superconducting energy
gap. ξab and ξc are the coherence length along the ab− plane and the c−axis, respectively. Hab

c2

and Hc
c2 are respectively the upper crtical magnetic field along the ab− plane and the c−axis.

1.3.1 Symmetry of the superconducting order parameter

As stated in section 1.2, the GL order parameter Ψ(~r) identifies a macroscopic wave func-
tion describing the collective superconducting state, and it is proportional to the energy
gap ∆(~r). Whilst GL equations are proven to be valid only in a range of temperature near
Tc, as regards the pairing symmetry, the identification of the energy gap ∆(~r) with the GL
order parameter is expected to be valid in the whole temperature range below Tc. This
arises from the fact that the order parameter represents the degree of the long-range phase
coherence in the pair state[48]. Following BCS theory, in momentum space (k-space), the
pair function Ψ can be written as: Ψ(~k) = ∆(~k)/2E(~k), where E(~k) is the quasiparti-
cles energy dispersion. The gap symmetry can be determined experimentally even if a
detailed knowledge of the microscopic pairing mechanism leading to superconductivity
is missing. Many different experimental techniques (angle-resolved photoemission spec-
troscopy, specific heat, thermal conductivity, tricrystal experiment, etc) exist to determine
the symmetry of the order parameter[48].

Differently from conventional LTS, which are s-wave, it is well established[48, 49] that
cuprates are mainly characterized by a superconducting order parameter with a d-wave
symmetry. In particular, a dx2−y2 symmetry, with the superconducting wave function
changing sign by a 90-degree rotation (see Fig.1.3).

Lobes with opposite sign exhibit a relative phase shift of π. Indeed, the energy gap
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Figure 1.3: Sketch of a pure s-wave (a) and a pure d-wave (b) order parameter.

changes in the k-space as expressed by the following equation:

∆(~k) = ∆0(cos (kxa)− cos (kya)), (1.5)

where ∆0 is the maximum value of ∆(~k), and a is the in plane lattice constant. Equa-
tion (1.5) indicates that the cuprates superconducting state is gapless (∆(~k) = 0) along
the (110) direction, i.e. nodal lines, which are rotated by 45° with respect to the direc-
tion of the lobes (see Fig. 1.3(b)). Such specific pairing has fundamental consequences
on transport and thermodynamic properties, associated to the existence of zero-energy
quasiparticles excitations at the lowest temperatures. The presence of a subdominant com-
ponent for the superconducting order parameter has been predicted theoretically[50, 51],
and recently demonstrated experimentally by several studies[24, 39]. The occurrence of a
subdominant order parameter, possibly opening a full superconducting gap, will strongly
alter the intrinsic AC dissipation channels of a d−wave superconductor and therefore
affect the behaviour of the quantum devices studied in this thesis (see section 2.5.1 for
a detailed discussion). Moreover, an accurate knowledge of the ground-state and of the
low-energy excitations spectrum is a crucial step towards a better understanding of the
origin of superconductivity in cuprates.

1.4 Thesis structure
The rest of this thesis is structured as follows: chapter 2 presents the theoretical framework
of the investigated devices. It starts with the basics of the Josephson effect, with a specific
focus on the modelling of the current-voltage characteristics of a Josephson junction.
Next, the realization of HTS Josephson junctions implementing grain boundary techniques
is introduced, and the effects of the d−wave symmetry of the superconducting order
parameter on its transport properties are presented. In particular, the d−wave order
parameter results in the formation of the so-called midgap states (Andreev bound states at
the Fermi energy), which have a strong influence on the quantum coherence of a Josephson
junction based quantum device. The employment of Josephson junctions as key building
elements of superconducting quantum interference devices (SQUIDs) and of microwave
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transmon quantum bits is discussed. The chapter also includes the description of the
co-planar waveguide (CPW) superconducting resonator, employed for readout operations
of a transmon. The possible material related microwave loss mechanisms are discussed.

In chapter 3, the experimental details reported in this thesis and in all the appended
papers are introduced. First, the modelling of the studied devices is discussed and all the
characteristic parameters are listed. Then, the main fabrication methods are described,
with a special attention at the realization of grain boundary bi-epitaxial Josephson junc-
tions. The chapter is concluded with a description of the experimental techniques and
the measurement setups employed for all the different investigations.

In chapter 4, the results from appended papers I and II, regarding the investigation of
nanowire based YBCO nanoSQUIDs, are combined and presented. First, the transport
properties are analyzed and a comparison to numerical methods is made. Then, the
noise performances are presented and analyzed aiming at both the understanding of the
microscopic mechanisms contributing to the measured noise and at a possible applications
of the nanoSQUIDs as magnetic flux and field detectors. Extra experimental data, beyond
those presented in paper I and II, are discussed to provide a more complete and clear
picture.

In chapter 5, the experimental results from the investigation of the microwave losses
coming from the materials involved in the fabrication of a YBCO CPW resonator, in-
cluding both the dielectrics and the superconductor itself, are reported. The unloaded
quality factor data in the millikelvin temperature range and at very low input power are
analyzed in relation to the two-level systems model related to dielectric losses. Finally,
the feasibility of a YBCO transmon qubit in the single photon limit is addressed. These
results are discussed and reported in the appended papers III and IV.

In chapter 6, the realization and the first characterization of an all-YBCO transmon
quantum bit, made out of bi-epitaxial Josephson junctions, are introduced. Transmis-
sion data through the qubit-cavity system, showing vacuum Rabi splitting, are presented.
Decoherence intrinsic to the YBCO material, is analyzed in the presence of a large mag-
netic field up to 9 Tesla and a comparison to the DC-characterization of the employed
Josephson junctions is made. An improvement of the transmon quantum coherence time
at high magnetic field is observed and associated to a possible presence of a subdominant
imaginary s−wave component of the order parameter.

Finally, in chapter 7, the thesis is concluded with a short summary of the main results,
illustrating also possible outlook and outlining future works.
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Chapter 2
Theoretical background

The aim of this chapter is to provide a theoretical background for the understanding of
the experimental results presented in this thesis and in the appended papers. First, the
physics of a conventional Josephson junction is described, and the implementation of grain
boundaries to realize HTS junctions is discussed. Then a possible microscopic description
of the Josephson effect in these structures is given in terms of the Andreev bound states.
Next, the main mechanisms of a nanowire based SQUID is discussed in comparison to
a Josephson junctions based one. After that, the concepts of a superconducting CPW
resonator, together with a description of the microwave loss mechanisms involved for this
device, are presented. Finally, the superconducting transmon qubit is introduced.

2.1 Josephson effect

Josephson junctions represent the key elements for various superconducting devices. The
knowledge of the physics behind the Josephson effect is a crucial prerequisite. The super-
conducting state is regarded as a macroscopic quantum state, where a number of electrons
pair and condense in the same ground state. This collective state is described by a sin-
gle wave function as expressed by Eq.(1.2). If one considers two superconductors (SCs)
separated by a macroscopic distance, each of them will be characterized by a supercon-
ducting quantum phase, which can be varied independently. However, if the separation
distance l is reduced (short barrier), a coupling between the two SCs is created. The
coupling is related to the overlapping of the two wave-functions across the barrier (see
Fig.2.1). Cooper-pairs can tunnel through the barrier, and the two SCs plus the barrier
are coupled. This phenomenon is known as Josephson effect [52]. The Josephson effect
can not only take place through an insulating but also through a normal barrier, and by
realizing various types of the so-called “weak links” (Dayem bridges[53], point contact[54],
etc). Two superconductors separated by a weak link are referred to as Josephson junction
(JJ).

2.1.1 Josephson equations

Lets consider two superconductors separated by a short tunneling barrier, as sketched
in Fig.2.1. The superconducting states of the left and right SC, labeled SCL and SCR

11
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Figure 2.1: Schematic of a Josephson junction. ΨL and ΨR are respectively the wave function
for the left (SCL) and the right (SCR) superconductor. The overlap of the wave functions along
the barrier is shown.

respectively, are described by the wave functions: ΨL,R(~r) = |ΨL,R(~r)|eiφL,R . Considering
the coupling between the two SCs, and the consequent Cooper-pairs tunneling, the quan-
tum state ΨJ for the JJ is a superposition of basis states for ΨL(~r) and ΨR(~r). Without
going into the details (see ref.[55] for the full derivation), the Josephson equations can
be obtained starting from the time evolution of ΨJ described by the Schrödinger equa-
tion, and using an Hamiltonian H = HL + HR + HT . Here HL and HR describe the
unperturbed states of the left and right SC respectively, whereas HT (tunnelling Hamil-
tonian) the interaction between the states. The latter is written in terms of the coupling
amplitude K, which represents a measure of the interaction between the two SCs, and de-
pends on the specific properties of the junction (geometry, type of barrier, etc). Assuming
|ΨL(~r)| = |ΨR(~r)| = √ns, and setting φ = φL − φR, we get the following expressions:

I = Ic sinφ (2.1)
∂φ

∂t
=

2e

h̄
V , (2.2)

where h̄ is the reduced Planck constant, and Ic = 2K/h̄ns is known as critical current
of the junction. Equations (2.1) and (2.2) are known as Josephson equations (JE). The
second of the JE (2.2) states that at zero voltage V = 0, the phase difference φ across
the JJ is constant (not necessarily zero), and from Eq. (2.1) current can flow through the
barrier without any voltage drop up to a critical value Ic. This is known as DC-Josephson
effect. If the current exceeds the critical value, a finite voltage drop across the JJ is
observed and the phase difference φ varies over time as expressed by equation (2.2). At
any finite voltage V 6= 0, with the phase difference φ evolving in time, Eq. (2.1) results in
an alternating supercurrent. This is known as AC-Josephson effect. Consequences of the
AC-Josephson effect can be observed as current steps on the DC I-V characteristics of a JJ,
by irradiating the junction with a microwave signal. The AC-Josephson current locks to
the microwave radiation, generating current steps at well defined constant voltage values:
Vn = nh

2e
f0, known as Shapiro steps[56]. Here n = (±1,±2, ...) is an integer number, and

f0 is the frequency of the microwave radiation.
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From an electrical circuit point of view, a Josephson junction acts as a non-linear
inductance. This can be easily obtained taking the time derivative of the Josephson
current in Eq.(2.1):

dI
dt

= Ic cosφ
dφ
dt

= Ic cosφ
2e

h̄
V, (2.3)

thence the voltage across the junction writes as:

V =
h̄

2eIc cosφ

dI
dt
. (2.4)

Now, recalling that V = LdI
dt
, one obtains the following equation for the Josephson induc-

tance:
LJ =

h̄

2eIc cosφ
=

Φ0

2πIc cosφ
, (2.5)

where Φ0 = h/2e is the magnetic flux quantum. Equation (2.5) indicates a diverging
Josephson inductance at φ = (2n + 1)π

2
, and that in general LJ is not linear as a conse-

quence of the 1/ cosφ term. Since it behaves as an inductance, an important property of
a Josephson junction is the capability to store energy from the tunnelling of Cooper-pairs,
known as Josephson energy EJJ . The Josephson energy can be derived by taking the time
integral of the power across the junction, as follows:

EJJ(φ) =

∫
IV dt =

∫
Ic sinφ

h̄

2e

dφ
dt

dt = −Ich̄
2e

cosφ = −EJ cosφ, (2.6)

where EJ = Ich̄
2e

= IcΦ0

2π
is the maximum Josephson energy. The non-linearity of the

Josephson energy is extremely important to build up superconducting quantum circuits,
as it will be discussed in section 2.5.

2.1.2 RCSJ model for a Josephson junction

The measurement of the IV characteristic of a Josephson junction is typically performed
by connecting the JJ to a bias current source and measuring the voltage drop across the
junction. While equation (2.1) suffices to describe the zero voltage DC properties of a JJ,
a more complete description is required for the finite voltage state. A simple way to de-
scribe the behaviour of a current biased Josephson junction is represented by the so-called
resistively and capacitively shunted junction (RCSJ) model. Within this model the JJ is
included in a lumped elements circuit (see Fig.2.2) together with a resistor R, accounting
for the dissipation due to the presence of quasiparticles in the finite voltage state, and
a capacitor C, representing the capacitance between the two superconducting electrodes
both across the barrier and the stray capacitance through the dielectric substrate. The
appropriate value for R is of the order of the normal resistance RN for an SNS junction,
an ScS junction, and an SIS junction close to Tc. Here the normal resistance RN is the
junction resistance measured at voltage values above 2∆. According to BCS theory, the
appropriate value of R for high quality SIS junctions at voltages smaller than 2∆ increases
exponentially with lowering the temperature as RNe

∆/kBT , which takes into account the
freezing-out of quasiparticles at low temperatures. Indeed, R is voltage dependent and
should be chosen in the best possible way to represent the highly non-linear quasiparticles
conductance. Referring to the circuit in Fig.2.2, the total current resulting from the sum
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Figure 2.2: Sketch of the current biased RCSJ circuit, showing the lumped elements used to
model a Josephson junction. R models the dissipation in the normal state; C accounts for the
capacitance across the barrier and superconductors/substrate stray capacitance.

of the current through the JJ, the resistor R and the displacement current through the
shunting capacitance C, can be derived equating it to the bias current Ib, and writes as
follows:

Ib = Ic sinφ+
V

R
+ C

dV

dt
. (2.7)

Using the second Josephson equation (2.2), it becomes:

Ib = Ic sinφ+
h̄

2eR

dφ

dt
+
h̄C

2e

d2φ

dt2
. (2.8)

Introducing the dimensionless parameters: τ = ωpt, where ωp =
√

2eIc
h̄C

is the so-called
“plasma frequency”, and the quality factor Q = ωpRC, equation (2.8) writes as:

Ib
Ic

= sinφ+
1

Q

dφ

dτ
+
d2φ

dτ 2
. (2.9)

The quality factor Q is directly related to the damping factor βc = 2e
h̄
IcR

2C, introduced
by Stewart and McCumber[57], via the relation Q =

√
βc. The RCSJ model described by

equation (2.8 or 2.9) has a mechanical analogy that helps to picture the time evolution of
the superconducting phase. The dynamics of the phase, in fact, is qualitatively like the
one of a particle of mass mφ = (h̄/2e)2C moving in a tilted washboard potential U(φ) (see
Fig. 2.3) given by:

U(φ) = −EJ cosφ− h̄Ib
2e
φ, (2.10)

and subject to a drag force: (h̄/2e)2(1/R)(dφ/dt). Within this mechanical analogy, the
phase difference φ represents the position coordinate of the particle; the maximum Joseph-
son energy EJ is the characteristic energy scale involved in the phase dynamics (2EJ ≡ ∆U
coincides with the barrier height at Ib = 0), and the applied bias current Ib causes a tilt
of the potential. At zero temperature T = 0, when the bias current exceeds the maxi-
mum critical current (Ib > Ic) the phase particle starts to move along the potential (the
junction is in the running mode) following a trajectory that depends on the dissipation
αd = 1/Q. The smaller is the Q factor, the steeper is the trajectory, represented by an
arrow in Fig.2.3. The I-V characteristic is then determined by the time evolution of the
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Figure 2.3: Plot of the washboard potential expressed by Eq. (2.10) as a function of the phase
φ for bias current sweep from Ib = 0 to Ib = 1.5Ic. The fictitious phase particle for the over-
damped (a) and under-damped (c) case are depicted. (b) and (d) Retrapping process of the
fictitious phase particle when the bias current is decreased from a value Ib � Ic towards zero.

phase difference φ. Two main regimes can be distinguished depending on the value of the
damping parameter βc:

• βc � 1, over-damped regime;

• βc � 1, under-damped regime.

In the over-damped regime, the capacitance is negligible and the second time derivative in
equation (2.8) can be neglected. Integrating the resulting equation over time, one obtains
the average voltage:

< V >= R(I2
b − I2

c )1/2. (2.11)

If Ib < Ic, the phase particle remains trapped in a local minimum of the washboard
potential, and the average voltage across the junction is zero (superconducting state).
For Ib > Ic the phase particle is in the running regime, and a voltage drop is observed
as expressed by eq.(2.11). By further increasing Ib the voltage drop smoothly increases
(see Fig. 2.4(a)) following eq.(2.11), until it behaves like a normal resistor described by
Ohm’s law (V = IbR for Ib � Ic). Then, by reducing back the bias current, the phase
particle gets trapped in the potential well once Ib reaches Ic (see Fig.2.3(b)).

In the under-damped regime, the capacitance can not be neglected and eq.(2.8) has
to be solved numerically to obtain the time averaged voltage < V >. As result of the
low dissipation (Q > 1), the I-V characteristic of an under-damped Josephson junction
is hysteretic (see Fig. 2.4(b)). First, when Ib exceeds Ic, the phase particle follows a
straight trajectory (see Fig. 2.3(c)) and as a result the voltage V jumps discontinously
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from V = 0 up to a finite value. Assuming a voltage independent resistance R = RN , the
voltage would assume the normal value V = IcRN . Then, due to low dissipation, once
the bias current Ib is reduced back to Ic, the phase particle is not immediately trapped
back by the potential well. In fact, the phase particle gets only retrapped once Ib reaches
the retrapping current Ir ' 4Ic

πQ
[31](see Fig.2.3(d)), which depends on the quality factor.

Figure 2.4: Sketch of typical IV characteristics for over-damped (a) and under-damped (b)
Josephson junctions.

2.1.3 Grain boundary HTS Josephson junctions

The simplest way of realizing a Josephson junction is to interpose a thin insulating barrier
between two superconducting electrodes. This technique is unfortunately very difficult to
implement with HTSs. The reason of this difficulty lies mainly in the very short coherence
length (see Table 1.1), but also in the complex crystal structure and the high instability of
these materials. An alternative way is to use a controlled grain boundary (GB) to realize
a JJ[58]. A GB is formed at the region between grains with different crystallographic
orientations. GBs are normally classified in terms of the rotation necessary to go from
one grain to the other, and they are associated to a high degree of disorder. In fact,
in order to accommodate for the lattice mismatch between the two crystals in contact,
different types of defects are formed (dislocations, changes in the stoichiometry, inter-
granular phases and/or micro-cracks). Such disorder is responsible for the poor electrical
transport properties (low value of the critical current density Jc) of polycrystalline HTS.
However, GBs characterized by a large enough angle can act as a tunneling barrier, and
can form very high quality Josephson junctions[58]. Therefore, high-Tc superconducting
GBs are very appealing both for applications and basic physics studies.

The main fabrication techniques for the realization of controlled GBs are:

• bicrystal junctions[59], for which a special substrate, obtained by assembling two
pieces of the same material characterized by different crystallographic orientations
(see Fig.2.5(a)), is required. The HTS film deposited on such a substrate grows
epitaxially according to the different crystal orientations and a GB is formed at the
bicrystal line. Bicrystal junctions have rather reproducible properties, but they are
not versatile, i.e. they do not provide freedom in the design.



Chapter 2. Theoretical background 17

• step-edge junctions[60]: they are obtained by growing a HTS film on a substrate
where a step has been etched (see Fig.2.5(b)). With this technique two GBs are
formed, one at the bottom and another at the top of the step. The presence of
two junctions in series is detrimental for most applications. Possible approaches to
solve this issue consist in realizing junctions at the top and bottom of the step with
very dissimilar critical currents [61] or creating a smooth bottom edge, such that
the bottom GB junction does not form[62].

• biepitaxial junctions[63]: they make use of of patterned template layers (seed layers)
to change the epitaxial relations between the HTS thin films and the substrate. A
possible example is shown in Fig.2.5(c), where the YBCO grows c-axis oriented on
the seed layer whereas is (103) oriented on the bare substrate. The GB is formed at
the interface between the two different growth orientations similar to the bicrystal
case. The bi-epitaxial technique is the one used in this thesis work. More details of
the fabrication methods are reported in section 3.2.

Figure 2.5: Cartoon of the three main different grain boundary technologies employed for
cuprates high critical temperature superconductors: bicrystal (a), step-edge (b) and bi-epitaxial
(c).

Among the different techniques listed above, the bi-epitaxial one is the most versatile. In
fact it allows to place the GBs freely on the substrate and to realize GBs characterized
by different Josephson transport directions with respect to the orientation of the order
parameters in the electrodes. Different grain boundary angles α are obtained by changing
the orientation of the GB line, defined by the seed layer, with respect to the in plane
orientation of the substrate, as it is shown in figure 2.6. Here the angle α is measured
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from the [1-10] in-plane direction of the (110)LSAT substrate. Depending on α, different
GB structures can be obtained.

Figure 2.6: Cartoon of bi-epitaxial grain boundary junctions. The main different GB structures
used in this thesis work are labelled.

The grain boundaries are classified as tilt if the rotation to go from one grain to the
other is around an axis perpendicular to the normal n̂ to the boundary (see Fig.2.7(a)), as
twist if the rotational axis is parallel to n̂ (see Fig.2.7(b)). Figure 2.7 shows a schematic
of a 45°[010]-tilt (a) and of a 45°[100]-twist GB junction (b), which in this thesis are
respectively referred to as α = 0° and α = 90° junction.

Figure 2.7: Cartoon of a GB α = 0°, 45°[010]-tilt (a), and a GB α = 90°, 45°[100]-twist(b).

Different angles α characterize GBs with different structures, but also with different
transport properties due to the d−wave symmetry of the order parameter. This aspect has
great influence in the transport properties of the junctions. The current-phase relation,
in fact, will strongly depend on the relative orientation of the order parameter in the two
junction electrodes[64]. It has been shown that the critical current density Jc of a d−wave
junction depends on the orientation of the order parameter with respect to the GB line,
as expressed by[65]:

Jc = Jc,max(n
2
x − n2

y)L(n2
x − n2

y)R sinφ, (2.12)

where nx and ny are the components of the normal vector to the GB interface n̂ along
the crystallographic axes, subscripts L and R refer respectively to the left and the right
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junction electrode. Equation (2.12) implies that junctions with the lobes of the order
parameter facing each other have a larger Jc compared to lobe to node or node to node
junctions. In general the GB interface of a HTS is characterized by a meandering struc-
ture due to the granularity of the films, with facets on the length scale of 100-200 nm.
The faceting results in a GB with different interface angles, as schematically sketched in
Fig.2.8. This influences the transport properties of the junctions, which will then be the
result of an averaging effect over the different facets. According to Eq.(2.12) each facet is,
in fact, characterized by a different Jc. In order to reduce the number of facets at the GB

Figure 2.8: Schematic of the faceting of a grain boundary interface in combination with the
d−wave symmetry of the order parameter.

interface, which strongly depends on the growth conditions and the GB angle, sub-micron
sized GB junctions are necessary.

In this thesis work, nanometer sized bi-epitaxial GB YBCO junctions are used as key
element for building superconducting quantum circuits to study fundamental properties
of cuprates.

2.2 Andreev bound states in high-Tc junctions
Andreev bound states provide a possible microscopic description of Josephson transport
in grain boundary junctions. Lets first consider an interface between a normal metal and a
superconductor (NS), an electron moving from the normal electrode towards the interface,
with energy |E| < ∆, can not penetrate into the superconductor. It can either be normally
reflected as electron with opposite momentum or as hole with the same momentum,
generating a Cooper pair in the superconductor (Andreev reflection). The concept of
electron-hole conversion, i.e. “on a superconductor surface, electrons are reflected as
holes and holes are reflected as electrons”[66], was introduced by Andreev[67]. Andreev
reflections induce the formation of surface states. In fact, each Andreev reflection is
associated to a shift of the phase ϕ of the electron/hole wavefunction. A surface state
then is associated to a closed quasiparticle trajectory (see Fig.2.9(a)), and its energy can
be obtained from the Bohr-Sommerfeld quantization condition, according to which the
total phase accumulated along a closed cycle has to be equal to an integer number n of
2π:

∮
Γ
∇ϕ dΓ = 2nπ.
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The energy of these states depends on the surface properties and on the symmetry
of the superconducting order parameter (or gap ∆). In fact, while for an s−wave super-
conductor surface states at the Fermi energy can not exist, for a d-wave superconductor
with specific orientations of the order parameter, the surface states can occur at the Fermi
energy. These are known as midgap states (MGS). The presence of MGS is due to the fact
that the phase of the d−wave order parameter (gap) is angle dependent1(see Fig. 2.9(b)).
Therefore, for some specific quasiparticle trajectories, the probed order parameter (gap)

Figure 2.9: Sketch of an INS interface with an isotropic s-wave superconductor (a) and an
anisotropic d-wave superconductor (b), showing a quasiparticle path generating the surface state.
L is the size of the normal region N, which models the gap suppression in the vicinity of the
surface. In (b) α represents the orientation angle of the order parameter in respect to the surface
normal direction.

shows a different sign before and after reflection. The observation of the MGS from
electrical transport measurement provides a strong proof of a d-wave symmetric order
parameter[68]. In the presence of a subdominant imaginary s- or d-wave order parameter,
which could be energetically favorable when the main d-wave gap is suppressed and at
low temperatures[50, 69, 70, 51, 71], MGS are significantly modified. The MGS, in fact,
are shifted away from the Fermi energy to the energy level of the subdominant gap.

In superconducting junctions, the surface states can hybridize and create stationary
states for the whole junction, known as Andreev bound states. For high-Tc supercon-
ductors, due to the presence of MGS, zero energy quasiparticle bound states (ZEBS) can
be built. In general being associated to charge transfer, Andreev bound states can carry
current, and consequently they provide a microscopic description of the DC-Josephson
transport.

In the next section, following [66], the effect of midgap states on DC-Josephson trans-
port for specific orientations of the d-wave order parameter will be examined. A more
detailed discussion about Andreev bound states in d−wave superconductors can be found
in ref.[66] and references therein.

1d-wave symmetry for HTS is discussed in details in section 1.3.1
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2.2.1 Midgap states influence on DC-Josephson effect

In a Josephson junction the surface states from the two superconducting electrodes cou-
ple and form coherent bound states, known as Andreev bound states. Lets first consider
the case of a superconductor-normal-superconductor (SNS) junction, as sketched in figure
2.10 (a). In this structure an electron from the normal region, with energy lower than the

Figure 2.10: (a) Sketch of an SNS junction showing the formation of a bound states below
the gap energy. (b) Sketch of an SNINS junction with anisotropic d-wave superconductors. A
quasiparticle closed trajectory forming zero energy bound states is shown. αL,R represents the
orientation angle of the order parameter with respect to the surface normal direction, respectively
for the left and right superconductor. The normal regions NL,R model the gap suppression in
the vicinity of the surface.

gap and traveling towards the right superconductor, can experience an Andreev reflection
into a hole with same momentum but opposite velocity. The hole will then travel towards
the left superconductor getting Andreev reflected at the SN interface. It is like the quasi-
particle is trapped between the two superconducting electrodes: a bound state is created.
A similar scenario can take place for a HTS grain boundary Josephson junction (see Fig.
2.10 (b) where the normal regions N model a gap suppression in the vicinity of the sur-
face). Here, one can think of the Andreev bound states as a result of the hybridization
of the surface states at both the left and the right side of the insulating tunnel barrier.
Because of charge conservation, for each reflection on the right interface, a Cooper-pair
is transferred to the right superconductor. On the other hand, for each hole reflection
on the left interface a Cooper-pair is absorbed from the left superconductor. This results
in a DC-Josephson current through the whole device, which means that Andreev bound
states can provide a microscopic description of Josephson effect. Andreev states depend
on both the transparency D of the tunneling barrier separating the two superconducting
electrodes and the phase difference φ across the junction. The latter implies a phase
dispersion of the energy of the Andreev levels E(φ). In junctions with many transport
channels one talks about Andreev bands, where the width depends on D.

Within the Andreev states framework, junctions implementing d-wave superconduc-
tors are characterized by a Josephson current strongly dependent on the orientation (αL
and αR) of the order parameter in the superconducting electrodes (see Fig. 2.10 (b)).
One can consider three different cases:

1. no MGS at both sides of the junction;



22 2.2. ANDREEV BOUND STATES IN HIGH-TC JUNCTIONS

2. MGS at both sides of the junction;

3. MGS at only one side of the junction.

In the following the short junction limit is considered for all the three cases, with the
coherence length in the N region h̄vF/π∆ much larger than L. The first case is obtained
when the order parameter orientation on both sides is equal to zero (or π/2): αL = αR = 0.
The pure d0/d0 junctions behave as s-wave superconducting electrodes, with the Josephson
current dominated by Andreev states whose energy is close to the gap and that are
characterized by an energy dispersion proportional to the junction transparency D (see
Fig.2.11(a)). Here the phase dependent energy difference between Andreev bands is known
as minigap δ, the quasiparticle energy gap in the normal metal due to proximity effect
with the superconductor.

Figure 2.11: Andreev bound states energy dispersion for three different d−wave junctions:
d0/d0 (a), dπ/4/dπ/4 (b) and d0/dπ/4 (c). In all the three cases the junction transparency is
D = 0.01.

The second case, instead, is realized when αL = π/4 and αR = ±π/4. The pure
dπ/4/dπ/4 junctions are characterized by specific transport properties related to the pres-
ence of the MGS such as: critical current Ic values proportional to

√
D at low temperature

and an anomalous temperature dependence. In this case, the energy dispersion is given
by[66] (plotted in Fig.2.11(b)):

E± = ±|∆|
√
D cos

φ

2
. (2.13)
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At zero temperature, only the energy level below the Fermi level is populated and the
current of the MGS can be written as:

JMGS =
2ekF
h̄

〈
|∆|
√
D
〉

sin
φ

2
sgn
(

cos
φ

2

)
. (2.14)

Equation (2.14) implies a critical Josephson current proportional to
√
D, which is re-

lated to the resonant coupling of the MGS. For low transparancy junctions (D � 1),
Eq.(2.14) results in a much larger Josephson current compared to the conventional Joseph-
son transport (∝ D). At finite temperatures, with E+ < kBT , the upper level also gets
populated. Since the current carried by the two MGS energies E± flow in opposite di-
rections (J+ = −J−), the total current due to the MGS decreases and its temperature
dependence is expressed as[66]:

JMGS = −2ekF
h̄

〈
dE+

dφ
tanh

(
E+

2kBT

)〉
. (2.15)

Equation (2.15) indicates that the Josephson current for temperatures T such that kBT �
E+ (tanhx ' x) is proportional to 1/T .

Finally for the third case, which can be obtained with orientation angles αL = 0 and
αR = π/4, both an MGS band and a band at the gap edge are formed. The energy
dispersion of a specific MGS is shown in Fig.2.11(c). A d0/dπ/4 junction is character-
ized by π periodicity of the current-phase-relation and time-reversal symmetry breaking,
which results in the formation of surface currents producing magnetic field at the junction
interface.

In real grain boundary high-Tc junctions, all the three cases can occur due to mean-
dering of the GB line (faceting, see section 2.1.3) and scattering at the I interface. Thus,
the total Josephson current is the result of a weighted sum of the three different types. A
positive curvature of the Ic(T ) at low temperature might represent a hint of the presence
of MGS in GB junctions.

2.3 Superconducting QUantum Interference Device
In this thesis work, nanometer sized YBCO superconducting quantum interference de-
vices (SQUIDs) are identified as potential tools to employ for the study of the fluxoid
quantization at the nanoscale via electrical transport measurement. Moreover, they are
also analyzed in the perspective of possible future applications as magnetic flux or field
sensors. A SQUID, in fact, is a magnetic flux to voltage transducer, and it is one of the
most sensitive magnetic field detectors. It consists of a superconducting loop interrupted
by two Josephson junctions, or in general by two weak links. A cartoon of a typical
current biased DC-SQUID is presented in figure 2.12.

In most of the cases, especially for HTS grain boundary junctions, the two JJs are
characterized by different values of the critical current (Ic1 6= Ic2). In order to describe
the physics of the SQUID, the dependence of the critical current as a function of the
externally applied magnetic field needs to be derived. In the presence of an externally
applied magnetic flux Φe, as for any superconducting loop, the fluxoid quantization2 holds

2Since the wave function (order parameter) for a superconducting state is single valued, the fluxoid
through a superconducting loop can only be an integer multiple of the flux quantum Φ0[31].
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Figure 2.12: Cartoon of a current biased SQUID. A superconducting loop (blue) is interrupted
by two Josephson junctions formed by two weak links (orange).

for a SQUID as well. The fluxoid quantization writes as:

2πn = φ1 − φ2 + 2π
Φ

Φ0

, (2.16)

where Φ0 = h/2e is the flux quantum and Φ = Φe + LIs is the effective magnetic flux,
with L = L1 + L2 the total SQUID loop inductance and Is the screening current. The
total current flowing in a SQUID is given by the sum of the currents flowing through the
two JJs:

ISQ = Ic1 sinφ1 + Ic2 sinφ2. (2.17)

In the case of a symmetric SQUID, i.e. same critical currents for the two JJs (Ic1 =
Ic2), neglecting both the SQUID inductance (L ' 0) and the flux through the junctions
(ΦJ ' 0), the Ic(Φe) can be obtained by substituting φ1 from eq.(2.16) into eq.(2.17),
and then maximizing the resulting expression for the current ISQ with respect to φ2. One
obtains that the critical current Ic of such SQUID device modulates cosinusoidally with
the external magnetic flux as expressed by:

Ic = 2Ic1

∣∣∣∣cos

(
πΦe

Φ0

)∣∣∣∣ . (2.18)

In the general case of a finite loop of inductance L = L1 + L2, taking into account an
asymmetry of the SQUID arms inductances (L1 6= L2), the fluxoid quantization writes as
follows:

2πn = φ1 − φ2 + 2π
Φ

Φ0

+ 2πβL1 sinφ1 + 2πβL2 sinφ2, (2.19)

where βL1,L2 = L1,2Ic1,c2/Φ0 are the screening inductance factors. In order to obtain the
critical current modulation Ic(Φe) as a function of the externally applied magnetic flux,
the maximum of the total current ISQ (eq.(2.17)) has to be determined with the constrain
expressed by eq.(2.19) for the phases φ1,2. Different methods can be implemented for
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the derivation of Ic(Φe). The most suitable is based on Lagrange multipliers reported by
Tsang and van Duzer in ref.[72], with which two equations relating Φe and φ1,2 at the
critical current are obtained. A numerical iteration is then needed to compute Ic(Φe).
Details of the numerical computation are reported in ref.[72, 73]. In figure 2.13 (a), the
critical current modulation as a function of the external flux for different values of βL is
plotted. Larger values of βL imply a smaller modulation depth. It has been shown[74] that

Figure 2.13: (a) Critical current modulation as a function of the externally applied magnetic
flux for four different values of the screening inductance factor βL and δL = 0. (b) Critical current
modulation as a function of the externally applied magnetic flux for three different values of the
SQUID arms inductances asymmetry parameter δL. The curves have been calculated following
ref.[72, 73]. Here βL is set to 1.

the relative modulation depth scales as ∆Ic
Ic

= 1
βL
, in the limit Imaxc L � Φ0. Figure 2.13

(b) shows the critical current modulation for different values of the asymmetry parameter
for the inductances of the SQUID arms: δL = L1−L2

L1+L2
. Asymmetry in the SQUID arms

inductances results in a slanting of the critical current modulation pattern.

2.3.1 Flux noise in a SQUID

As for any other detector, the knowledge of the noise properties is fundamental to establish
the possible applications of the SQUID. Being the SQUID a magnetic flux detector, one
is mainly interested in the modelling of the flux noise such that it would be possible to
optimize the device performances.

The white flux noise limiting the performance of a DC-SQUID originates from voltage
noise in the shunting resistance of the Josephson junctions. Each of the current biased
JJs in a SQUID can be modelled as a parallel lumped element circuit (see Fig. 2.14),
including also a resistor R and a capacitor C (see section 2.1.2). Within this model, at
finite temperature T , the limiting flux noise S1/2

Φ can be calculated as Johnson noise across
the resistor R[75, 76], which writes as:

S
1/2
Φ = L

√
4kBT

R
. (2.20)
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Figure 2.14: Schematic circuit of a current biased SQUID. Each JJ is modelled as a lumped
element circuit with a resistor R and a capacitor C in parallel to the junction.

Assuming βL ∼ 1 and βC ∼ 1, one obtains:

βL ∼=
LIc
Φ0

∼ 1 ⇒ L ∼ Φ0

Ic

βC ∼
2π

Φ0

IcR
2C ∼ 1 ⇒ R ∼

√
Φ0

2πIcC
. (2.21)

Substituting equations (2.21) in Eq. (2.20), the flux noise can be written as follows:

S
1/2
Φ =

8√
2

(kbTL
3/2C1/2)1/2, (2.22)

where L is the total SQUID inductance3. From equation (2.22) it infers clearly that, in
order to improve the flux sensitivity, one needs to decrease both the SQUID inductance L
and the junction capacitance C. A reduction of L is realized by a smaller size of the SQUID
loop, whereas a smaller cross section of the JJ will result in a lower value of C. Modern
patterning techniques allow for the realization of SQUID loop size in the nanometer range
(nanoSQUID). However, reducing the JJ cross section to the nanometer scale might result
in a deterioration of the tunneling barrier and therefore of the transport properties of the
junction, with an increase of the critical current/normal resistance noise. Moreover, both
the critical current and temperature of the JJ will decrease, limiting the operational
temperature of the SQUID device to values far below the Tc of the superconducting
material. The latter drawback is particularly pronounced when high-Tc superconductors
are employed. One of the main advantages of using HTS, in fact, is the possibility to
extend the operational temperature of the sensor above the nitrogen boiling temperature
(see section 4 for more details).

3Equation (2.22) is also obtained from numerical calculations in the limit set by the expressions
(2.21)[77].
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1/f flux noise in SQUIDs

Noise power spectra proportional to 1/f at low frequency are observed in many different
physical systems and devices based on various materials, including semiconductors, normal
metals and superconductors. Moreover, the 1/f noise intensity depends not only on
the material but also on the technological methods used to realize the different devices.
Several processes, characterized by different relaxation rates γr, have been identified as
possible sources of 1/f noise. In dielectrics, for example, there exist low-energy excitations
that result in peculiar temperature dependencies of the dielectric permittivity at low
temperature[78], as it will be discussed in section 2.4. These processes are modelled
assuming that charged particles can occupy two separated positions, the so-called two-
level systems (TLSs), and thence their energy potential is represented by a double-well
potential with two non-trivial minima (see Fig.2.15). The 1/f noise then results from the
sum of many TLSs with a constant distribution in barrier heights and widths. The TLS

Figure 2.15: Schematic of a double-well potential for a charged TLS. xL and xR are the postions
at which the particle can be localized, U is the barrier asymmetry and E the excitation energy.

model, first introduced by Phillips[79, 80], contains two main parameters: the potential
asymmetry U , which represents the energy difference between the two minima, and the
tunnelling strength Λ between the two states. The energy spacing E of a TLS, representing
its excitation energy, can be written as:

E =
√
U2 + Λ2. (2.23)

Here, the tunnelling strength Λ is given by:

Λ = h̄Ω(σ/π)1/2e−σ, (2.24)

where Ω is the characteristic frequency of the oscillations in an individual well, σ =(
2mΛ0

h̄2

)1/2
l, m is the particle mass, l = |xR − xL| is the separation distance of the two

minima and Λ0 the barrier height. Provided the model, the understanding of the origin
of the S(f) ∝ 1/fα behaviour is extremely important from a fundamental physics point
of view, but also because of its impact on the application of devices operated at different
frequency regimes. The knowledge of the origin can, in fact, help to reduce its effect on
the noise properties.

As regards DC-SQUIDs, the origin of 1/f magnetic flux noise is not fully understood
yet. The fact that the magnitude does not depend on the SQUID area, the supercon-
ducting thin film and the substrate used, strongly indicates that 1/f flux noise is locally
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originated. A possible model has been proposed by Koch et al.[81], according to which,
electrons can hop on and off from traps, mainly localized above and below the SQUID
loop. Each trap locks the electron spin in a specific direction, which randomly varies
from trap to trap. Uncorrelated changes of the spins directions result in a series of ran-
dom telegraph noise (RTN), characterized by a Lorentzian power spectrum, which sum
to a total 1/f power spectrum. Other models have been proposed, such as: electron
spin diffusion[82], magnetic moments locally originated in metal induced gap states[83]
and paramagnetic moments from localized electrons resulting in a ∝ 1/T temperature
dependence of the power spectrum intensity[84]. The latter dependence has been recently
observed over a range of frequency around 1 GHz, from the measurement of a tunable
gap flux qubit[85]. In the case of HTS SQUIDs, operated at T = 77 K, 1/f magnetic flux
noise has been also associated to thermal activation of vortex motion between different
pinning sites. By reducing the device lateral dimensions below

√
Φ0/B, where B is the

field in which the SQUID is cooled down, this noise source can be eliminated. However,
the fact that such 1/f behavior is also observed at lower temperatures suggests that a
different mechanism is responsible for it.

Another prominent source of 1/f noise in DC-SQUIDs has been identified in the
critical current noise. This will be discussed in the next section.

Critical current noise

Critical current fluctuations in Josephson junctions are commonly attributed to charge
trapping at defects sites in the barrier[86]. The trapped charges prevent tunnelling be-
cause of Coulomb repulsion, resulting in an effective reduction of the junction area AJ .
Each single charge fluctuator produces random telegraph noise, with a Lorentzian power
spectrum and a characteristic relaxation rate γr = τ−1

u + τ−1
t , where τu and τt are the life

time of the untrapped and trapped states, respectively. Since charge traps are commonly
assumed to be local and non interacting, their distribution produces a sum of Lorentzian
features, resulting in a 1/f noise power spectrum[87]. Although it is clear that the 1/f
noise in the critical current of JJ devices results from a superposition of RTN, its origin
and specific behaviors, such as ∝ T 2[88, 89] in contrast to ∝ T [90] temperature dependen-
cies, are not fully understood yet. A more detailed review of the different observed trends,
is reported in ref.[91]. However, the fact that similar TLS densities and noise characteris-
tics are extracted from different experiments and using different materials, has led to the
conclusion that these noise sources are independent from the interfaces and are mainly
located in the insulating layer[91]. The effect of the critical current fluctuations on the
total voltage noise in SQUID applications can be minimized by operating a bias reversal
scheme for the SQUID readout[92]. With bias reversal, the working point is periodically
varied in a closed loop, including four different combinations of current and flux bias.

2.3.2 Nanowire based nanoSQUID

A possible successful solution to reduce white flux noise in a SQUID consists in the
implementation of nanowires in a Dayem bridges configuration instead of JJs, acting
as weak links between the superconducting electrodes (see Fig. 2.16 (a)). Depending
on the lateral dimensions of the nanowires, their transport properties may differ from a
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conventional Josephson junction. In particular, the current-phase relation (CPR) changes
from the sinusoidal form expressed by Eq. (2.1).

Figure 2.16: (a) Cartoon of a nanowire based nanoSQUID. The SQUID loop is formed by two
nanowires of length l and width w, bridging two electrodes whose width is we. (b) Schematic
circuit network for a nanowire based nanoSQUID inductively coupled to a larger pickup loop.
Lc is the coupling inductance. The nanowires are represented by the inductances L1

nw and L2
nw.

The pickup loop inductance is given by the sum Lpl = Lc + L1
loop + L2

loop and the nanoSQUID
loop inductance by the sum L1

nw + L2
nw + Lc + L1 + L2. Ib and Is are respectively the bias and

the screening current.

In the limit of short and one dimensional (1D) bridges, where “short: l < ξ” and “1D:
w, t < ξ” are defined comparing the lateral dimensions of the wire (length l, width w and
thickness t) to the characteristic coherence length ξ of the superconductor, the junction
are still characterized by a sinusoidal CPR as derived in ref.[93]. Josephson CPR still holds
for short but not 1D bridges (w � ξ). However, by increasing the wire length above a
critical value (l > 3.46ξ), the CPR modifies from a single valued expression (typical of
Josephson behavior) to a multi valued one (see Fig. 2.17 (a)). In this case, the CPR has
been determined by Likharev-Yakobson[93]:

JLYs =
Φ0

2πµ0ξλ2
L

[
(
ξ

l
)φ− (

ξ

l
)3φ3

]
, (2.25)

where φ represents the phase difference between the two ends of the nanowire. Equation
(2.25) results in a critical current density given by:

Jd =
Φ0

3
√

3πµ0λ2
Lξ
, (2.26)

where µ0 is the magnetic permeability of vacuum. Equation (2.26) corresponds to the
Ginzburg-Landau depairing current, at which breaking of the Cooper-pairs takes place,
valid for temperatures close to Tc.

Considering the very small value of the coherence length of HTS (ξab ' 2 nm for
YBCO, see table 1.1 ), nanowires realized with these materials are normally characterized
by lateral dimension larger than ξ. In particular, for bridges with w > 4.44ξ and l > 3.49ξ,
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Figure 2.17: (a) Current-phase relation for different values of the l/ξ ratio (adapted from[94]).
(b) Critical current relative modulation ∆Ic/Ic (green open circles) as a function of the wire
length l. 1/βL is plotted for comparison (red solid line). Both ∆Ic/Ic and βL have been calculated
following ref.[72, 73].

the transport is affected by coherent motion of Abrikosov vortices[95]. If t < λ and w < λP
with λP = 2λ2/t the Pearl length, the CPR still writes as for the 1D wires (eq.(2.25))[96].
However, in this case the maximum critical current density is determined by the critical
phase value φv at which an Abrikosov vortex overcomes the energy barrier at the edge of
the wire φv = l/2.71ξ ' 0.64φd, and it writes as follows (see ref.[97] for more details):

Jv ' 0.826Jd. (2.27)

When substituting conventional junctions in a SQUID with nanowires, the proper
CPR has to be used in Eq. (2.17), in order to calculate the critical current modulation
as function of the externally applied magnetic flux (Ic(Φe)). Nevertheless, the methods
discussed in section 2.3 can be still used. In particular, for |φ| < φv the CPR in Eq. (2.26)
can be linearly approximated and writes as:

I =
Φ0

2πLkin
φ, (2.28)

where Lkin is the kinetic inductance of the nanowire. The kinetic inductance is a physical
parameter that arises from the inertial mass of moving charge carriers. In superconductors
it is associated to the motion of Cooper-pairs, and it can be calculated equating their
kinetic energy to a correspondent inductive energy. In particular, if one considers a
superconducting wire with wt� λ2

L (homogeneous current density through the wire), the
Cooper-pairs kinetic energy writes as:

1

2
(2mv2)(nslwt) =

1

2
LkinI

2, (2.29)

where v is the velocity of the Cooper-pairs. Recalling that the current is given by I =
(2ensv)wt, Lkin can be written as:

Lkin =
m

2e2ns

l

wt
=
µ0λ

2
L

wt
l, (2.30)
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where in the last step the definition of the London penetration depth has been used (see
section 1.2). Because of the large value of λL for YBCO (see table (1.1)), the effect of
the kinetic inductance could be dominant over the geometric one (Lex ' µ0l) as it will
be discussed in chapter 4. Equation (2.28) indicates that the nanowire acts an inductor,
characterized by a supercurrent increasing linearly with the phase difference φ between
its two ends. From numerical calculations of Ic(Φe) using the CPR (2.25), it can be
demonstrated that the relationship ∆Ic

Imaxc
' 1

βL
still holds. Figure 2.17(b) shows the rel-

ative modulation depth ∆Ic
Imaxc

(green open circles) as a function of the nanowire length,
in comparison with 1/βL (solid red line). Here βL = Ic,maxLnS

Φ0
has been calculated by

replacing the SQUID inductance LnS with the nanowires inductance, which is dominated
by the kinetic inductance contribution (Eq.(2.30)).

Indeed, for nanowire based nanoSQUIDs4, the kinetic inductance Lkin plays an im-
portant role in determining the properties of the device, such as the modulation depth
∆Ic.

Another important parameter determining the performances of a SQUID is its effec-
tive area Aeff , which represents the portion of the device that contributes to magnetic
flux when an external magnetic field Ba is applied. In the next section, the physical
mechanisms determining the effective area of a nanoSQUID, and in particular the role of
the kinetic inductance, will be discussed.

Effective area of a nanoSQUID

The effective area Aeff of a nanoSQUID is generally larger than the geometrical one Ageo.
This is due to the extra phase gradient in the two electrodes, generated by the screening
current Is induced by the externally applied magnetic field. In the limit t ≤ λL, it can be
shown that (see Appendix C and section 4):

Aeff ' dw ∗ we, (2.31)

where dw is the separation distance between the two nanowires and we the electrode width.
In general, a large effective area for a SQUID is desirable, because it results in a higher
magnetic field sensitivity (lower field noise), assuming a fixed value of the magnetic flux
noise, which is expected to be independent of Aeff . It infers clearly from the expression
for the magnetic field spectral noise: S1/2

B = S
1/2
Φ /Aeff . Referring to equation (2.31), in

order to get a larger Aeff of a nanoSQUID, one could implement wider electrodes and/or
increase the distance dw. However, this would result in a larger total inductance L of the
SQUID loop, with a consequent deterioration of the flux noise as it can be deduced from
Eq. (2.22). Moreover, wider structures are more prone to vortex trapping, which could
have detrimental effects on the noise properties.

Another possible solution is to employe a large pickup loop inductively coupled to the
small SQUID loop. The full device can be represented as an equivalent circuit, where the
nanowires and the pickup loop act as inductors (see Fig. 2.16(b)). For this representa-
tion, the effect of the pickup loop on the Aeff can be determined using an interacting
loop-current model for superconducting networks in the presence of an externally ap-
plied magnetic field and satisfying the fluxoid quantization condition[98]. Following as

4This applies also for any other device employing nanowires or nanostripes: e.g. single photon detec-
tors, for which the kinetic inductance is used to detect photons impinging on superconducting stripes.
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described in Appendix A, one obtains the following expression for the effective area of the
device:

Aeff = AnSeff + Apleff
Lc
Lpl

, (2.32)

where AnSeff and Apleff are respectively the effective area of the nanoSQUID loop and of the
pickup loop, Lc and Lpl = L1

loop + L2
loop + Lc are respectively the coupling and the total

pickup loop inductance.

2.4 Superconducting Co-Planar Waveguide resonators

Superconducting resonators represent one of the main building blocks for microwave quan-
tum circuits. In this thesis work, they are specifically employed for the investigation of
microwave dielectric losses from the materials implemented as substrates for the epitaxial
growth of YBCO and cuprates in general. Moreover, they have been used for probing and
read-out operation of YBCO Josephson junctions, aiming at the study of decoherence
intrinsic to the material itself. The main advantage in using a microwave circuit lies in
decoupling the JJs from a shunting admittance that results from e.g. the employment of
a DC current biasing circuit. In particular, throughout the whole thesis work, supercon-
ducting co-planar waveguide (CPW) resonators have been used. A co-planar waveguide
resonator on a dielectric substrate consists of a center conductor stripe separated by a
gap from a semi-infinite ground plane. Then, depending on the specific design, different
boundary conditions are set by shorting the center conductor to the ground plane or by
coupling it to the external environment (see Fig.2.18(a)). This device allows the prop-
agation of standing transversal electromagnetic (TEM) modes. Around its fundamental

Figure 2.18: (a) Cartoon of an half-wavelength CPW resonator. The voltage of the fundamental
mode is sketched. (b) Lumped element RLC circuit modelling the CPW resonator near its
fundamental resonance frequency f0.

resonance frequency f0, the CPW resonator can be modelled as a single mode lumped el-
ement RLC circuit (see Fig.2.18 (b)). The electromagnetic energy can be stored either in
the magnetic field related to the L or in the electric field of C. Thus, the energy oscillates
between these two elements with a frequency typical of the LC circuit, representing the
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resonance frequency: f0 = 1/2π
√
LC. In particular, for this thesis work, half-wavelength

(λ/2) CPW resonators have been employed. In this case, the fundamental resonance
frequency is given by:

f0 = λ−1vph =
c

2l
√
εeff

, (2.33)

where vph = c/
√
εeff is the phase velocity, with εeff the effective dielectric constant.

The effective dielectric constant of the device is a number between 1 and the relative
dielectric constant of the substrate εr (typically' εr/2), which depends on the geometrical
dimensions of the center conductor, and reflects the fact that not the all electric field lines
are inside the dielectric material itself. Here it is important to specify that Eq.(2.33)
does not account for the contribution of the kinetic inductance, which is significant in
determining the value of f0 when employing superconductors characterized by a large
value of λL like YBCO. Details of the resonator modelling are presented in section 3.1.
For reflectivity measurements, a λ/2 resonator is realized with the coupling capacitance
Cc at the middle of the center conductor (voltage anti-node), while the two ends are
shorted to ground as shown in Fig.2.18 (a).

A CPW resonator is also characterized by the quality factor Q, which is inversely
proportional to the damping and defines its bandwidth. The Q factor is defined as follows:

Q =
energy stored

energy dissipated per radian
, (2.34)

which indicates that resonators with high quality factor have a lower energy dissipation
rate compared to the energy stored inside, and therefore the TEM mode in the CPW
dies out slowly. Different sources of losses can contribute to determine the Q value of a
CPW resonator: coupling to the external environment (experimental setup), radiation,
conductor and dielectrics involved in the fabrication. When coupled to the experimental
setup, for example via the coupling capacitance Cc, one speaks of loaded quality factor
QL. The loaded quality factor is given by:

Q−1
L = Q−1

0 +Q−1
ext, (2.35)

where Q0 is the unloaded quality factor, associated to the photons dissipated inside the de-
vice and Qext is the external (or coupling) quality factor, taking into account dissipation of
photons to the external environment via Cc. Three different regimes can be distinguished
depending on the relative values of Q0 and Qext. First, if Q0 < Qext, the resonator is
said to be “undercoupled”. Most of the photon energy is lost inside the device. When
Q0 = Qext, the resonator is “critically coupled”. The magnitude signal deviates from the
Lorentzian shape and drops to zero at the resonance frequency. Finally, if Q0 > Qext, the
resonator is “overcoupled”. In this regime most of the photons leak out from the resonator
via the coupling capacitor, with a consequent improvement of the signal detection. For
this reason, the last regime is desirable for most experiments.

Microwave losses in a superconducting resonator are both temperature and probing
power dependent[99, 100, 101, 102]. Losses can be studied from the unloaded quality factor
Q0, which in turn is extracted from the fitting of the reflection or transmission signal of
the resonator. Different mechanisms, such as: conductor, dielectric and radiation losses,
contribute to establish the value of Q0:

Q−1
0 = Q−1

cond +Q−1
diel +Q−1

rad. (2.36)
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Radiation losses (1/Qrad) are geometry dependent and can be minimized by a proper
device designing[103]. Dielectric losses (tan δ = 1/Qdiel) are proportional to the sum
over all the microwave absorption processes (αn): tan δ ∝ Σnαn. In particular, in the
millikelvin temperature range and at low input power, microwave dielectric losses have
been associated to resonant absorption due to the presence of a bath of two-level sys-
tems (TLSs), which couple via their electric dipole (~d) to the electromagnetic field in
the resonator[99, 100, 101, 102]. TLSs, whose energy splitting (∆E) matches hf0, are
responsible for the resonant absorption mechanism. In this case, the temperature and
power dependence for tan δ can be derived and writes as[104]:

tan δ(T, P ) = FαTLS

[
1 +

(
P

Pc

)]−1/2

tanh

(
hf0

2kBT

)
(2.37)

where αTLS = πNd2

3ε
. Here, F is the filling factor, which depends on the geometry and

the electric field distribution, N is the constant TLS density of states, ε = εrε0 is the ab-
solute permittivity of the host dielectric material and ε0 the vacuum permittivity. At
fixed temperature, tan δ saturates for power below the critical value Pc: tan δ(T ) =

FαTLS tanh
(

hf0
2kBT

)
(low power limit, P � Pc), whereas it decreases as P−1/2 by in-

creasing the power above Pc. The critical power is specific for each dielectric material
and it can be expressed as follows: Pc = 3h̄2ε/2d2T1T2, where T1 and T2 are, respectively,
the relaxation and the dephasing time of the TLSs. The FαTLS product represents the
ultimate value of dielectric losses in the low temperature (kBT � hf0/2) and low power
limit (P � Pc).

Since not all the microwave power at input Pinp is transferred into the device, it is
more appropriate to introduce the circulating power Pcir defined as follows[101]:

Pcir = Pinp

[
Q2

0Qext

π(Q0 +Qext)2

]
. (2.38)

The circulating power Pcir is a measure of the average number of photons in the resonator:
Nph = Pcir/hf

2
0 . Moreover, since the microwave field is not uniform over the volume Vf

containing the bath of TLS, a numerical calculation of the spatial field distribution over
Vf is needed for a proper theoretical treatment. However, it has been proven[101] that
experimental data can be reproduced by a modified version of Eq.(2.37):

tan δ(T, Pcir) = FαTLS

[
1 +

(
Pcir
P ′c

)β]−1/2

tanh

(
hf0

2kBT

)
(2.39)

where β is an extra fitting parameter and P ′c is a geometry dependent critical power.
Experimental discrepancies from the expected tan δ ∝ P−1/2 have been modelled in terms
of interacting TLSs[105].

Microwave conductor losses (1/Qcond) are generally quantified in terms of the surface
resistance Rs. In a s−wave superconductor the temperature dependence of Rs is described
by the Mattis-Bardeen theory[106]. The theory predicts an exponential suppression of the
conductor losses as the temperature decreases such that, for temperatures below T ∼ Tc

10

(with Tc the critical temperature), conductor losses are expected to be less dominant
compared to other loss mechanisms.
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An adequate modelling of conductor losses for high critical temperature superconduc-
tors is complicated by the lack of a microscopic theory describing the mechanism leading
to superconductivity in these materials. A phenomenological approach, known as two-
fluid model, is commonly used instead[107]. The model consists in describing the electron
subsystem of a superconductor as a combination of two non-interacting fluids: the super-
conducting fluid (S-fluid) formed by the charge carriers in the superconducting state and
the normal fluid (N-fluid) formed by the charge carriers in the normal state (quasiparti-
cle excitations). A necessary starting point for the model is to postulate a temperature
dependence for the densities of the charge carriers in the S- and N-state. The simplest
and most used dependencies are expressed as follows:

nS(T ) = n0[1− (T/Tc)]
γ, for T ≤ Tc

nN(T ) = n0[(T/Tc)]
γ, for T ≤ Tc (2.40)

where n0 is the total electron density and γ is a power exponent that usually has a value
between 1 and 2. With this assumption, following ref. [107], an expression for the surface
resistance Rs for thin film (t ≤ 2λL) at T < Tc, can be derived:

Rs(T ) = (ωµ0)2λ
4
L(T )

t
σN(T ), for t ≤ 2λL. (2.41)

Here, the temperature dependencies for both the normal conductivity σN(T ) and the
London penetration depth λL(T ) can be obtained starting from equation (2.40). In general
for HTSs, by decreasing the temperature below T ' Tc/10, one observes a saturation of
the surface resistance to values larger than the ones measured for LTSs[108, 109].

2.5 Superconducting artificial two-level system
In order to build an artificial atom (two-level system) based on circuit elements, one can
start from the simple LC circuit as sketched in Fig.2.19(a). This circuit includes a linear
inductor Lr and a linear capacitor Cr, and can be described by the following classical
Hamiltonian:

H =
Q2

2Cr
+

Φ2

2L
(2.42)

where Q is the charge stored on the capacitor and Φ is the flux stored in the inductor. In
such a circuit, the energy oscillates between the inductance and the capacitance with a
characteristic resonant frequency given by ωr = 1/

√
LrCr. Using this definition, Eq.2.42

can be rewritten as:
H =

Q2

2Cr
+

1

2
Cω2

rΦ
2. (2.43)

The latter Hamiltonian has the same form as that of a particle moving in a harmonic
potential and characterized by mass m, momentum pm and position x:

H =
p2
m

2m
+

1

2
mω2

mx
2. (2.44)

Following with the analogy, one can quantize the Hamiltonian Eq.2.43 by promoting
the classical variables Q and Φ into quantum operators Q̂ and Φ̂ (see ref.[110, 18] for
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(a) (b)

Figure 2.19: (a) Sketch of an LC circuit. (b) Potential energy U as a function of the flux Φ for
a quantum harmonic oscillator. The energy level spacing is given by ∆E = h̄wr.

formalism). Thence, introducing the creation a† and the annihilation a operators for the
oscillator excitations, defined as:

a† =

√
Cωr
2h̄

(
Φ̂− i Q̂

Cωr

)
a =

√
Cωr
2h̄

(
Φ̂ + i

Q̂

Cωr

)
(2.45)

with the commutator [a, a†] = 1, the quantum Hamiltonian of an LC circuit can be written
as follows:

H = h̄ωr

(
a†a+

1

2

)
. (2.46)

A quantum system described by the Hamiltonian in Eq.2.46 is characterized by an har-
monic energy spectrum with equally spaced energy levels, as shown in Fig.2.19(b). For
this reason, it is not possible to individually address energy transitions, and therefore, such
system can not be used as a two-level system. For an artificial atom the anharmonicity of
the energy levels spacing is necessary, and can be obtained by adding a nonlinear element
to the circuit. For superconducting circuits, a JJ acts as a nonlinear inductor with low
dissipation (see section 2.1.1, Eq.(2.5)), and it results in an additional cosine term to
the potential energy U(φ) = EJ(1 − cos (φ)), where φ is the phase difference across the
junction. The modified LC circuit and the cosine potential together with the energy levels
are shown respectively in Fig.2.20(a) and Fig.2.20(b). The anharmonicity induced by the
nonlinearity of the JJ allows to address individual energy transitions and use this circuit
as an artificial atom, with the ground and the first excited state forming a qubit. In order
to observe the quantum behavior of an atom, an additional condition has to be respected:
kBT � h̄ω10 � ∆, where kbT is the thermal energy of the system, with kB the Boltzman
constant and T the temperature, and ∆ is the energy gap of the superconductor.

There are three possible different superconducting Josephson junction qubits: charge[111,
112], flux[113, 114] and phase[8], differing on their relevant degree of freedom. In this the-
sis, a modification of the charge qubit, the so-called transmon design[115], has been used.
The basic principles of the transmon are described in the next section.
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Figure 2.20: (a) Sketch of an anharmonic LC circuit where the linear inductor has been replaced
by a Josephson junction, i.e. a non-linear inductor. (b) Potential energy U as a function of the
flux Φ for a quantum anharmonic oscillator. The energy level spacing is anharmonic and the 0-1
transition is determined by the Josephson energy EJ and the charging energy Ec .

2.5.1 The transmon qubit

A transmon qubit is an anharmonic LC oscillator made of one or two Josephson junctions
(usually in a SQUID configuration) embedded in a CPW resonator. The transmon is a
design modification of the Cooper pair box (CPB) qubit, which is operated at a much
larger ratio of the Josephson energy EJ and the charging energy Ec = e2/2CΣ, with CΣ

the total transmon capacitance. The EJ/Ec ratio is increased by means of a large shunt
capacitance CB (see Fig.2.21). Such modification leads to a significant improvement of
the dephasing times, due to a much lower charge dispersion of the energy levels. The
charge dispersion and the anharmonicity of the energy levels represent the two crucial
quantities for optimal operation of the transmon, and they both are determined by the
ratio EJ/Ec. By increasing this ratio, the charge dispersion reduces, but it also decreases
the energy levels anharmonicity. The breakthrough of the transmon is given by the fact
that the anharmonicity decreases algebraically with a slow power law in EJ/Ec, whereas
the charge dispersion reduces exponentially in EJ/Ec[115]. This implies that operating
the transmon at a large EJ/Ec ratio will significantly reduce the dephasing from charge
dispersion, with a small loss of anharmonicity.

In figure 2.21 a schematic of the effective circuit diagram of a transmon is sketched.
Two Josephson junctions, characterized by capacitance CJ and Josephson energy EJ , are
prepared in a DC-SQUID loop configuration, such that EJ = EJmax| cos (πΦ/Φ0)| can be
tuned by means of an external magnetic flux Φ. Here, Φ0 is the magnetic flux quantum,
and EJmax = IcΦ0/2π is the maximum Josephson energy with Ic the critical current of
the SQUID. The main modification in comparison to the CPB is the presence of a large
shunting capacitance CB with a similar increase of the gate capacitance Cg. The latter,
together with a gate voltage Vg is used to control the offset charge ng = VgCg/2e+Qr/2e
(measured in terms of the Cooper pair charge 2e) of the device. For a nonlinear oscillator,
this offset must be added to the total Hamiltonian; here, Qr represents an extra offset
charge due to external sources different than the gate. Finally, Lr and Cr are used to



38 2.5. SUPERCONDUCTING ARTIFICIAL TWO-LEVEL SYSTEM

Figure 2.21: Schematic circuit diagram of the transmon qubit (Adapted from ref. [115]). Two
Josephson junctions in a SQUID loop, with capacitance CJ and energy Ej , are shunted by a large
capacitance CB, which is matched by a comparable gate capacitance Cg. Lr and Cr represent the
CPW resonator. The device is coupled to the external environment via the coupling capacitance
Cc.

model the resonator. Thanks to the additional capacitance CB, the charging energy
Ec = e2/2CΣ, with CΣ = CJ + CB + Cg, can be made small and allow for a large EJ/Ec
ratio. Following ref.[115], the effective Hamiltonian of a transomn can be reduced to a
form identical to the one of a CPB, which in terms of the number operator n̂ = −Q/2e
for the Cooper pairs and the gauge-invariant JJ phase difference φ̂ writes as:

H = 4Ec(n̂− ng)2 − EJ cos φ̂. (2.47)

This Hamiltonian (Eq.2.47) can be solved analytically by means of Mathieu functions[116],
and the eigenenergies can be written as follows:

Em(ng) = Eca2[ng+k(m,ng)](−EJ/2Ec), (2.48)

where aν(q) is the Mathieu’s characteristic value, and k(m,ng) is a integer-valued function
that appropriately sorts the eigenvalues[115].

In Figure 2.22 the three lowest eigenenergies E0, E1 and E2, calculated from Eq.2.48,
are plotted as a function of the charge offset ng for four different ratios EJ/Ec = 1, 5, 10, 50.
From the plots it clearly infers that both anharmonicity and charge dispersion depend on
the EJ/Ec ratio: while the charge dispersion of the energy levels decreases with increasing
EJ/Ec, the anharmonicity is reduced as well. In order to better visualize the latter point,
one can derive the charge dispersion of the mth level, defined as:

εm ≡ Em(ng = 1/2)− Em(ng = 0), (2.49)

from Eq.2.48, in the limit of large Josephson energy EJ/Ec � 1. Taking the asymptotic
Mathieu characteristic values, it results in an exponential decrease of the charge dispersion
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Figure 2.22: First three eigenenergies Em (m = 0, 1, 2) of the transmon Hamiltonian (Eq.2.47)
as a function of the charge offset ng for different values of the EJ/Ec ratio. Em are plotted in
units of the transition energy E01, evaluated at the degeneracy point ng = 1/2.

with
√
EJ/Ec, as expressed by the following equation:

εm(ng) ' (−1)mEc
24m+5

m!

√
2

π

(
EJ
2Ec

)m
2

+ 3
4

e−
√

8EJ/Ec . (2.50)

The charge dispersion, in units of the energy transition E01, is plotted in Fig.2.23(a) as a
function of the EJ/Ec ratio for the first four energy levels (m =0, 1, 2, 3).

The significant reduction of the charge dispersion by increasing the EJ/Ec ratio is
associated with a loss of anharmonicity. A sufficient anharmonicity is needed to use the
transmon as a qubit, addressing the lowest two of the many energy levels of the system
via control pulses. The absolute α and the relative anahrmonicity αr are defined as:

α ≡ Em,m+1 − Em−1,m, αr ≡ α/Em−1,m, (2.51)

where Em,n = Em − En is the energy transition between the m and n levels. Using the
perturbation theory in the limit (EJ/Ec)

−1 � 1, one can prove that the relative anhar-
monicity αr decreases only algebraically with increasing EJ/Ec. In fact, by expanding the
cosine term in eq.(2.47) around φ̂ = 0 up to the fourth order, the following approximation
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Figure 2.23: (a) Charge dispersion versus the EJ/Ec ratio for the first four energy levels. (b)
Relative anharmonicity versus the EJ/Ec ratio (blue solid line). The approximated expression
for αr in Eq.(2.53) is plotted in yellow.

for the eigenenergies is obtained:

Em ' −EJ +
√

8EcEJ

(
m+

1

2

)
− Ec

12
(6m2 + 6m+ 3), (2.52)

from which, the asymptotic expressions for α and αr can be written as follows:

α ' Ec, αr ' −(8EJ/Ec)
−1/2. (2.53)

In Figure 2.23(b) the relative anharmonicity obtained from exact solution of Eq.(2.48)
is plotted against EJ/Ec, and compared to the approximated expression in Eq.(2.53),
showing a good agreement for large EJ/Ec ratios. The exponential gain in charge-noise
insensitivity, paid by only an algebraically reduction of the anharmonicity represents the
main breakthrough of the transmon design.

2.5.2 Transmon qubit readout operations

To allow for qubit operations, implemented by means of microwave pulses, and readout of
the qubit state, the transmon is generally embedded in a superconducting resonator. The
resonator also helps to protect the transmon qubit from classical and quantum fluctua-
tions of the external environment. The dynamic of a two-level system with a transition
frequency fa = ωa/2π, coupled to an electromagnetic mode of frequency f0 = ω0/2π in
the resonator, is described by the well-known Jaynes-Cummings (JC) model. Within this
model, the qubit is represented by the Pauli σz matrix, whereas the resonator by the cre-
ation a† and annihilation a operators. The full Hamiltonian of the coupled qubit-cavity
system writes as:

H = −h̄ωa
σz
2

+ h̄ω0

(
a†a+

1

2

)
+ h̄g01(σ+ + σ−)(a+ a†). (2.54)
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The third term in Eq.(2.54) is the coupling, of which g01 is the strength, and it represents
the interaction between the qubit and the resonator. Here σ+ and σ− are respectively the
raising and lowering qubit operators. Details for the estimation of g01 are discussed in
section 3.1. The coupling consists of four terms: aσ+, a†σ−, aσ− and a†σ+. The first two
are nearly energy conserving, moving the excitation between qubit and resonator. The
last two, instead, can be neglected in the limit ∆0 = |ωa−ω0| � ωa, the so-called rotating
wave approximation (RWA). In this case, the Hamiltonian in eq.(2.54) can be simplified
as follows:

H = −h̄ωa
σz
2

+ h̄ω0

(
a†a+

1

2

)
+ h̄g01(aσ+ + a†σ−). (2.55)

Resonant regime: vacuum Rabi splitting

The Jaynes-Cummings Hamiltonian acts on a Hilbert space spanned by the vector states
|0〉 |n〉 and |1〉 |n〉, where |0〉 and |1〉 are the qubit ground and excited states, and |n〉 is
the photon number state. At zero detuning ∆0 = |ωa − ω0| = 0, qubit and resonator are
on resonance, and the coupling term lifts the degeneracy between the |0〉 |n+ 1〉 and the
|1〉 |n〉 states with an energy splitting of 2h̄g

√
n+ 1 (vacuum Rabi splitting). The coupled

system is then described by eigenstates, given by the superposition of qubit and resonator
states, which are known as dressed states and write as:

|n,±〉 =
|0〉 |n+ 1〉 ± |1〉 |n〉√

2
. (2.56)

In this regime, in fact, the energy will be coherently swapped between these two eigenstates
with a frequency ΩR = 2g

√
n+ 1, known as Rabi frequency. The dressed states can be

experimentally observed via transmission measurements through the qubit-cavity system,
from which the coupling strength g01 can be determined (see chapter 6).

Dispersive regime

In case of large detuning ∆0 � g01, one speaks of dispersive regime, and the coupling
can not induce any transition in the qubit. Nevertheless, a dispersive coupling, leading
to a renormalization of the system energies, is still present. In this regime, the JC Hamil-
tonian can not be solved analytically, and a second order perturbation theory needs to
be used. By applying the perturbation theory in terms of g01/∆, the resulting dispersive
Hamiltonian can be written as[115]

Hdisp = h̄ω0

(
a†a+

1

2

)
+
h̄

2

(
ωa +

2g2
01

∆0

a†a+
g2

01

∆0

)
σz. (2.57)

From the dispersive Hamiltonian (2.57) it can be inferred that the qubit energy splitting
depends on the photon number n = a†a, and that ωa is shifted by an amount 2g201

∆0
per

photon number. This effect is known as AC-Stark shift. Moreover, the qubit transition
frequency ωa is also shifted by a constant amount g201

∆0
, known as Lamb shift. In the

dispersive regime also the cavity frequency ω0 depends on the qubit state, and more
specifically it shifts such that: ω′0 = ω0 ± χσz, where the dispersive shift χ is given by:

χ = χ01 −
χ12

2
= −g

2
01

∆0

(
Ec

∆0 − Ec

)
, (2.58)
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with χij =
g2ij

(ωij−ω0)
. This shift in the resonator frequency allows for a dispersive readout

of the qubit. Applying a microwave field at frequency close to ω0, the state of the qubit
can be inferred from the measurement of the amplitude or the phase of the transmitted
signal through the qubit-resonator system.

2.5.3 Transmon decoherence

For qubit applications in quantum computers, it is fundamental that the qubit retains its
quantum information for a time long enough to allow for gate operations[117]. The time
over which a qubit maintains a given superposition of states is called decoherence time
T2. The main processes contributing to decoherence in a qubit are of two kinds: energy
relaxation and dephasing. Energy relaxation processes, due to noise of the environment
at the qubit transition frequency, result in a de-excitation (or excitation) of the qubit, and
their characteristic time scale is denoted as T1. Dephasing processes, which are caused by
low frequency noise i.e. fluctuations of the environment at frequencies � ωa, instead, are
responsible for a random change in the phase of the quantum state, and the characteristic
time scale is denoted as Tφ. The total decoherence time T2 is a linear combination of both
types of processes characteristic times and writes as:

1

T2

=
1

2T1

+
1

Tφ
. (2.59)

In this thesis work, the measurement of decoherence time of an all YBCO transmon qubit
is used to investigate intrinsic properties of the material itself, which can be directly related
to physical mechanisms describing the superconducting state. As extensively discussed in
the previous section (2.5.1), the transmon qubit is characterized by a very low sensitivity
to charge noise. This represents the main benefit in using a transmon as compared to
other superconducting qubits. However, other noise channels contribute to decoherence
in a transmon qubit. In this section the effect of various noise sources on the transmon
relaxation T1 and dephasing Tφ times are presented in details, with particular attention
to those sources that are expected to be prominent when using HTS cuprates.

Relaxation by spontaneous emission

The coupling of the transmon with the electromagnetic mode in the resonator, via dipole
interaction, induces relaxation by spontaneous emission. The resulting T1 time can be
estimated by considering the average power P emitted into free space by a electric dipole
d, oscillating at angular frequency ω, and it writes as[115]:

T rad1 = h̄ω01/P =
12πε0h̄c

3

d2ω3
01

. (2.60)

In order to get T rad1 , a numerical estimate for the dipole moment d is needed. It can
be obtained as d = 2eL, where L is the distance over which a Cooper pair travels when
tunnelling between the two superconducting electrodes forming a Josephson junction.
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Purcell effect

The decay rate of a system placed in a resonator is altered as a result of the Purcell
effect[118]. In particular, the spontaneous relaxation rate of each transmon level acquires
an extra Purcell contribution γκ, which for the first excited state is given by:

γ(01)
κ = κ

g2
01

∆2
0

, (2.61)

where κ is the resonator decay rate.

Dielectric losses

Intrinsic dielectric losses tan δ from the insulating materials, involved in the fabrication of
superconducting qubits (see section 2.4), represent one of the main sources of relaxation
for these devices. In particular, the dielectric losses affect the electric field interacting
with the qubit, and the resulting relaxation rate is proportional to tan δ:

Γ1 = 1/T1 ∝ tan δ. (2.62)

Therefore, a proper choice of the dielectric materials to employ for the realization of HTS
transmon qubits is crucial, as discussed in section 2.4 and chapter 5.

Relaxation and dephasing due to quasiparticle tunnelling

Both relaxation and dephasing in superconducting qubits are affected by the presence of
quasiparticles in the system. More specifically, the relaxation rate Γ1 = 1/T1 is directly
proportional to the quasipraticles tunnelling rate Γqp and the number of quasiparticles
Nqp[115]. It can been shown that in LTS transmon qubits, below 100 mK, the relaxation
due to quasiparticles is not significant, as a direct consequence of a very lowNqp in the limit
T → 0. Moreover, differently from a charge qubit, adding or removing a quasiparticle does
not influence the transition frequency of a transmon qubit because of the exponentially
flat charge dispersion (see section 2.5.1), and hence it does not affect the dephasing.

The situation is completely different for an HTS transmon qubit. Due to the d−wave
symmetry of the superconducting order parameter, in fact, the system is characterized by
the presence of nodal quasiparticles (along the nodal direction). In addition to that, for
some specific interface angles α of a SIS junction involving d−wave superconductors, the
quasiparticles conductance is enhanced by the presence of the midgap states (see section
2.2 for more details). In this case, the decoherence time T2 has been estimated to be in the
5− 150 ns range[119], depending on the junction parameters. More details are discussed
in the next section.

Decoherence due to MGS

The quasiparticle conductance in d−wave superconductors SIS junctions is enhanced by
the presence of midgap states (see section 2.2). Therefore, MGS can contribute signif-
icantly to the quantum decoherence of a d−wave superconducting qubit. In ref. [119]
the phase dependent quasiparticles conductance G(φ) is calculated for a an asymmetric
d0,π

4
junction, i.e. with order parameters in the superconducting electrodes are such that
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αL = 0 and αR = π
4
, where αL,R represents the orientation angle of the order parameter in

respect to the surface normal direction, respectively for the left and right superconductor
(see Fig.2.10). G(φ) is calculated assuming a non-linear coupling to an Ohmic heat bath,
and the decoherence rate is then proportional to the bath spectrum taken at resonance
with the qubit. One of the main results is that the quasiparticle conductance of a GB JJ
depends strongly on the phase difference across the junction. Moreover the conductance
peaks at φ = 0, π become much less significant at low temperatures. Using experimental
critical current values in the 5-100 nA range, typical of the YBCO GB junctions used
in this thesis work (see section 6), a decoherence time in the range T2 ' 150 − 5 ns is
estimated at T = 0.05Tc (lower Ic correspond to a larger T2). An important point is
that G, and thence T2, depend on the value of the imaginary part of the quasiparticles
energy η, which is associated to impurity and roughness scattering processes. A larger
η results in a larger G. The increase of G is attributed to a broadening of the MGS
with η, enhancing their overlapping around the Fermi energy. However, the presence of a
subdominant order parameter, opening a gap also in the nodal directions, would result in
significant reduction of the quasiparticle conductance G and a consequent improvement
of the overall transmon coherence time.

Dephasing due to critical current noise

Qubit dephasing is associated to fluctuations of the transition frequency due to the cou-
pling to an external environment. In the case of a transmon qubit, the main source of
dephasing are critical current fluctuations, which directly influence the Josephson energy
EJ . The critical current fluctuations δIc are commonly associated to bistable charge trap-
ping states in the junction barrier, resulting in an overall 1/f critical current noise power
spectral density (see section 2.3.1). Trapping and detrapping of charges causes a modifi-
cation of the tunnel barrier, with a consequent change in the critical current and hence
in EJ . The resulting dephasing time can be written as follows[115]:

Tφ '
h̄

A

∣∣∣∣∂E01

∂Ic

∣∣∣∣−1

=
2h̄Ic
AE01

, (2.63)

where A is the square root of the amplitude of the 1/f critical current noise power
spectral density. While the amplitude A is 10−6Ic in typical LTS tunnel junctions[86], bi-
epitaxial grain boundary HTS junctions, with similar junction areas AJ as those employed
in this thesis work, are characterized by critical current fluctuations with an amplitude
AGB ' 10−4− 10−3Ic[120]. Therefore the resulting dephasing time for a YBCO transmon
qubit is expected to be about 2− 3 orders of magnitude shorter compared to an LTS one.



Chapter 3
Modelling, fabrication and experimental
techniques

In this chapter the main steps towards the realization and the experimental investigation
of the presented devices are discussed. First, the modelling leading to the actual design of
the devices is presented. In particular, the section is focused on the designing of the CPW
resonators taking into account the different substrates involved, and on the proper mod-
elling of both the resonators coupling Cc and the transmon total CΣ capacitance. Then,
the fabrication methods, with a particular attention on the realization of the YBCO grain
boundary junctions, are discussed in details. Finally, the experimental setups used for the
microwave reflection and transmission measurements, and for the noise characterization
of the nanoSQUIDs are described.

3.1 Devices modelling
In this section, the modelling of the devices realized for this thesis work, made prior to
their design, is discussed. In particular, first the method used for the estimation of the
main physical parameters of the CPW resonators is introduced, then the evaluation of
the transmon characteristic energies EJ and Ec (see section 2.5.1) is shortly described.

CPW resonator

The first requirement to be fulfilled when designing a CPW resonator is the match-
ing of its total characteristic impedance Z to the one of the experimental environment:
Z ≈ Z0 ≈ 50 Ω. Since the characteristic impedance is given by: Z =

√
L′

C′ , where L′ and
C ′ are respectively the total inductance and capacitance per unit length of the CPW, a
numerical evaluation of L′ and C ′ is needed. One could follow two different approaches: a
full electromagnetic simulation[121] via computational tools like MWOffice or use approx-
imated analytic expressions obtained using the conformal mapping method[122]. This last
method provides estimations for L′ and C ′ with a reasonably good accuracy for frequen-
cies up to 20 GHz[123]. The approximated expression for L′ and C ′ are written in terms
of the complete elliptic integrals whose modulus are given by the relative ratios of the
geometrical dimensions of the device, including the thickness of the dielectric materials

45
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involved (see Fig.3.1 (a)). When dealing with superconducting materials characterized
by a large value of the London penetration depth λL like YBCO (λL ' 150 − 300 nm
for thin films[124]), the kinetic inductance of the center conductor L′kin needs to be taken
into account (see table 3.1). For this reason, a modelling of L′kin is also required, and for
this thesis work the method reported in ref. [108] has been followed. There, an analytic
expression for the kinetic inductance is obtained in a static field approximation and com-
paring it to the results of a partial wave analysis[108]. As highlighted in Fig.3.1 (a), the

Figure 3.1: (a) Schematic representation of a CPW resonator used for the conformal mapping
method. h1, ε1 (h2, ε2) are respectively the thickness and the relative dielectric permittivity of
the first (second) dielectric layer; t is the thickness of the conductor, 2s and 2g are respectively
the width of the center conductor and the gap, i.e. the distance between the center conductor
and the ground plane. (b) Optical image of the finger coupling capacitance used for the YBCO
CPW resonator employed in the transomon qubit device. The dimensions for the capacitance
modelling are labeled: lf is the overlapping finger length, gf is the gap between two adjacent
fingers and sf is the fingers width.

physical parameters describing a CPW resonators depend also on the type of the dielectric
materials employed, more specifically on the resulting effective dielectric permittivity εeff .
For this reason a proper prior modelling is necessary every time the substrate is changed
or a combination of two different dielectrics is used instead (like for the YBCO transmon,
see section 3.2). From the estimation of εeff , the fundamental resonance frequency can
also be evaluated using Eq.(2.33) if the kinetic inductance contribution is negligible. To
enable for its probing, the resonator is commonly capacitively coupled to the external
environment. Therefore another important parameter, whose design needs to be simu-
lated, is the coupling capacitance Cc. The coupling capacitance is directly related to the
external quality factor Qext as expressed by:

Qext ≈
(CR + Cc)

(ω0ZRC2
c )
. (3.1)

Equation (3.1) is obtained by modelling the CPW resonator, around its fundamental
frequency f0, as a single mode RLC lumped element circuit, with LR, CR and ZR =

√
LR
CR

representing the equivalent inductance, capacitance and impedance, respectively. The
values of LR and CR can be obtained from L′ and C ′, taking into account the specific CPW
resonator geometry. In the case of a λ/2 resonator, they write respectively as: LR = L′ 4l

π2

and CR = C ′ l
4
, where l is the total resonator length. Depending on the resonator regime

that one requires (under-, critically- or over-coupled), different Cc designs can be chosen.
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From the lumped element circuit modelling a more accurate estimate of the fundamental
resonance frequency f0 is given by:

f0 =

√
1

[2π(LR + Lkin)(CR + Cc)]
. (3.2)

In fact, differently from Eq.(2.33), equation (3.2) accounts also for the kinetic inductance
contribution and the coupling capacitance. For the devices reported in this thesis and in
the appended papers, a finger capacitance design has been used (see Fig.3.1 (b)). Again,
the value of the resulting capacitance can be evaluated, starting from its geometry, us-
ing both full electromagnetic simulation and approximated analytic expression obtained
with the conformal mapping method. The optimized geometrical dimensions of the CPW
resonators are the following: 2s = 20µm, 2g = 12µm, t = 200 nm and t = 120 nm
respectively for the Nb and the YBCO devices. In table 3.1, the resonators parameters
for such geometry, obtained via the conformal mapping method for the different sub-
strates employed, are listed. Here, the prime sign indicates that the values are per unit

Substrate εeff C
′(F/m) L

′(H/m) L
′

kin(H/m) Cc(fF) Z(Ω) f0(GHz)
MgO (εr ' 9) 5 0.13 n 0.44 µ 6.3 n 4 75 5.1
LAO (εr ' 25) 13 0.33 n 0.44 µ 6.3 n 4 47 4.8
LSAT (εr ' 23) 11.5 0.29 n 0.44 µ 6.3 n 4 49 5
sapphire (εr ' 11) 6 0.15 n 0.44 µ 6.3 n 4 68 4.7
LSAT/CeO2 12 0.3 n 0.44 µ 6.3 n/46 n* 5.2 50 4.9

Table 3.1: CPW resonators parameters obtained from conformal mapping for different sub-
strates. *This value is obtained using λL = 150 nm and t = 120 nm proper of the YBCO
resonator. All th other values for L′

kin are for the Nb resonators using λL = 90 nm.

length. The length l has been chosen such that f0 is close to 5 GHz, appropriate value for
the experimental setup utilized (see section 3.3). The fundamental resonance frequency
is evaluated using eq.(3.2), which for the YBCO case provides a more accurate estima-
tion because it also accounts for the kinetic inductance. Since the dielectric losses due
to resonant absorption from a bath of TLSs are geometry dependent (see section 2.4),
the resonators have been patterned with identical geometry in order to make a proper
comparison between the different substrates. For this reason, while the dimensions are
optimal for resonators patterned on LAO, LSAT and LSAT/CeO2, in the case of MgO
and sapphire the characteristic impedance Z does not perfectly match the 50 Ω of the
experimental setup (see table 3.1). This has resulted in a non perfectly symmetric line
shape of the resonance dip. However, taking into account the asymmetry in the fitting
procedure (see ref.[125] for details), it is still possible to extract the unloaded quality
factor Q0 with a good accuracy.

Transmon qubit

As already extensively discussed in section 2.5.1, the two energy scales characterizing
the transmon qubit design are the Josephson EJ and the charging energy Ec. They,
in fact, determine the transmon transition frequency hf0→1 =

√
8EJEc − Ec, and the
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ratio k = EJ/Ec regulates the balance between anharmonicity and charge dispersion (see
section 2.5.1). When designing a transmon, one needs to estimate the optimal EJ and Ec
values for the required frequency f0→1 and ratio k.

The Josephson energy depends on the value of the critical current Ic of the Josephson
junction (or of the two JJ in SQUID configuration) used for the device, and can be tuned
by external magnetic flux. In fact, recalling Eq.(2.6), EJ in case of a DC-SQUID writes
as:

EJ = EJmax

∣∣∣∣cos

(
πΦe

Φ0

)∣∣∣∣ , (3.3)

where EJmax = IcΦ0/2π is its maximum value. The charging energy Ec = e2/2CΣ, instead,
depends on the total transmon capacitance CΣ. Indeed, with the choice of a frequency
close to 5 GHz and a ratio k ≈ 100, an Ic ≈ 30 nA and a CΣ ' 75 fF are needed.
A prior and precise estimation for EJ when bi-epitaxial GB YBCO Josephson junctions
are employed is not straightforward. In fact, while high quality nanometer sized YBCO
junctions carrying critical current in the nA range can be realized[126, 127], the actual
Ic value is difficult to predict with a good accuracy. Moreover, since HTS junctions in
a SQUID configuration are normally asymmetric (Ic1 6= Ic2), one can not rely much on
the tuning by external magnetic field for tuning EJ to the needed value. On the other
hand, Ec can be modelled with much better accuracy by means of the full capacitance
network sketched in Fig. 3.2 (b). Using the network, the total transmon capacitance

Figure 3.2: (a) Cartoon of the transmon design used for the devices presented in the thesis. The
different parts are enumerated (b) Schematic of the full capacitance network circuit associated
to the transmon device.

CΣ = CJ + CB + Cg can be evaluated. In fact, the additional capacitance is CB = C23,
whereas the gate capacitance Cg is given by:

Cg =
C12C34 − C13C24

(C12 + C34 + C13 + C24)
; (3.4)

finally, the Josephson capacitance CJ for nano-junctions can be neglected. For the geom-
etry chosen for this thesis work, sketched in Fig. 3.2 (a), CΣ has been simulated using
the electrostatic environment1 of Comsol Multiphysics. The following values have been

1Although not accurate as a full electromagnetic simulation, this method provides estimations with a
maximum 20% error.
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obtained: Cg ≈ 8 fF, C23 ≈ 49 fF, and thence CΣ ≈ 57 fF. From the values of the
capacitances, the coupling energy expressed by:

h̄gij = 2βeV 0
rms < i|n̂|j > . (3.5)

can be calculated. Here β = Cg/CΣ, V 0
rms =

√
h̄ωr
2Cr

is the rms voltage of the vacuum

fluctuations of the resonator, and < i|n̂|j >≈
√

j+1
2

(
EJ
8Ec

)1/4

is the matrix element of
the number operator n̂. Using the values aforementioned, a value of g01 ≈ 200 MHz is
obtained.

3.2 YBCO nano-patterning
The patterning of the YBCO at the micro and nanoscale is a challenging task. This is
mostly due to its high chemical instability and oxygen out-diffusion. Moreover because
of the short coherence length ξ, the YBCO is very sensitive to defects and disorder.
Different approaches have been explored during the last decades, such as: focused ion
beam (FIB) milling[128, 129], contact mode atomic force microscopy (AFM)[130], porous
hard templates[131] and e-beam lithography[132, 133], to fabricate YBCO nanostructures.

In our group a reliable nano-fabrication technique, which allows to get grain boundary
junctions at the nanoscale and YBCO nanowires, has been developed[134]. In short, the
patterning of the YBCO at nanoscale is done via a gentle Ar+ milling etching through
an e-beam defined carbon mask. A crucial point is the coverage of the YBCO film with
a gold capping film, which acts as protective layer for the YBCO during the fabrication
steps involving the use of chemicals and resist. Moreover, the Au capping also helps
to avoid overheating of the YBCO during the Ar+ milling and the consequent oxygen
loss.2 Such fabrication technology allows for the realization of YBCO nanowires char-
acterized by electrical transport properties close to those of the pristine bulk material.
The measurement of large values of the critical current density, approaching the depairing
limit[135], in nanowires realized with this technique, has served to prove the high unifor-
mity of their superconducting properties. These structures represent ideal candidates for
the investigation of basic physical properties of cuprates [136].

3.2.1 Bi-epitaxial grain boundary HTS junctions

In this thesis, nanometer sized bi-epitaxial grain boundary YBCO junctions have been
fabricated, investigated and implemented for engeneering an all HTS transmon qubit.
The bi-epitaxial technique, first introduced by Char et al.[63], makes use of a seed layer
to change the epitaxial relations of the YBCO thin films with the substrate(see section
2.1.3). In particular for the junctions presented here, an (110)La0.3Sr0.7Al0.65Ta0.35O3
(LSAT) substrate in combination with a CeO2 seed layer is used. LSAT is an ideal
substrate for applications in microwave devices working at millikelvin temperatures and
at low input power regime (see chapter 5 for details). Moreover, high quality submicron
YBCO JJs patterned on such dielectric have been recently reported[127].

2For devices like resonators and transmon, the final gold removal is necessary to avoid microwave
dissipation due to the normal conductor layer.
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Figure 3.3: (a) Cartoon of a bi-epitaxial YBCO junction, obtained combining (110)LSAT
substrate with a patterned CeO2 thin film acting as template layer. A possible configuration
of the CuO2 planes is depicted. (b) SEM image of a YBCO film deposited on a CeO2 layer
patterned on top of an LSAT substrate. The image shows the morphology characterizing the
two different YBCO epitaxial growths. A grain boundary forms at the interface between the two
different crystal orientations.

The YBCO, deposited at high temperatures by pulsed laser deposition (PLD) tech-
nique, grows preferably (103)-oriented on the bare (110)LSAT substrate (see Fig.3.3(a)).
Specifically, the LSAT substrates used here are characterized by a 3.5 degree vicinal cut,
in order to avoid a mixture of (103) and (-103) YBCO grains equally probable on exact
substrate. Details on the growth mechanisms can be found in ref. [137]. On top of the
CeO2 seed layer, instead, the YBCO grows c-axis (001) oriented (see Fig.3.3(a)). There-
fore by a proper patterning of the CeO2 seed layer, a grain boundary forms at the interface
between the c-axis and the (103)-oriented YBCO. The SEM image in Fig.3.3(b) shows a
typical bi-epitaxial grain boundary: on the left, the (103)YBCO growth characterized by
elongated grains due to the different YBCO growth velocity in the two in-plane directions;
on the right, the (001) growth characterized by a rather uniform film. The final typol-
ogy of grain boundary also depends on the in-plane rotation around the c-axis YBCO
on CeO2. In-plane rotation can be checked by φ−scan x-ray diffraction (XRD) measure-
ments. Since randomly in-plane rotated c-axis grains would cause a degradation of the
microwave performances of the YBCO (large surface resistance Rs value), an epitaxial
YBCO is required for the realization of a transmon qubit. An XRD characterization of
c-axis YBCO films used in this thesis is presented in figure 3.4. The 2θ − ω scan (Fig.
3.4(a)) shows that the film is fully (001) oriented, whereas the φ scan (Fig. (b)) shows
only four peaks at 90° from each other, which demonstrates a complete in plane epitaxy.
The fabrication technology previously introduced can be used to realize nanometer sized
junctions. In figure 3.5 a schematic cartoon of the main fabrication steps, used to define
such junctions, is shown. In the following a detailed description of each step is listed (see
Appendix B for details of the fabrication recipes utilized):

1. a 40 nm thick CeO2 film (seed layer) is first deposited by magnetron sputtering and
then patterned via optical lithography and Ar+ milling.

2. A 100-140 nm thick YBCO film is deposited by PLD; the YBCO grows (103) ori-
ented on the bare LSAT substrate and c-axis on the CeO2. To avoid chemical
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Figure 3.4: (a) 2θ−ω scan of a 100 nm thick YBCO film deposited on (110) LSAT covered by
40 nm thick CeO2 film. The (00n) peaks of the YBCO, together with the peaks of both CeO2
and LSAT, are labeled. (b) XRD φ scan of the same YBCO film. The presence of only four
peaks indicates that there are no in-plane rotations.

Figure 3.5: Schematic of the fabrication process for a bi-epitaxial YBCO Josephson junction.
A simplified, not in scale, cartoon of the main steps is shown together with a legend of the
different materials involved in the process. An SEM image (false color) of a finalized junction is
also shown.

reactions between the CeO2 and the YBCO possibly induced by the high deposi-
tion temperature, a template technique is used. First a 20 nm thick YBCO film is
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deposited at T = 770 °C, and then the remaining film is deposited at T = 810 °C.
The presence of the YBCO template layer prevents any chemical reaction when the
temperature is raised to the optimal value.

3. The YBCO film is covered by a 100 nm thick gold layer, deposited by magnetron
sputtering. Markers, for the alignment of the submicron junctions are patterned
in the gold film by optical lithography and Ar+ etching. The gold layer is then
partially etched. The 40 nm Au layer left on the YBCO acts as protective layer for
the YBCO during the rest of the fabrication process.

4. The sample is covered by a 70 nm thick amorphous carbon film, which acts as a
hard mask during the Ar+ milling procedure to define the submicron junctions.

5. After e-beam exposure and resist development, a 12 nm thick chromium film is
deposited by e-beam evaporation. After a lift-off procedure a Cr mask is defined on
top of the Carbon. This is then transferred to the Carbon by O2 plasma.

6. A gentle Ar+ milling, with an acceleration voltage slightly above the etching thresh-
old for YBCO, is used to define the desired structures. Then the remaining carbon
layer is removed again by O2 plasma etching. Finally, the gold capping layer is
etched away by Ar+ milling or O2 plasma etching.

Following these steps, 200-300 nm wide bi-epitaxial YBCO junctions have been fabricated
and employed for the realization of an all YBCO transmon qubit.

3.3 Experimental setups

The measurement of superconducting quantum devices requires, first of all, that the latter
are cooled down to temperatures below the critical temperature Tc of the superconduct-
ing material involved. In the case of the YBCO thin films (Tc ≈ 90 K), the use of liquid
nitrogen should be sufficient. However, depending on the particular kind of measurement
technique and on the specific physical properties to study, lower temperatures are desir-
able. For this reason, an 3He cryostat with a base temperature of ≈ 300 mK has been
used for the electrical transport and noise characterization of the YBCO nanowire based
nanoSQUIDs. Whereas a 3He/4He dilution (dry) refrigerator has been employed for the
reflection and the transmission measurements of the bare Nb/YBCO CPW resonators
and of the YBCO transmon qubit, respectively.

In the following a description of the actual experimental setups, specifically used for
this thesis work, is presented.

Microwave measurements

Although the YBCO Tc is larger than the liquid nitrogen boiling temperature (77 K), a
transmon qubit is commonly operated in the single photon limit, which necessitates much
lower temperatures. In fact, typical experiments involving transmon devices are designed
to work in the frequency range 4-8 GHz for f0→1 = |E0 − E1|/h (transition frequency
from the ground to the first excited state), which requires temperatures in the millikelvin
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range (5 GHz∼=250 mK). Indeed, working at the base temperature of a 3He/4He dilution
refrigerator (T ≈ 20 mK) ensures that no thermal excitation takes place, and in general
creates a very low noise environment. Moreover, single photon limit also requires very
low input power such that the device is probed with few photons on average. For this
reason the input lines are strongly attenuated (see Fig.3.6). The circulating power Pcir
corresponding to the number of photons in the resonator Nph depends on the coupling
capacitor (see section 2.4), therefore the actual input power is tuned by room temperature
attenuators.

In figure 3.6 a schematic representation of the experimental setup employed for mi-
crowave measurements is shown. The different stages of the dilution refrigerator with all
the microwave components used are depicted. In particular, the samples are glued in a

Figure 3.6: Schematic of the experimental setup used for microwave measurements from room
temperature down to the lowest stage of the dilution cryostat. The different instruments and
components are labeled.

home made rf-tight, oxygen-free cooper box, containing a PCB whose center conductor is
soldered to microstrip launchers connected through the box to SMA connectors via glass
beads. The sample box is thermally anchored to the mixing chamber (MC) of the dilution
refrigerator. A NbTi coil is attached to the sample box for magnetic flux biasing of the
transmon device. Moreover, a µ-metal shield is used to screen the devices from ambient
magnetic field3. The transmitted4 signal via the two circulators in series is filtered and

3No µ-metal shield is used for the measurements at high magnetic field.
4For reflectivity measurements, a similar experimental setup has been used. More details can be found

on the appended papers[102, 138].
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then amplified by a HEMT low noise cryogenic amplifier (Tnoise ≈ 2 K) placed at the ≈ 4
K stage, before reaching the room temperature detection instrumentation. The circulators
also prevent that black-body radiation from the different thermal stages reaches the device
along the output line, which is not attenuated (see Fig.3.6). This experimental setup has
been successfully tested via the measurement of low-Tc superconducting transmon qubit
and single photon router devices reported in refs. [139, 140]. At room temperature, multi-
tones probing of the devices is possible thanks to two different microwave generators and
a power combiner, as schematically illustrated in Fig.3.7. The input microwave signals
are shaped by arbitrary waveform generators and frequency mixers. Here the mixers are
used as switches, which are turned on by DC pulses. The output signal instead, after
a further amplification, is sampled and downconverted by a microwave digitizer with an
operational frequency up to 6 GHz. For the microwave losses investigation via reflectivity
measurement, instead, a vector network analyzer (VNA) has been used for both genera-
tion and detection of the microwave signal. The VNA allows for the measurement of both
the amplitude and the phase of the complex reflected signal Vout/Vin within the specified
frequency range (up to 20 GHz).

Figure 3.7: Schematic of the room temperature experimental setup used for microwave mea-
surements. The different instruments and components are labeled.

Noise characterization

The magnetic flux noise characterization of the nanoSQUIDs has been performed in an
open loop configuration and using a cross correlation scheme. A schematic of the employed



Chapter 3. Modelling, fabrication and experimental techniques 55

experimental setup is sketched in Fig.3.8. The cross correlation setup was used to reduce
the contribution of the amplifiers input noise to the total measured voltage noise. Using
typically N ' 100 number of averages, a reduction of the voltage input noise contribution
from 4 nV/

√
Hz (single amplifier) down to ≈ 0.7 nV/

√
Hz is obtained with two amplifiers

in a cross correlation scheme. As it is shown in Fig. 3.8, the nanoSQUID device is current
biased by a DC-current slightly larger than its critical current value, and flux biased to
a working point corresponding to the maximum of the transfer function of the voltage-
magnetic flux characteristic V (Φe), defined as: VΦ = max( ∂V

∂Φe
). Then the cross correlated

voltage noise density across the device S1/2
V is measured. Finally, the flux noise S1/2

Φ is
evaluated using the following expression: S1/2

Φ = S
1/2
V /VΦ.

Figure 3.8: Schematic of experimental setup for noise characterization of the nanowire based
nanoSQUIDs. A1 and A2 are two differential voltage amplifiers. S1/2

V is the cross correlated noise
spectral density. An example of a measured flux noise spectral density is also shown.
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Chapter 4
YBCO nanowire based nanoSQUIDs

This chapter is an extension of the appended papers I and II. Here the results from the
electrical transport characterization of YBCO nanoSQUIDs implementing nanowires in a
so-called Dayem bridge configuration are reported. First, the device is shortly introduced
(see section 2.3.2 for details of the working principles), with a particular focus on the
possible applications such as magnetic flux sensors and basic studies related to the funda-
mental charge of the superconducting condensate. Next, the critical current modulations
as a function of the externally applied magnetic flux Ic(Φe), measured in the whole range
of temperature up to the Tc of the device, are presented. The extracted values of the peri-
odicity and modulation depth for Ic are successfully compared to numerical calculations.
Finally, the noise performances of the nanoSQUIDs, also in the presence of an inductively
coupled pickup loop to increase the effective area, are discussed and analyzed in details.

4.1 Motivations and design

The electron-electron attraction responsible for the formation of Cooper pairs is the base
on which the BCS theory for conventional superconductors is built (see section 1.2). In-
deed, for a full understanding of the microscopic physical mechanisms in cuprates high-Tc
superconductors, the knowledge of the charge pairing represents an essential requirement.
In order to determine the fundamental charge e∗ of the condensate, different methods
such as: Little-Park experiment[141] and Shapiro steps measurements[142, 143], have
been pursued, and all seem to agree on a predominant 2e charge pairing. However, the
recent experimental demonstrations of the existence of different forms of order, including
pair density wave (PDW), for which a spatial periodic modulation of the order parameter
has been observed[144], have led to a reconsideration of the charge pairing in cuprates.
In particular, a 4e superconducting state has been theoretically predicted as direct con-
sequence of the presence of PDW[145]. The fundamental charge of the superconducting
state can be extracted from the value of the flux quantum Φ0, for example by looking
at the fluxoid quantization via transport measurement in superconducting loops. For
a BCS superconductor the fundamental charge is given by the Cooper pair and results
in Φ0 = h/2e. Instead, for a superconductor with a pair density wave order (periodic
variation of the pair density in space), a 4e superconducting state has been predicted
resulting in a value of the flux quantum Φ0 = h/4e[145]. For this task, nanoSQUID loops

57
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implementing nanowires, with lateral dimensions comparable to the characteristic length
of PDW (' 10 nm) and characterized by highly uniform superconducting properties,
represent ideal candidates.

Furthermore, nanoSQUIDs have attracted a lot of attention because of their extremely
high magnetic flux sensitivity. Flux noise, in fact, depends on the total inductance of
the device (S1/2

Φ ∝ L3/2), therefore a nanometer sized loop is needed to reduce it (see
section 2.3.2). Indeed, with nanoSQUIDs the magnetic flux sensitivity can be significantly
improved, enabling the possibility of quantum limited measurements. For this reason
nanoSQUIDs are ideal magnetic flux sensors for applications in nanomagnetism, aiming
at the detection of a single spin, which represents a holy grail in fundamental measurement
techniques[76]. While this technology is well established for LTS[146], the realization of
HTS nanoSQUIDs has made significant improvements only during the last few years[147,
148, 149]. The use of HTSs allows to extend the operation range for both temperature
and magnetic field, due to the larger values of the critical temperature Tc and the upper
critical magnetic field Hc2 (see table 1.1 for a numerical comparison between YBCO
and the most common LTSs). However, other important SQUID applications, such as
magneto encephalography[12, 13] and low field magnetic resonance imaging[14], require
a low magnetic field noise: S

1/2
B = S

1/2
Φ /Aeff , where Aeff is the effective area of the

device. Due to their small loop area, nanoSQUIDs have a poor magnetic field sensitivity.
In order to increase the effective area Aeff of the device, while keeping the low flux
noise (small loop area), with a consequent improvement of the magnetic field sensitivity,
one can directly couple the nanoSQUID to a much larger pickup loop. The pickup loop
approach is preferable over a SQUID washer design[16], since the implementation of a
large washer to enhance the effective area will at the same time also increase the SQUID
inductance. Moreover, it only involves a single layer patterning technique, making the
pickup loop simpler and more attractive compared to an inductively coupled multiturn
flux transformer.

YBCO nanowire based nanoSQUIDs have been realized on c-axis oriented 50 nm thick
films deposited on MgO(110) and MgO(001) substrates, using the patterning technology
described in details in section 3.21. In figure 4.1 SEM and AFM images of the typical
devices are shown in false colors. The main geometrical dimensions are labeled. The
nanometer sized nanoSQUID loop is realized in the so-called Dayem bridge configuration:
two nanowire 65 − 100 nm wide (wn) and with a length l ranging between 100-300 nm,
connect two electrodes whose width we ranges from 4 µm to 16 µm. The separation
distance between the two nanowires dw has been varied from few hundreds of nm up to
1 µm. For nanoSQUIDs coupled to the pickup loop, the width and the length of the two
nanowires is kept fixed to 65 nm and 200 nm, respectively. The nanowires act as bridges
between an electrode, 1 or 2 µm wide (dw), and a pickup loop, whose inner diameter d
ranges from 40 µm up to 400 µm (see Fig.4.1(c) and (d)). As it infers from eq. (2.32),
for these specific devices, the coupling inductance Lc plays the major role in determining
the increment of the effective area. In order to enhance the value of Lc, the pickup loop is
designed such that its width w is 2 µm in the vicinity of the nanowires and it then widens
up to 10 µm over a distance of ≈ 30µm far from them (see Fig. 4.1(c) and (d)).

1For these devices the gold capping layer is kept after the fabrication process.
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Figure 4.1: Collection of SEM and AFM images of typical YBCO nanowire based nanoSQUIDs,
both bare nanoSQUIDs and inductively coupled to an in-plane large pickup loop. The YBCO
structures are shown in false colors, whereas the dark regions represent the MgO substrate. (a)
SEM image and (b) 3D AFM image of two typical nanoSQUID devices. we is the width of the
electrode, l is the nanowire length and dw is the separation distance between the two nanowires.
(c) Overview of a typical nanoSQUID device coupled to a pickup loop, showing the geometry
of the pickup loop (green regions), the diameter d and the width w are labeled. (d) Zoom-in
highlighting the device in the vicinity of the nanowires. The nanoSQUID loop is formed by a
narrow electrode (orange region) connected to the pickup loop (green) via the two nanowires.
dw and wc are respectively the separation distance between the two bridges and the the width
of the pickup loop in the vicinity of the nanowires.

4.2 Electrical transport characterization

In this section the electrical transport characterization of the nanoSQUIDs, with a partic-
ular focus on the critical current modulation as a function of the external magnetic flux
Ic(Φe), is presented. The transport measurement has been performed at low temperature
in a 3He cryostat, properly shielded from ambient magnetic field (see section 3.3). The
devices are characterized by critical current densities in the range of 3−6×107 A/cm2 at
T = 5 K, close to the GL depairing limit[134, 135]. The IV characteristics show typical
flux-flow behaviour, and a supercurrent is observed up to the critical temperature of the
device (Tc ' 83 K). In figure 4.2 (a) a typical IV curve of a nanoSQUID, measured at
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T = 5 K, is shown. Figure 4.2 (b), instead, shows the resistance vs temperature mea-
surement of a nanoSQUID. The fitting method, from which one can extract the values of
Tc, λ0 and ξ0, are based on the thermal assisted vortex entry model and are described in
ref.[150]. The critical current modulations as a function of the externally applied mag-

Figure 4.2: (a) Typical IV characteristic of a nanoSQUID device measured at T = 5 K. (b)
Resistance versus temperature of a typical nanoSQUID. The solid line represents the fit to the
thermal assisted vortex entry model.

netic flux and field for different nanoSQUIDs, including the case of a device coupled to a
pickup loop, are shown in Fig. 4.3. The critical current values have been extracted from
the measured IV characteristics using a voltage criterion, which has been chosen taking
into account the shape and the noise level of the IV curves. Nevertheless, this voltage
value is commonly of the order of ≈ 2µV. The Ic(Φe) modulations are characterized by a
more triangular shape compared to Josephson junctions based SQUIDs, as expected from
the non sinusoidal current-phase relation characterizing nanowires with lateral dimensions
larger than the coherence length (w, l > ξ, see section 2.3.2). Moreover, the effect of the
non negligible inductance of the nanowires, mainly kinetic (Lkin), results in a βL 6= 0 and
consequently in a relative modulation depth ∆Ic/I

max
c = (Imaxc −Iminc )/Imaxc much smaller

than 1. The nanoSQUID Ic(Φe) is superimposed on the critical current modulation of a
single nanowire. This results in a tilting of the Ic(Φe) (different lobes are characterized by
slightly different Imaxc ) as it can be clearly seen in Fig. 4.3(a) and (b). It is important to
highlight that the nanoSQUIDs presented here exhibit critical current modulation in the
whole range of temperature up to the Tc of the device (see Fig. 4.3(b)). This represents a
big step forward compared to previously reported HTS nanoSQUIDs[151, 152], whose op-
erational temperature range has always been limited due to the detrimental effects of the
fabrication methods employed. Another crucial result, which can be deduced comparing
Fig. 4.3 (c) and (d), is the significant reduction of the modulation period ∆B when the
nanoSQUID loop is inductively coupled to a much larger pickup loop (400 µm in the case
reported in Fig. 4.3 (d)). Finally, figure 4.3 also suggests a temperature dependence of
the critical current modulation depth ∆Ic, which can be extracted from the Ic(B) plots
as illustrated in the Fig. 4.3 (a). In the next section, a quantitative analysis of the
temperature dependence of ∆Ic, in comparison to numerical calculations, is discussed. A
comparison between numerical estimations and experimental data for the effective area
of the different nanoSQUIDs configurations employed is made as well.
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Figure 4.3: Critical current modulations as a function of the externally applied magnetic flux
and field. (a) Ic(Φe) for a nanoSQUID at T = 300 mK. ∆Ic is the difference between the
maximum and the minimum values of Ic, and ∆B is the modulation period. (b) Ic(Φe) for the
same nanoSQUID device as in (a) at T = 80 K. (c) Ic(B) for a nanoSQUID without and for
another one with pickup loop (d) measured at T = 4 K. Although the nanoSQUID loops are
characterized by similar geometrical areas, the presence of the pickup loop results in a larger
Aeff and a significant smaller ∆B.

4.3 Numerical analysis

As discussed in section 2.3.2, the CPR for bridges with dimensions as the nanowires im-
plemented for the nanoSQUID devices reported here is given by the Likharev-Yakobsen
expression (2.25). The effect of the CPR of the nanowires on the critical current mod-
ulation can be accounted for by adding the kinetic inductance of the nanowires to the
total SQUID inductance. Therefore, the total inductance LnS of the nanoSQUID loop
can be modelled as the sum of the wires and the electrodes inductances. In particular, the
main contribution to LnS comes from the kinetic inductance of the two nanowires, which
at base temperature (T = 300 mK) is an order of magnitude larger than the geometric
one Lnwex ' µ0l (Lkin ≈ 15 pH). In fact, the critical current modulation depth ∆Ic is
given by ∆Ic = Φ0

LnS
, and at fixed temperature, nanoSQUIDs characterized by a larger

inductance will exhibit a smaller ∆Ic (see section 2.3.2). In order to calculate ∆Ic, a
numerical estimation of the nanoSQUID total inductance is needed. Numerical methods,
based on the solution of the Maxwell and London equations (see Appendix C for details),
allow to estimate LnS. The numerical calculation can be used for any geometry of the
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superconducting loop. To account for the temperature dependence, a modified two-fluid
model expression for the London penetration depth has been used:

λL(T ) =
λ0√

1−
(
T
Tc

)n , (4.1)

where λ0 is the London penetration depth at zero temperature and n is an experimentally
determined power exponent, which commonly is ≈ 2 for YBCO thin films. In figure 4.4,
the experimental values of βexpL (T ) calculated as:

βexpL (T ) =
Imaxc (T )

∆Ic(T )
(4.2)

are plotted (open circles) as a function of the temperature up to the Tc, for nanoSQUID
devices patterned on both MgO(110) and MgO(001) substrates. The dashed lines repre-
sent numerical estimations given by:

βnumL (T ) =
Imaxc (T )LnumnS (T )

Φ0

, (4.3)

for which λ0 has been used as the only fitting parameter (Imaxc is taken from experimental
data and n has been kept fixed to 2). A λ0 = 260 nm value, typical for nanometer sized
YBCO devices[147, 150], results in numerical estimations that are in very good agreement
with the experimental data (see Fig. 4.4). In particular, in the case of the nanoSQUIDs
patterned on top of MgO(110), an anisotropy for the London penetration depth in the
ab−plane has been considered (λbL = λaL/1.3). This is a direct consequence of the un-
twinned growth of the YBCO on such substrate, with the nanowires patterned along the
b−axis. On the contrary, the YBCO films are twinned when grown on the MgO(001) sub-
strate, and consequently no anisotropy in the ab−plane transport is present. Comparable
estimations of λ0 have been obtained by fitting the resistance versus temperature of the
devices (see Fig. 4.2)(b). This further confirms the correctness of the numerical calcula-
tions used to quantitatively analyze the critical current modulations extracted from the
electrical transport characterization of the nanoSQUIDs.

Using the same numerical methods, the effective area of the nanoSQUIDs can be
evaluated and compared to the experimental Aexpeff , extracted from the critical current pe-
riodicity in applied magnetic field ∆B: Aexpeff = ∆B/Φ0. Here it is important to emphasize
that the value of the flux quantum Φ0 = h/e∗ to be used depends on the fundamental
charge of the superconducting state e∗, which commonly is given by: e∗ = 2e. Therefore
a proper numerical estimation of the device effective area is crucial to get insights about
the pairing in YBCO nano-structures. First, it has to be noted that Aexpeff is larger than
the nanoSQUID geometric area, which for our specific design (see figure 4.1) is given
by the product of the separation distance between the two nanowires and their length:
Ageo = dw ∗ l. This is a consequence of the extra phase gradient ∆φ between the two
nanowires produced by the screening current Is in the electrodes or in the pickup loop, if
the latter is present. The effective area of the device can be numerically estimated from
the magnetic moment generated by the screening current in the nanoSQUID loop, as ex-
pressed by Eq. (C.9). In figure 4.5 both the experimentally obtained and the numerically
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Figure 4.4: Temperature dependence of the screening inductance factor βL (green open circles)
for a YBCO nanoSQUID patterned on an MgO(110) (a) and MgO(001) (b) substrates. The
orange dashed line represents the numerical calculations.

estimated effective area values are plotted as a function of the separation distance between
the two nanowires. Here, the length l and the electrode width we are kept fixed to 150
nm and 4 µm respectively. No pickup loop has been employed in this case. Experimental

Figure 4.5: Experimental effective area (open light blue circles) as function of the separation
distance of the two nanowires dw. The values of Aexpeff have been calculated from the critical
current modulation periodicity of nanoSQUIDs characterized by the same wires length (l ≈
150 nm) and same electrodes width (we = 4µm). The dashed line represents the numerical
estimations.

data and numerical calculations are in a very good agreement, using the standard value
for the fundamental charge e∗ = 2e in the evaluation of Aexpeff . Therefore, there is no clear
hints of the effect of PDW on the charge pairing in the presented devices. One possible
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explanation could be related to the fact that the nanoSQUIDs have been patterned on
YBCO films close to the optimal doping, whereas the presence of PDW has been predicted
and experimentally observed for underdoped cuprates. Indeed, nanodevices patterned on
underdoped YBCO films could provide better evidences regarding eventual effects due
to the presence of PDW[94]. Moreover, the data resemble a scaling of the effective area
Aeff ' wedw

1.5
, which is comparable to the one determined from flux focusing effect on thin

film grain boundary Josephson junctions[153].
In the case of nanoSQUIDs inductively coupled to a pickup loop, the numerical estima-

tion of the effective area is slightly more complicated by the presence of the two interacting
loops. To calculate the current distribution in the SQUID structure, the pickup loop in
the zero flux state (zero vorticity) and no circulating current in the nanoSQUID loop
have been assumed. Given the current distribution, the effective area can be estimated
from the computation of the fluxoid Φ′ around the nanoSQUID loop and the externally
applied magnetic field B: Anumeff = Φ′/B (see Appendix C for details). The effective areas
calculated in such a way can be furthermore compared to values calculated via Eq.(2.32)
and using the following analytic expressions, including both the geometric (Lex) and the
kinetic (Lkin) contributions to the pickup loop Lloop and the coupling Lc inductance[154]:

L′loop =
µ0λL
w

coth

(
t

λL

)
+
µ0

2π

[
ln

(
16r

w

)
− 2

]
L′c =

µ0λL
wc

coth

(
t

λL

)
+ k/2. (4.4)

Here, w and r are the average radius and width of the pick-up loop respectively, and
wc is the width of the YBCO strip where the two loops meet (see Fig.4.1(d)). k ' 0.3
pH/µm is an empirical expression for a slit inductance per unit length, obtained from
measurements and simulations[16]. The geometric term of L′c is, thence, approximated
as half slit inductance. The prime sign indicates that equations (4.4) are per unit length.

Figure 4.6 shows the experimentally determined effective area Aexpeff versus the pickup
loop inner diameter d, for nanoSQUIDs with nanowires separation dw = 1µm (open
circles) and dw = 2µm (diamonds), both at T = 5 K and at T = 77 K. The solid and the
dashed lines represent respectively the numerically estimated (Anumeff ) and the analytically
calculated (Aaneff ) effective area. Figure 4.6 indicates a much better agreement between
experimental data and the numerical method compared to the values obtained via the
analytic expressions. In this case, the best fitting of Aexpeff has been obtained using λ0 = 150
nm at T = 5 K, and a λL(T = 77 K)≈ 400 nm, calculated using eq.(4.1) with Tc = 83
K and n = 2. The smaller value (closer to the one for bulk YBCO) for λ0 compared to
the one used for the nanowire inductance in nanoSQUIDs in absence of the pickup loop,
could be related to the much larger lateral dimensions of the entire SQUID device. On
the contrary, the analytic estimations do not provide a good fitting for any of the λ0 value
in the range 150− 260 nm. This reflects an inaccuracy in the evaluation of the geometric
inductance, which would be even more pronounced if more complex device geometries are
employed.

Finally, it is important to highlight that in the presented devices the kinetic contri-
bution dominates over the geometric one for the coupling inductance Lc. In fact, the
geometric term accounts only for ≈ 34% at T = 5 K, and only for roughly the 7% at
T = 77 K, with a ratio Lkinc /Lexc ≈ 14. Indeed, the coupling between the nanoSQUID
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Figure 4.6: Experimentally determined effective area as a function of the pickup loop inner
diameter d, for nanoSQUIDs with a wires separation of 1 µm (open circles) and 2 µm (diamonds),
obtained at T = 5 K (a) and T = 77 K (b). The solid and the dashed lines represent the numerical
and the analytic calculations, respectively.

loop and the pickup loop takes place mainly via kinetic inductance. For this reason,
these devices, with an optimized geometry, could be employed for the measurement of the
London penetration depth in superconducting thin films.

4.4 Noise characterization
In this last section of the chapter the magnetic flux noise characterization is presented
and analyzed for nanoSQUID devices with and without pickup loop. However, here a par-
ticular attention is paid on the effect of the pickup loop on the noise performances. While
the results presented in the previous section demonstrate that the pickup loop allows for
a significant increase of the device effective area, the effect of the pickup loop on the flux
noise needs to be discussed. The flux noise measurements have been performed using an
open loop configuration and a cross correlation scheme, as described in details in section
3.3. Figure 4.7 shows the magnetic flux noise spectrum S

1/2
Φ for a typical device in absence

of the pickup loop. As result of the nanometer sized loop, nanoSQUIDs exhibit an ultra
low flux noise, characterized by a white level below 1 µΦ0/

√
Hz limited by the electron-

ics background. This value is among the lowest reported in literature for generic HTS
nanoSQUID devices[147, 148, 149]. In Figure 4.8(b), instead, a typical spectral density of
magnetic flux noise, measured at T=5 K for a nanoSQUID coupled to a pickup loop, is
shown. In particular, the reported measurement is taken at a DC bias current Ib = 1.76
mA and a flux bias such that VΦ = 2.4 mV/Φ0, as shown in Figure 4.8(a). The measured
flux noise is frequency dependent, with a value of about 100 µΦ0/

√
Hz at f = 10 Hz, and

it is limited by the electronics noise background (violet line) for frequencies above 100
kHz. Therefore, an upper limit of S1/2

Φ ' 1 µΦ0/
√
Hz is taken as the white noise level of

the device. As for the device presented in Fig. 4.7, the f−dependent noise is not realted
to the flux bias point, thence it has to be attributed to critical current fluctuations. While
critical current fluctuations in ordinary tunnle-like JJs are usually associated to the pres-
ence of bistable charge trapping states modifying the junction barrier transparency (see
section 2.3.1), there is no clear evidence of their physical origin in nanowires. Here, critical
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Figure 4.7: Magnetic flux noise spectrum (dark red disks), measured at T = 8 K, for a
nanoSQUID in absence of the pickup loop (NSQR). The electronics background noise spectrum
is also plotted (violet disks).

Figure 4.8: (a) Voltage versus external magnetic flux for different DC bias currents. The
dark red dot indicates the working point (Ib = 1.76 mA), at which the flux noise spectrum has
been measured, corresponding to a transfer function Vφ = 2.4 mV/Φ0. (b) Magnetic flux noise
spectrum (dark red line), measured at T = 5 K, for a nanoSQUID characterized by dw = 1µm
and a pickup loop with an inner diameter d = 100µm (NSQ1). The solid green line represents
the fit to F 1/2(f). The electronics background noise spectrum is also plotted (violet line).

current noise could be caused by fluctuations of the electronic nematic order[155, 156] or
by changes in the oxygen order and concentration in the CuO chains[157], resulting in a
variation of the energy barrier for the vortex entry dynamics in the nanowires[158]. How-
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ever systematic studies, including geometry and temperature dependencies, are needed
for a complete and clear understanding of the physical mechanisms responsible for such
behavior. Moreover, using a flux-locked loop (FLL) configuration in combination with a
bias reversal scheme, the effect of the critical current fluctuations on the flux noise can be
eliminated. Nevertheless, a more detailed and quantitative analysis can be done by fitting
the spectrum to the sum of one or more Lorentzians F 1/2

L,i=F
1/2
0,i /[1 + (f/fc,i)

2]1/2 with an
amplitude F 1/2

0,i and a characteristic frequency fc,i, a contribution F
1/2
1/f ∝ 1/f 1/2, and a

constant white noise term F
1/2
w . In Figure 4.8(b) the solid green line represents the fit

to the expression F 1/2(f) =
√

ΣiFL,i + F1/f + Fw. For the presented measurement, the
best fitting is obtained using two Lorentzians, and the following parameters have been
extracted: fc,1 = 25 Hz, F 1/2

0,1 = 80 µΦ0/
√
Hz and fc,2 = 200 kHz, F 1/2

0,2 = 1.4 µΦ0/
√
Hz,

and a white noise F 1/2
w = 0.8 µΦ0/

√
Hz.

For a direct comparison of the flux noise measured for nanoSQUIDs with and without
pickup loop, the main parameters including the effective area and the magnetic field
white noise level (or its upper limit as set by the read-out electronics employed), are
listed in table 4.1. These results indicate that the magnetic flux noise performances of

Device d(µ)m Aeff (µm2) VΦ(mV/Φ0) S
1/2
Φ,w(µΦ0/

√
Hz) S

1/2
B,w(pT/

√
Hz)

NSQ1 100 24 2.4 <1 <86
NSQ2 400 62 0.75 <2 <66
NSQR - 2.8 1.5 <1 <740

Table 4.1: Main parameters of some investigated nanoSQUIDs, characterized by different ef-
fective areas. VΦ is the value of the transfer function at the work point used for the noise
measurement at T = 5 K. SΦ,w is the magnetic flux white noise upper limit of the device, as
set by the electronics background noise. NSQR is a device without pick-up loop reported for
comparison.

the nanowire based YBCO nanoSQUIDs presented in this thesis are not affected by the
presence of the pickup loop and the consequent significant increase of the effective area.
Therefore, the use of a larger pickup loop (d ≈ 8 mm) and larger coupling inductance (5
times bigger Lc) would allow to further improve the magnetic field sensitivity and reach
a noise level of of S1/2

B ≈ 100 fT/
√
Hz, which represents the ultimate goal for various

SQUID applications[12, 13, 14, 15].

Noise at 77 K

As regards the SQUID applications, one of the main advantage of using YBCO compared
to any LTSs is the possibility to extend the temperature operation range above the liquid
nitrogen temperature (T = 77 K). In figure 4.9 the magnetic flux spectral density S1/2

Φ (f),
taken at T = 5 (violet line) K and T = 77 K (yellow line), is shown for two different
devices, labelled as NSQ1 (a) and NSQ2 (b) and whose parameters are listed in table
(4.1). For both the devices presented here, the white voltage noise at T = 77 K is limited
by the electronics background. Moreover, once translated into flux noise, the white level is
limited to roughly 40µΦ0Hz−1/2, as a consequence of the low value of the transfer function
VΦ. This reflects a very low sensitivity to flux fluctuations, due to the small amplitude of
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Figure 4.9: Magnetic flux spectrum taken at T = 5 K (violet line) and at T = 77 K, for the
devices labelled as NSQ1 (a) and NSQ2 (b).

the voltage modulation as a function of the externally applied magnetic flux. In order to
increase the transfer function and thence improve the flux sensitivity, a larger differential
resistance Rd = ∂V

∂Ib
is required. This can be understood by simply writing the relationship

between voltage and magnetic flux fluctuations:

δV =

(
∂V

∂Φ

)
δΦ = Rd

(
∂Ib
∂Φ

)
δΦ. (4.5)

A possible way to increase Rd is to employ thinner YBCO films for the realization of the
nanowire based nanoSQUIDs, as reported in ref. [159].



Chapter 5
Microwave losses in YBCO resonators in the
single photon limit

In this chapter the main results from the characterization of CPW resonators, demon-
strating the feasibility of a YBCO transmon, are reported. First, the microwave dielectric
losses from the most common substrates employed for the epitaxial growth of YBCO thin
films are presented and analyzed. In particular, both the power dependence and the tem-
perature dependence in the single photon limit (millikelvin temperatures and low input
power) are discussed. These results indicate (La0.3Sr0.7)(Al0.65Ta0.35)O3 (LSAT) as ideal
dielectric material to be used as substrate for YBCO microwave devices operated in this
specific regime. Finally, the microwave properties of YBCO CPW resonators patterned
on a LSAT/CeO2 bilayer, suitable for the realization of biepitaxial GB JJ, are presented
in comparison to an analogous Niobium resonator.

5.1 Motivations and design

A HTS artificial two-level quantum bit (qubit), realized with YBCO Josephson junctions,
could be employed to study fundamental physical mechanisms in previously not easily ac-
cessible regimes. In particular, the measurement of the characteristic coherence times of
the YBCO JJ would be affected by dissipation and dephasing effects related to the intrin-
sic nature of the material. Thence, this measurement could deliver detailed information
regarding the superconducting ground state and the low-energy quasiparticle excitation
spectrum, and provide new hints about the microscopic mechanisms leading to super-
conductivity in cuprates. However, losses coming from the dielectric materials involved
in the fabrication of superconducting circuits operating in the microwave regime, have
been recently identified as one of the main sources of dissipation. Many studies about
microwave losses, have been performed on sapphire and SiO2/Si, which are the dielectric
materials commonly used for LTSs. For these materials, microwave dielectric losses have
been associated to the presence of a bath of two-level systems (TLSs), which couple via
their dipole moment ~d to the electromagnetic field in the resonator (see section 2.4 for
more details). In the following, a detailed characterization of the dielectric losses from
materials compatible with the epitaxial growth of cuprates, in the millikelvin range of
temperature and at very low input power (single photon limit), is presented. In particu-
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lar, the experimental results from the investigation of the microwave proprieties of MgO
(εr ≈ 9), LaAlO3 (LAO, εr ≈ 25) and (La0.3Sr0.7)(Al0.65Ta0.35)O3 (LSAT, εr ≈ 23) in the
single photon regime, are presented in comparison to the TLS resonant absorption theory
in order to distinguish among different sources of dissipation. Here, εr is the relative
dielectric permittivity at room temperature.

To study the dielectric losses, the unloaded quality factor Q0 of a Niobium λ/2 CPW
resonator has been extracted from the fitting of the measured complex reflectivity signal
(S21). The Nb resonators have been patterned1 on the different investigated substrates
with a specific design, which minimizes radiation losses. Details of the modelling of these
devices are extensively described in sections 3.1. The measurements have been performed
in a dilution refrigerator using the experimental setup illustrated in section 3.3. In figure
5.1 an optical image of a typical Nb CPW resonator, depicted in false color, is shown. The
main geometric dimensions are labelled, and a zoom-in of the finger coupling capacitance
is displayed.

Figure 5.1: Optical image of a typical Niobium (false color) λ/2 CPW resonator, the dark
regions represent the substrate. The finger coupling capacitance is shown in a zoom-in. w and
g are respectively the center conductor width and its separation distance to the ground plane.

5.2 Microwave dielectric losses analysis

In this section both the power and the temperature dependence of the microwave dielectric
losses is reported for the three different substrates employed. For temperatures below
T ∗ ' Tc

10
(T ∗ ≈ 1 K, for Nb), the microwave losses 1/Q0 are expected to be dominated by

the dielectric losses tan δ. Therefore, the conductor losses from the superconductor can
be included in a background term, containing also the radiation and other possible losses
mechanisms. Dielectric losses tan δ(T, P ), instead, are given by the theoretical expression
eq. (2.39) obtained from the TLS resonant absorption theory. Thence, one can generally

1A 200 nm thick Nb film, deposited on annealed substrates by magnetron sputtering in an ultra high
vacuum environment, has been patterned by e-beam lithography and NF3 reactive ion etching (RIE).



Chapter 5. Microwave losses in YBCO resonators in the single photon limit 71

write:
1

Q0

(T, P ) = tan δ(T, P ) +
1

Qb

, (5.1)

here, the background term 1
Qb

is treated as a constant in the investigated temperature
and power ranges. This is not valid for T > T ∗, at which the conductor losses vary
exponentially with temperature as expressed by Mattis-Bardeen theory (see section 2.4).
Both the unloaded quality factor Q0 and the fundamental resonance frequency f0 have
been extracted via the fit of the complex valued reflection signal S21 around f0, using the
following expression:

Γ =
Q−1
ext −Q−1

0 − 2iδx

Q−1
ext +Q−1

0 + 2iδx
, (5.2)

where δx = f−f0
f0

and Qext is the external quality factor associated to the coupling to the
external environment (see section 2.4). In figure 5.2 the fit to Eq.(5.2) (green solid line)
of the amplitude of the reflection signal for a typical Nb CPW resonator is displayed.

Figure 5.2: Amplitude of the reflection coefficient as a function of the normalized frequency.
The blue solid line represents the fit to equation (5.2).

Power dependence at base temperature

In order to study the power dependence, the bath temperature is kept fixed at T = 20 mK
and the input power is varied via an external attenuator (see section 3.3) down to a value
corresponding to few photons on average inside the resonator. In figure 5.3 the microwave
losses 1

Q0
are plotted as a function of the circulating power Pcir, defined by Eq.(2.38) and

the average number of photons Nph = Pcir/hf
2
0 in the resonator. The solid lines represent

the best fit to eq.(2.39), for which the dielectric losses FαTLS, the critical power P ′
c and

the power exponent β are used as fitting parameters. Experimental data for both MgO
and LSAT show a plateau for power below P

′
c and a significant reduction of the microwave

losses with increasing Pcir, as result of the progressive saturation of the TLS bath. At high
power, when all the TLS bath is saturated, the unloaded quality factor value would be
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Figure 5.3: Microwave losses as a function of the circulating power Pcir (bottom axis) and the
average number of photons (top axis) at T = 20 mK, for the three different studied substrates.
The solid lines represent the best fitting to Eq.(2.39).

limited by the background term. However, due to limitations in the experimental setup,
optimized for working at low power, a saturation of Q0 at high power is not observed
and it has not been possible to extract a value for 1/Qb. On the contrary, LAO data
show only a weak variation as a function of the power, suggesting a larger contribution to
the overall microwave losses from the conductor ones in the superconductor, for which no
power dependence is expected. This could be due to the presence of defects at the surface
of the Nb films grown on LAO, or at the interface with this specific substrate, resulting in
a significant degradation of the microwave properties. The FαTLS values for the different
dielectrics, extracted from the fitting, are listed in table 5.1. In the same table the values
obtained using sapphire as substrate are reported for comparison.

Substrate MgO LAO LSAT Sapphire
Q0 1.6× 103 2× 104 2.6× 104 9.3× 104

Coupling under critical critical over
FαTLS (5.1, 2.37) 3.3× 10−4 1.8× 10−5 3.4× 10−5 7.9× 10−6

FαTLS (5.3) 5.5× 10−4 N.A. 4.6× 10−5 4.8× 10−6

FαTLS (2.39) 4.9× 10−4 2.5× 10−5 4.6× 10−5 1.4× 10−5

1/Qb (5.1, 2.37) 3.8× 10−5 3.1× 10−5 5.6× 10−6 3.6× 10−6

FαTLS

1/Qb
(5.1, 2.37) 8.7 0.6 6.1 2.2

Table 5.1: (Top part) Q0 values and resonators coupling at T = 20 mK and in the low power
limit. (Bottom part) FαTLS and 1/Qb values for the different dielectrics, extracted from fits to
the equations indicated in parenthesis.
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Temperature dependence in the low power limit

For the investigation of the temperature dependence, the input power is kept fixed below
the critical value Pc, corresponding to few photons on average inside the resonator (low
power limit). At this value of the input power, the microwave losses are power independent
as shown by experimental data plotted in Fig. 5.3. The reflection signal S21 has been
measured varying the mixing chamber temperature up to the critical temperature of the
Nb film (Tc ≈ 9 K), and the unloaded quality factor Q0 has been extracted from the fit
to Eq.(5.2). Figure 5.4 shows the microwave losses 1/Q0 for the three studied dielectric
materials as a function of the temperature in the millikelvin range, where conductor losses
are expected to be constant. The solid lines represent the best fit to Eq.(5.1) and Eq.(2.37)
for P � Pc, from which the ultimate intrinsic dielectric losses FαTLS and the background
term 1/Qb are used as fitting parameters. The arrows point to the value of 1/Qb obtained
for each substrate. Both MgO and LSAT show a strong temperature dependence with

Figure 5.4: Microwave losses as a function of the temperature in the millikelvin range, at input
power below the critical value, for the three different studied substrates. The solid lines represent
the best fit to Eq.(5.1) and Eq.(2.37).

a significant reduction of the microwave losses with increasing the bath temperature.
The experimental data are very well represented by the TLS resonant absorption theory.
Indeed, the large value of the product FαTLSQb > 1 (see table 5.1) for these two substrates
clearly indicates that the overall microwave losses are dominated by the TLS resonant
absorption mechanism in the dielectric. The value obtained for the background term
1/Qb is, most probably, associated to the onset of microwave losses due to the relaxation
absorption process[78], taking place at higher temperature. On the other hand 1/Q0 from
the resonator patterned on LAO is characterized by a weak temperature dependence, with
a small value for the product FαTLSQb < 1 (see table 5.1). The large extracted value
1/Qb ≈ 3.1× 10−5 suggests that the background contributions are the dominating losses
mechanisms for this specific device. Specifically, the large background term could be due
to high conductor losses caused by inhomogeneities in the Nb film. These inhomogeneities
could be induced by the well reported presence of twin domains in LAO substrates, but
a detailed microscopic analysis is needed for more accurate conclusions.
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The resonator fundamental resonance frequency f0 in the low power limit (P < Pc)
is also temperature dependent. Starting from eq.(2.37), neglecting the power dependence
and using the Kramers-Kronig equations, one obtains an expression for the resonance
frequency shift δf0, defined as: δf0(T ) = f0(T )−f0(T0)

f0(T0)
, which writes as[104]:

δf0(T ) =
FαTLS
π

{
ln

(
T

T0

)
− [g(T, f0)− g(T0, f0)]

}
, (5.3)

where g(T, f) = Re[Ψ(1/2 + hf/2πikBT )], Ψ is the complex digamma function and T0

is a reference temperature. The digamma function is significant only for temperatures
such that kBT ≤ hf0/2 and it results in an upward turn below T = hf0/2kB. In our
specific case (f0 ≈ 5 GHz), this temperature corresponds to T ' 120 mK which has been
set as reference temperature T0 for the presented data. Equation (5.3) accounts only
for dielectric losses from resonant absorption by TLS. Therefore, the intrinsic microwave
dielectric losses FαTLS can be also extracted from the temperature dependence of δf0,
and used to discriminate among the possible different mechanisms. In figure 5.5 the
temperature dependence of the resonance frequency shift is shown for all the investigated
dielectrics. The solid lines represent the fit to eq.(5.3). Once again the behavior observed

Figure 5.5: Resonance frequency variation δf0 as a function of the temperature in the millikelvin
range, at input power below the critical value, for the three different studied substrates. The
solid lines represent the best fit to eq.(5.3). The data for MgO and LSAT have been multiplied
respectively by a factor 5 and 10 for a clear visualization.

for the device patterned on LAO substrate differs from the one of MgO and LSAT. In
fact, MgO and LSAT show the expected trend for δf0, and the experimental data are in
a very good agreement with the TLS theory. Moreover, the FαTLS values extracted are
consistent with those obtained from the power and the temperature dependencies of 1/Q0

(see table 5.1 for a numerical comparison). LAO, instead, shows a monotonic decrease of
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δf0 with temperature, which resembles the temperature dependence of an effective kinetic
inductance[160], and does not allow for any determination of FαTLS for this substrate.
This confirms, once more, that a mechanism different than resonant absorption from TLS
is the main responsible for microwave losses of Nb resonators on LAO.

In summary, dielectric losses in MgO and LSAT are very well represented by the TLS
resonant absorption theory, whereas this is not the case for LAO. The microwave losses in
Nb resonators patterned on LAO are, in fact, dominated by a background contribution.
This has been identified as conductor losses from the Nb film. The microwave proprieties of
Nb films grown on LAO might be degraded by the presence of defects and inhomogeneities
induced by the presence of twin domains in this dielectric material. Nevertheless, the
experimental data presented here strongly indicate LSAT as the ideal substrate to be
employed for YBCO microwave devices. First, among the studied substrates, it is the
one characterized by the lowest value of the intrinsic dielectric losses at low power and
millikelvin temperature FαTLS. Moreover, since these losses are very well modeled by
TLS resonant absorption, one can use this information for a proper design optimization of
microwave devices aiming at the minimization of the TLS contribution, which is geometry
dependent as discussed in section 2.4.

5.3 Microwave losses in YBCO films on LSAT/CeO2

In the previous section LSAT has been identified as the best substrate, among the differ-
ent dielectric materials compatible with epitaxial growth of YBCO, for microwave devices
operated in the single photon limit. However, for the realization of a YBCO transmon
qubit, proper Josephson junctions are needed. Macroscopic quantum tunnelling and en-
ergy level quantization have been recently observed in YBCO bi-epitaxial grain boundary
junctions[22, 23], which therefore represent an ideal choice to implement for quantum
devices as the transmon. However, bi-epitaxial GB junctions require an additional dielec-
tric layer (see section 3.2). A possibility is to use LSAT in combination with a CeO2 film
acting as the seed layer. The understanding of the microwave losses, at millikelvin tem-
perature and at low input power, from YBCO resonators patterned on LSAT substrate
covered by a CeO2 seed layer is therefore necessary. In this section, a characterization of
YBCO resonators in the single photon limit is presented in comparison to a Nb device
realized on the same combination of dielectrics.

In figure 5.6 the microwave losses 1/Q0, extracted from the measurement of reflection
signal from YBCO CPW resonator patterned on top of LSAT/CeO2 bilayer, are plotted as
a function of the average number of photons in the device. The experimental data from the
analogous resonator made of Nb is shown for comparison. While the Nb resonator shows
a weak power dependence, the YBCO one is power independent in the investigated range.
The temperature dependence is, thence, studied at powers corresponding to an average
number of photons Nph < 1000 (low power limit), which ensures no power dependence
for both devices. Figure 5.7 shows the experimental values of the microwave losses versus
temperature, in the millikelvin range and in the low power limit, for both a YBCO (orange
triangles) and Nb (violet circles) resonator. The solid lines represent the fit to Eq.(5.1)
and Eq.(2.37) used in the low power limit P � Pc, i.e. neglecting the power dependence.
For both the devices the microwave losses 1/Q0 monotonically decrease with increasing
the temperature, in a very good agreement with the TLS resonant absorption theory.
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Figure 5.6: Microwave losses versus average photon number at T = 20 mK for YBCO (orange
diamonds) and Nb (violet circles) resonators patterned on a LSAT/CeO2 bilayer.

Figure 5.7: Microwave losses as a function of the temperature, in the low power limit and in the
millikelvin range, for YBCO (orange triangles) and Nb (violet circles) CPW resonators patterned
on a LSAT/CeO2 bilayer. The solid lines represent the best fit to Eq.(5.1) and Eq.(2.37). The
arrows point to the values of the background term 1/Qb extracted from the fit.

The values for the intrinsic dielectric losses FαTLS = 1.17 × 10−4 extracted from the
fitting coincide for the two resonators (see table 5.2), and it is roughly 3 times larger
than the one obtained from Nb CPW resonators patterned on bare LSAT substrates (see
table 5.1). This increase in the dielectric losses in the single photon limit, thence, has
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to be attributed to the additional CeO2 seed layer. While the same values for FαTLS
have been extracted from the measurement of the two devices, the background terms
differ by about an order of magnitude (see table 5.2). In particular, the YBCO resonator
shows a 1/Qb term approximately 3 times larger than the dielectric losses FαTLS. The
radiation losses for the geometry used for the studied devices are expected to be much
smaller (� 10−5)[103], therefore the large value for 1/Qb is attributed to conductor losses
in YBCO. Using a value for the London penetration depth λL ≈ 200 nm together with
the value extracted for Qb, a surface resistance Rs ≈ 70µΩ is obtained. This value is a
good agreement with those reported in literature for YBCO thin films at low temperature
and at frequencies around 5 GHz[109].

Device f0 (GHz) Qext FαTLS 1/Qb

YBCO 4.78 5.7× 104 1.17× 10−4 3.5× 10−4

Nb 5.02 4.4× 104 1.17× 10−4 3.4× 10−5

Table 5.2: Fundamental resonance frequency f0 and coupling quality factor Qext for the two
investigated resonators. FαTLS and 1/Qb values extracted from the fit to Eq.(5.1) and Eq.(2.37)
in the limit P � Pc are also reported.

Despite the larger conductor losses compared to Nb, the realization of a YBCO trans-
mon qubit is still possible. In fact, an unloaded quality factor Q0 ≈ 2000 in the single
photon limit at f0 ≈ 5 GHz for the YBCO resonator on the LSAT/CeO2 bilayer results in
a decay rate κ = f0/Q0 ≈ 2.5 MHz. Such a value, compared to typical coupling strength
of a transmon qubit g ≈ 100 MHz, is low enough to ensure a strong coupling between the
qubit and the resonator. This is a fundamental prerequisite for the realization and the
operation of a YBCO transmon qubit.

As discussed in section 3.2, the YBCO grain boundary junctions employed in the trans-
mon device make use of (103)-oriented YBCO. In particular one of the shunt capacitor
plates and half of the junction electrodes consist of (103)-oriented YBCO (see Fig.3.2). It
is therefore necessary to make sure that the value of Rs, representative of the microwave
properties of the (103)YBCO film, is such that it does not result in too large dissipation.
A value of the surface resistance Rs ' 1 mΩ has been estimated from the unloaded quality
factor Q0 ' 500 of a λ/2 CPW resonator patterned on the (103)YBCO film, assuming
an effective London penetration depth λeff ' 1µm. The Q0 value has been extracted
from the fitting to Eq.(5.2) of the reflection signal measured at T = 20 mK and at very
low input power. The contribution of the (103)YBCO structures on the overall transmon
quality factor can be accounted for by representing them as an equivalent resistor R103

in series to the junctions and the shunting capacitance. Given the geometry and the size
of the (103)YBCO electrodes, the total equivalent resistance can be calculated by consid-
ering ≈ 25 squares in series. Taking the value of the (103)YBCO surface resistance at 5
GHz, a total equivalent resistance R103 ' 25 mΩ is obtained. The quality factor of the
equivalent circuit including R103 is Q103 = 2πf0

LJ
R103
' 12500, where LJ = Φ0

2πIc
' 10 nH is

the minimum junction inductance (see Eq.(2.5)) at Ic = 30 nA and f0 = 5 GHz. Indeed,
the (103)YBCO electrodes do not represent the limiting dissipation source.

In conclusion, the results presented in this section assess the feasibility of a YBCO
transmon qubit based on bi-epitaxial nanosized Josephson junctions fabricated on LSAT
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covered by a CeO2 seed layer.



Chapter 6
Characterization of an all-YBCO transmon
quantum bit

In this chapter the results from the characterization of an all-YBCO transmon qubit
are discussed and analyzed. After a brief introduction about the motivation behind the
presented studies, the results from transmission measurement through the resonator-qubit
system showing vacuum Rabi splitting are reported. A more quantitative analysis of the
device decoherence rate is obtained from spectroscopic measurements and a comparison
with quality factors expected from measured IcRN products of the employed Josephson
junctions is made. Finally, the observation of a significant improvement of the transmon
coherence time, at externally applied magnetic field up to 9 Tesla, is discussed.

6.1 Motivations and design

In the previous chapter 5, the feasibility of a YBCO transmon quantum bit has been
demonstrated. Quantum coherence time from an all-YBCO qubit is expected to be limited
by the presence of nodal quasiparticles and midgap states, both being a direct consequence
of the d−wave symmetry (d) of the superconducting order parameter. The presence of an
imaginary subdominant s−wave component (is), creating a fully gapped superconducting
state (d + is), would result in a significant improvement of the transmon coherence.
In fact, with a fully gapped superconducting state, nodal qusiparticles are eliminated
and MGS are shifted far from the Fermi energy and thence they do not contribute to
decoherence (see section 2.5.3). Therefore, in this respect, a YBCO transmon can be
used as a very sensitive spectrometer with a very high energy resolution to probe the
quasiparticle spectrum by monitoring the relaxation time of the qubit. In particular, it
allows for doing spectroscopy at energy scales corresponding to its characteristic frequency
fa. In the specific, a transmon frequency fa ' 5 GHz corresponds to an energy ' 20µeV.
Such value is of the same order of magnitude as the subdominat energy gap recently
measured experimentally in a nanometer sized YBCO island, used for the realization of
a YBCO single electron transistor[24].

The YBCO transmon qubit devices presented in this thesis work are fabricated em-
ploying bi-epitaxial garin boundary Josephson junctions (see section 3.2). Macroscopic
quantum behaviour from this specific GB JJs has been experimentally observed and re-

79



80 6.1. MOTIVATIONS AND DESIGN

Figure 6.1: Optical image of the full device in false colors. The insets show zoom-in of both
the input Cc1 and the output Cc2 coupling finger capacitance.

Figure 6.2: (a) Optical image showing a typical YBCO transmon-CPW resonator device. The
zoom-in shows the details of the transmon layout, including the two planar capacitor plates and
the two grain boundary junctions forming a SQUID loop. Here the two junctions are patterned
with a nominal 45° grain boundary angle α. (b) Scanning electron microscope image of two
typical YBCO grain boundary junctions (false color). The junction barrier is formed at the
interface between the c-axis oriented (violet region) and the (103) oriented YBCO (red region).
Here the junctions are patterned with a nominal α = 0°.

ported in ref.[22, 23]. Three different nominal GB angles α = 0°, 45° and 90° have been
used (see figure 2.6). However, due to roughness and faceting along the GB line, the ac-



Chapter 6. Characterization of an all-YBCO transmon quantum bit 81

tual α angle is not well defined as it can be seen from Fig.6.2(b). Therefore, the junctions’
transport properties are the result of an averaging over different angles and an accurate
angular dependence can not be studied yet. For the realization of the YBCO transmon
devices, two JJs, designed in a SQUID loop configuration (see Fig.6.2(b)), are employed
and shunted by a large capacitance made out of two (200*20 µm2) plates (see inset in
Fig.6.2(a)). The transmon is embedded at one end (voltage antinode) of a λ/2 CPW (see
Fig.6.1 and 6.2(a)). The CPW resonator is designed to have a fundamental resonance
frequency f0 ' 5 GHz (see section 3.1). More specifically, two transmons, characterized
by a different SQUID loop area and different shunting capacitances, have been fabricated
for a single CPW resonator. The latter is capacitively coupled to the input and the out-
put microwave lines via finger capacitances Cc1 and Cc2 > Cc1, respectively (see Fig.6.1
and section 3.1 for more details). The devices are mounted in a rf-tight copper box and
thermally anchored at the mixing chamber of a dilution refrigerator (T ' 20 mK). The
measurement setup, described in section 3.3, has been used for the characterization of the
YBCO transmon devices.

6.2 Transmission and spectroscopy results

Transmission measurements

The simplest way to detect a transmon qubit consists in measuring the transmission signal
through the qubit-resonator system while tuning the qubit transition frequency fa close to
the λ/2 cavity fundamental mode f0 by means of an externally applied magnetic flux Φe.
The same measurement also allows for the estimation of the coupling strength g between
the qubit and the resonator electromagnetic mode when the qubit and the resonator are
on resonance (see section 2.5.1). When a two-level system is coupled to an electromagnetic
mode, the coupled system is described by the Jaynes-Cummings (JC) Hamiltonian (see
Eq. (2.55)). As discussed in section 2.5.1, different behaviours are expected depending on
the detuning ∆0 = |fa−f0|. The detuning can be varied by sweeping the external magnetic
flux. By sweeping Φe, in fact, the critical current Ic of the SQUID modulates periodically
in multiples of the flux quantum Φ0. Consequently, the transmon transition frequency
fa modulates with the same periodicity, resulting in a change of the ∆0 value. In figure
6.3, the amplitude of the transmission signal through the transmon-resonator system, as a
function of the external flux Φe in units of the flux quantum Φ0 and the probing frequency
frf , is shown for two different investigated devices. Here the amplitude is plotted in a
color scale, such that red means high and blue low amplitude. At external magnetic
flux corresponding to integer multiples n of the flux quantum Φe = nΦ0, the transmon
is at the maximum detuning from the resonator fundamental resonance (∆0 > g01), and
only a single peak of the transmission signal is observed in the measurement frequency
range. The peak is centred around f0 and is characterized by a linewidth ∆f0 mainly
representative of the bare resonator. Specifically, the data from device 1, displayed in
Fig. 6.3(a), show a ∆f0 ' 25 MHz, corresponding to a QL ' 200, in close agreement with
the estimation of the design parameters (see section 3.1). When qubit and cavity are close
to resonance, as it is the case for the data from device 2 (figure 6.3(b)), the coupled qubit-
cavity system states are given by a superposition of qubit and photon number states (see
section 2.5.1). At zero detuning ∆0 = 0, the qubit and the resonator are on resonance.
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Figure 6.3: Amplitude of the transmission signal through the qubit-resonator system, for device
1 (a) and device 2 (b), as a function of the probe frequency frf and of the external magnetic flux
Φe, expressed in units of the flux quantum Φe. Both devices have been realized with a nominal
α = 45°.

At resonance, the eigenstates of the total coupled system are known as dressed states (see
section 2.5.2). The coupling lifts the degeneracy between the |0〉 |n = 1〉 and the |1〉 |n = 0〉
states and as a consequence two transmission peaks are observed. This phenomenon is
known as vacuum Rabi splitting. The minimum separation in frequency between the two
peaks is a measurement of the coupling strength g01. In order to get an estimate of
g01, the transmission measurement for device 2 has been repeated in a narrower range of
magnetic flux, with a higher frequency resolution and more averaging. The obtained data
are displayed in figure 6.4(a), where the amplitude of the transmission signal is plotted as
a function of the probe frequency frf and Φe in units of Φ0. The red dashed line indicates
the position at which a linecut is taken. The linecut is shown in figure 6.4(b), where the
amplitude of the transmission signal is plotted versus the probe frequency. From figure
6.4(b) a coupling g01 ' 140 MHz has been estimated. A quantitative estimation of the
transmon decoherence rate has been obtained from measurements of the spectroscopic
linewidth ∆f of the qubit 0 → 1 transition, with qubit and cavity off resonance, as
reported in the next paragraph.

Spectroscopy measurements

The transmon qubit can be detected by dispersive read-out even when it is far detuned
from the resonator ∆0 � g01. The measurement consists in probing the resonator with
a microwave signal at frequency around f0, and at the same time a second tone is swept
in a wide range of frequency f1 (see schematic of the measurement setup in figure 3.6).
At f1 ' fa, the first excited state of the qubit gets populated and therefore the resonator
frequency is dispersively shifted by a factor χ ' −g2

01Ec/[∆0(∆0 − EC)], as described
in section 2.5.2, and a change in the amplitude and phase of the transmission signal is
observed. Figure 6.5 displays the phase of the transmission signal as a function of the
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Figure 6.4: (a) Amplitude of the transmission signal versus the probe frequency and the
external magnetic flux in units of the flux quantum Φ0, for device 2. As compared to Fig.6.3,
here the data are taken with a higher frequency resolution and more averaging. The dashed red
line indicates the position at which the linecut, shown in (b), is taken. (b) Amplitude of the
transmission signal versus the probe frequency, at a fixed Φe.

second tone frequency f1 and of the externally applied magnetic flux Φe, in units of the
flux quantum Φ0, of a typical investigated device (device 3).

Figure 6.5: Phase of the transmission signal, measured at the resonator frequency f0 ' 5.1
GHz, as a function of the second tone frequency f1 and of the external magnetic flux Φe, for device
3. The two transmons, characterized by different transition frequency and different periodicity,
are observed.

One can clearly observe a periodic SQUID modulation of the transmon frequency as
a function of Φe, as expected from the magnetic flux dependent Josephson energy EJ .
In particular, both the transmon qubits embedded in the resonator are detected up to
frequencies around 13 GHz. The two transmons differ in periodicity, total critical current
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Ic and junctions asymmetry.

In figure 6.6(a) the amplitude of the transmission signal, measured at the resonator
frequency f0 ' 5.1 GHz, from device 1 is plotted as a function of the second tone frequency
f1 and of the magnetic flux Φe. The dashed red line indicates the position at which the
linecut shown in figure 6.6(b) is taken. By taking a linecut at a fixed magnetic flux, it is
possible to extract the linewidth ∆f as the full width at half depth/height of the signal
dip/peak. Here a ∆f ' 180 MHz is extracted. This represents a typical value for the
investigated YBCO transmon qubit devices.

Figure 6.6: (a) Amplitude of the transmission signal versus the external magnetic flux Φe and
the second tone frequency f1, for device 1. The dashed red line indicates the position at which
the linecut, shown in (b), is taken. (b) Transmission amplitude versus f1. The linewidth ∆f is
extracted as the full width at half height of the signal peak.

Various different dissipation and dephasing sources contribute to the transmon deco-
herence rate and result in the observed ∆f (see section 2.5.1). In the specific case of YBCO
the main expected sources are: low frequency critical current fluctuations[120, 86], nodal
quasiparticles, the presence of midgap states (see section 2.2), a resistive shunt in the GB
barrier due either to the presence of localized quasiparticles states (intrinsically shunted
junctions) or to a non-homogeneous barrier with normal transport channels characterized
by very low values of the IcRN product. Attempts to directly measure relaxation time
were limited by the ring up time of the resonator. This sets an upper limit for the trans-
mon relaxation time T1 < 50 ns. In order to discriminate among the above mentioned
different decoherence sources, a study of the transmon coherence time extracted from the
spectroscopic width in the presence of a high magnetic field has been done. Moreover
a comparison to the DC characterization of the employed junctions is made. Both are
reported in the next sections.



Chapter 6. Characterization of an all-YBCO transmon quantum bit 85

6.3 Coherence at high in-plane magnetic field

The dominant superconducting order parameter of YBCO has a d−wave symmetry (see
section 1.3.1). However, a subdominat imaginary s−wave component (is) has been both
experimentally observed[24] and theoretically predicted in ref.[51, 161] and references
therein. Moreover, its weight is expected to be enhanced by applying a high magnetic
field along the GB interface, such that states are shifted away from zero energy by the
induced screening currents. The presence of a is component results in a fully gapped
superconducting state, which can have strong consequences on the transmon decoherence
rate. In fact, both nodal quasiparticles and MGS, which are a direct consequence of
the d−wave symmetry of the order parameter and two of the main dissipation sources
limiting the coherence time of a YBCO transmon[119] (see section 2.5.3), are expected to
be affected. Indeed, the presence of the imaginary s−wave component would result in a
significant improvement of the transmon coherence time. In order to detect the presence
of the is component, spectroscopy measurements of a YBCO transmon device have been
performed in presence of a high in-plane magnetic field B‖. An in-plane magnetic field B‖
minimizes vortex trapping and at the same time has a component along the GB interface
due to the 45 slanted GB that have been used for the presented devices (see section 2.1.3).
In figure 6.7 the data from spectroscopy measurements at two different values of the B‖
are shown.

In figure 6.7(a) and (c) the amplitude of the transmission signal is plotted as function
of the external magnetic flux Φe and of the second tone frequency f1, respectively for the
measurement at B‖ = 300 mT and B‖ = 2 T. The data at all the different B‖ values
show a periodic SQUID modulation. In Fig.6.7(a) and (c), the solid white line represent
the transmon frequencies as calculated by keeping fixed the charging energy (Ec ' 260
MHz) and adjusting both the total SQUID critical current Ic ' 25 nA and the junctions
asymmetry (d = Ic2−Ic1

Ic2+Ic1
' 0.9). The dashed green lines, instead, indicate the position at

which the linecuts shown in figure 6.7(b) and (d), respectively for the data measured at
B‖ = 300 mT and B‖ = 2 T, are taken. The linewidth are extracted from the fit to one or
two Lorentzian curves, displayed by the solid green lines in the figures. Figure 6.8 shows
the linecuts obtained respectively at B‖ = 3 T (a) and B‖ = 9 T (b), where the solid
red lines represent the best fit to a Lorentzian line shape. The obtained ∆f values are
plotted versus the applied B‖ field and shown in figure 6.9 (open violet circles).

Moreover, the values fa, at which the reported linewidth are extracted, are plotted
in the top panel of figure 6.9 as a function of B‖. The variation of fa as a function
of the applied magnetic field is the result of random vortex trapping close to the GB
junctions, affecting the critical current of the individual JJs. For magnetic field values
B‖ ≤ 2T the detuning ∆0 is in the range of 2-3 times the coupling g01. Therefore, the
states probed at B‖ ≤ 2T are still considerable mixtures of qubit and resonator states,
whereas for B‖ > 2T, the detuning ∆0 is large enough that the probed states are more of
qubit nature. An estimate of the bare qubit decoherence rate γ can be obtained by using
the following expression for the ∆0-dependent decoherence rate of the qubit interacting
with the cavity γ′[162]:

γ′ = [1− z2]γ + z2κ, (6.1)

where κ is the CPW resonator decay rate. For large detuning ∆0 � g01, z ' (g01/∆0)
represents a good approximation[162]. In the case of small detuning, instead, the exact
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Figure 6.7: Spectroscopy measurements in presence of an in-plane magnetic field B‖. (a)
Amplitude of the transmission signal as a function of the second tone frequency f1 and of the
external magnetic flux Φe, measured at B‖ = 300 mT. The bright signal around 5.1 GHz corre-
sponds to the resonator. The white solid line represents the transmon frequency as calculated
by keeping fixed the charging energy Ec and adjusting the total critical current value Ic = 25 nA
and the junctions asymmetry d = Ic1−Ic2

Ic1+Ic2
= 0.9. The green dashed line indicates the position at

which the linecut, shown in (b), is taken. (b) Normalized amplitude signal as a function of f1.
The transmon linewidth is extracted from to fit to two Lorentzian curves. (c) and (d) are the
equivalent figures at B‖ = 2 T. The white solid line in (c) is obtained with Ic ' 25 and d ' 0.8.

expression has to be used[163]:

z =
∣∣√n sin θn cos θn−1 −

√
n− 1 sin θn−1 cos θn

∣∣ , (6.2)

where θn = 1
2

arctan (2g
√
n

∆0
). The γ values calculated from Eq.(6.1) and Eq.(6.2), setting

n = 1, γ′ = ∆f and κ = 20 MHz, are also displayed in figure 6.9 (orange diamonds). The
observed decrease of γ with increasing B‖ indicates a significant increase of the transmon
coherence time. This result is compatible with the occurence of a subdominant imaginary
s−wave component in the superconducting order parameter. The improvement of the
coherence time could be associated to a progressive enhancement of the weight of the
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Figure 6.8: Amplitude of the transmission signal as function of f1 from spectroscopy measure-
ment at B‖ = 3 T (a) and B‖ = 9 T (b). The red solid lines are Lorentzian fit.

Figure 6.9: Transmon frequency fa (top panel) and linewidth ∆f (open violet circle, bottom
panel) as a function of the in-plane field B‖. The transmon dacay rate γ, as calculated from
Eq.(6.1) and Eq.(6.2), is also plotted versus B‖ (orange diamonds, bottom panel).

is component and opening of a fully developed gap in the quasiparticle spectrum[119].
However, γ saturates for B‖ above 3 T, suggesting the presence of an additional intrinsic
source of decoherence independent of B‖. In order to provide insights regarding the nature
of this other decoherence source, the DC current-voltage characteristics and the noise
voltage properties of the junctions employed for the realization of the transmon devices
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have been investigated. Results from such studies are presented in the next section.

6.4 Transmon coherence from I-V characteristics
The two additional main candidates as possible decoherence sources are: low frequency
critical current fluctuations, responsible of dephasing processes (see section 2.5.1), and the
presence of a resistive shunting in the grain boundary barrier. In this respect, the study of
the DC current-voltage characteristics and of the noise properties of the junctions, used
for the realization of the all-YBCO transmon devices, delivers insights to discriminate
among the different sources.

Modelling the transmon as an RLC parallel circuit (see inset in Fig.6.10(b)), where the
dissipative sources is represented by a frequency dependent effective resistance Reff (ωa),
its quality factor can be written as:

Qa = ωaReff (ωa)CΣ. (6.3)

Here CΣ is the total transmon capacitance. For ideal SIS tunnel junctions at T � Tc,
the subgap resistance below 2∆ is exponentially larger than the normal resistance RN ,
as a result of the exponentially reduced number of quasiparticles Nqp predicted by BCS
theory. In this case, the subgap resistance represents a good approximation for Reff . In
SNS junctions, instead, the minigap plays a similar role as the superconducting gap ∆
for the quasiparticles and it provides low dissipation (high Reff )[164, 165]. For YBCO,
and in general for cuprates, the grain boundary junctions are characterized by a finite
subgap resistance. Moreover, the presence of normal conductive channels in the barrier,
i.e. regions of negligible local IcRN product, would result in a resistive shunt of the
junction and therefore high dissipation. Reff is then well approximated by the normal
resistance RN even at frequencies below 2∆d

h
, in case the resistive shunt dominates the RN

value. Thence, recalling the definition of the transmon quality factor Qa = fa
∆f

and using
the following expression for the total capacitance CΣ = Ic

2πΦ0f2a
, the transmon linewidth

∆f writes as follows:

∆f =
f 2
aΦ0

IcRN

. (6.4)

Equation (6.4) expresses ∆f in terms of the IcRN product of the grain boundary bi-
epitaxial Josephson junctions. Therefore, the measurement of the IcRN product provides
an estimate of the transmon linewidth, assuming that RN is dominated by a resistive
shunt independent of frequency.

In figure 6.10 (a) the I-V characteristics of a typical bi-epitaxial grain boundary junc-
tion with nominal α = 45°, measured at T = 300 mK after fabrication (red stars) and
after the extra Ar+ milling (violet stars) made to tune the total critical current value Ic,
are displayed. In figure 6.10 (b), the differential conductance, measured after the extra
etching process, is shown up to voltages above 2∆d ' 40 mV. The large observed value of
∆d is most probably due to meandering of the GB junction with facets having GB angles
α = 0° or 90°.

A reduction of more than an order of magnitude of the critical current, with a final
Ic ' 350 nA, is observed as result of the milling process. The resulting Ic is much closer
to the (20 − 50) nA range, needed to get a transmon frequency around fa ' 5 GHz.
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Figure 6.10: (a) Current-voltage characteristics measured at T = 300 mK, after fabrication
(red stars) and after the extra etching process made to reduce the device Ic (violet stars). (b)
Differential conductance measured after extra etching process, at T = 300 mK, up to voltages
above 2∆s. The inset is a schematic circuit for the transmon device, where R represents the
dissipative term.

However, the decrease in Ic is associated with a reduction of the IcRN product, from ' 2
mV down to ' 1.1 mV. The IcRN products, obtained from the DC I-V characteristics of
junctions characterized by a nominal α = 0° GB angle, are plotted as a function of the
critical current density Jc in figure 6.11. Both the values before (green diamonds) and
after the extra etching (red open circles) are displayed.

Although we observe a decrease of IcRN with decreasing Jc, it does not clearly follow
the IcRN ∝ (Jc)

0.5 scaling described by the intrinsically shunted junctions (ISJ) model[166,
167], which is displayed with a blue solid line in the same figure. The observed decrease
might be due to faceting at the grain boundary interface, as confirmed by SEM imaging
(see Fig.6.2(b)), with lower Jc due to facets with α ' 45°. The d−wave symmetry
of the YBCO order parameter, in fact, results in a strong angular dependence of the
IcRN product[126]. In general, an IcRN ' (100 ÷ 500)µV is measured for junctions
or SQUIDs characterized by Ic < 100 nA. Using equation (6.4), this value of the IcRN

product results in a ∆f ' (100 ÷ 500) MHz and so in good agreement with the values
experimentally observed. This result suggests that the quasiparticles conductance below
2∆d of the employed JJs is well approximated by the one extracted from the normal
resistance RN . In fact, the low values of the IcRN product as compared to the YBCO
d−wave gap ∆d ' 25 meV indicate that resistive shunts are present in the GB barrier.
These resistive shunts seem also to represent the dissipation source responsible for the
measured YBCO transmon decoherence rate. A better understanding of the origin of this
shunting resistance in the barrier is provided by voltage noise measurement across the
junctions. Assuming the RSJ model for the I-V characteristic (over-damped junction,
see section 2.1.2) and that the voltage fluctuations are caused both by critical current δIc
and normal resistance δRN fluctuations, the power spectral density of the voltage across
the junction at a given frequency f writes as[168]

SV (f) = (V −RdI)2SI(f) + V 2SR(f) + k(V −RdI)V SIR(f), (6.5)



90 6.4. TRANSMON COHERENCE FROM I-V CHARACTERISTICS

Figure 6.11: IcRN product as a function of the critical current density Jc for junctions char-
acterized by α = 0°, measured after fabrication (green diamonds) and after the extra etching
process (red open circles). The blue solid line represents the scaling predicted by the ISJ model.

where SI = |δIc/Ic|2 and SR = |δRN/RN |2 are respectively the relative critical current
and normal resistance fluctuations, SIR = |δIc/Ic||δRN/RN | is the cross-spectral density
of the fluctuations, and k = 2〈cos (∆φ(t))〉 is the time average of the cosine of the phase
difference between δIc and δRN fluctuations. Uncorrelated fluctuations are characterized
by k = 0, whereas perfectly correlated fluctuations by k = 2 if in phase, and by k =
−2 if out of phase. Rd is the voltage dependent differential resistance of the junction.
For a homogeneous GB barrier with a uniform current flow, the same junction area is
involved in both the tunnelling of quasiparticles and Cooper pairs, such that Ic ∝ 1

RN
and thence SI = SR. The ISJ model, assuming the presence of localized quasiparticles
states in the homogeneous GB barrier and resulting in a leakage normal current, predicts
a ratio q =

√
SI
SR

= 2[167, 166]. Finally, a non homogeneous GB barrier consisting of
N parallel transport channels, among which only one carries supercurrent, would result
in a q ratio as large as

√
N . Moreover, the ratio q2 = SI

SR
= Aqp

Acp
is equal to the ratio of

the area for the quasiparticleas channels Aqp and the area for the Cooper pairs channels
Acp[169]. Figure 6.12(a) displays typical voltage noise spectra for three different values of
Ib. The spectra are the sum of the 1/f background plus one or more Lorentzian spectra,
depending on the number of two-level fluctuators (TLFs) present. From the measured
voltage spectra at various bias currents, the amplitude of the power spectral density at 10
Hz is extracted and plotted as a function of Ib (see Fig.6.12(b)) The data in Fig.6.12(b)
show an abrupt increase of SV at bias current Ib close to the critical current Ic ' 5.5µA,
as consequence of the large value of the differential resistance Rd = dV

dI
. The data are

dominated by the critical current fluctuations SI at low bias currents close to Ic, whereas
by the normal resistance fluctuations SR at larger bias currents Ib � Ic. Voltage steps in
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Figure 6.12: (a) Typicial voltage noise spectra for three different values of the bias current Ib.
(b) Voltage spectral density SV at f = 10 Hz as function of the bias current Ib, measured at
T = 4 K for a SQUID device. Inset: I-V characteristic at T = 4 K.

the IV characteristic (see inset in Fig.6.12(b)) associated to resonances also cause spikes
of Rd, which results in sharp peaks of the voltage noise across the GB junctions. The
presence of TLFs characterized by Lorentzian power spectra (see Fig.6.12(a)), instead,
produces the observed smooth humps in SV at Ib > 60µA. For a quantitative analysis of
the measured noise, the data shown in Fig.6.12(b) are fitted to Eq.(6.5). The green solid
line represents the best fit, from which SI = 0.9× 10−8 Hz−1, SR = 0.1× 10−8 Hz−1 and
k = −1 have been extracted. The ratio SI

SR
' 10 indicates that Aqp ' 10Acp and that

the GB barrier is highly non-homogeneous. Moreover, using the amplitude of the relative
critical current fluctuations at 1 Hz (

√
SI ' 3 × 10−4Hz−1/2) in Eq.(2.63), a dephasing

time Tφ ' 200 ns (∆f ' 5 MHz) at fa = 5 GHz is estimated. This estimate suggests that
the transmon linewidth extracted from the spectroscopy measurement are mainly due to
relaxation processes. However, critical current fluctuations are very sample dependent
and can contribute significantly to the transmon decoherence.

In order to get larger IcRN values, the quality of the grain boundary interface has
to be improved. This could be, most probably, achieved by reducing the junction width
below the actual 200 nm resulting in low Ic junctions directly after patterning without
the detrimental use of additional Ar+ milling (see Fig.6.11). At the same time it allows
for a well defined GB angle α with a reduced number of facets. Moreover a detailed
analysis of the microscopic structure of the GB via transmission electron microscope
imaging, could provide a better understanding of the origin of the quasiparticle channels
acting as resistive shunts and help for the optimization of the YBCO growth at the
boundary interface. These fabrication improvements will be the starting points for future
experiments.
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Chapter 7
Conclusions and Outlook

Driven by the need of new experimental insights, required for obtaining new hints on the
microscopic mechanism leading to superconductivity in YBCO and in cuprates in general,
the main goals of this thesis project was the development and the implementation of new
tools able to perform experiments in previously inaccessible regimes. In this respect,
YBCO quantum devices have been realized and investigated. In the following the main
results and achievements are summarized.

In the appended paper I, nanowire based YBCO nanoSQUIDs, implementing the
Dayem bridge configuration, are presented. These devices are characterized by transport
properties very close to the pristine bulk material, and they are potential tools to study
fundamental physics by looking at the fluxoid quantization via transport measurements.
The nanoSQUIDs show critical current modulation as a function of the externally applied
magnetic flux in the whole temperature range up to the critical temperature Tc ' 83 K
of the devices. Thanks to the development of numerical methods that allow for a very
accurate estimation of the nanoSQUIDs effective area, the value of the magnetic flux
quantum Φ0, which depends on the charge pairing, has been evaluated. The 4e charge
pairing, which would result in a value of magnetic flux quantum Φ0 = h/4e, predicted as a
consequence of the presence of a pair density wave of the superconducting condensate, has
not been observed in the presented devices. This has been attributed to the fact that close
to optimally doped YBCO thin films were used for the realization of the nanoSQUIDs.
PDW has been mainly predicted for underdoped YBCO, and the employment of this kind
of films is subject of present and future investigations. Another very important result is
that, thanks to the nanometer size of the devices and the consequent very small induc-
tance, an ultra low white magnetic flux value below 1µΦ0/

√
Hz is observed. This makes

the nanoSQUIDs very attractive for application in nanomagnetism, such as detection of
magnetic nanoparticles, and as general magnetic flux detectors. In paper II, we report
on nanowire based YBCO nanoSQUIDs directly coupled to an in-plane pickup loop. The
pickup loop, mainly coupled via kinetic inductance to the nanometer sized SQUID loop,
allows for a significant increase of the effective area of the device in agreement with full
numerical calculations. Moreover, the larger effective area does not affect the white flux
noise, resulting in a higher sensitivity to magnetic field, which could be further extended
to the fT/

√
Hz level by means of a bigger pickup loop and a larger coupling. The critical

current noise spectrum is frequency dependent, and well fitted by a sum of Lorentzians.
The critical current noise in nanowires might be associated to fluctuations of the electronic
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nematic order, an intrinsic property of the cuprates HTS. A systematic investigation of
the critical current and normal resistance noise in YBCO nanowires as a function of the
lateral dimensions, the temperature and the doping is currently ongoing.

With papers III and IV, the feasibility of the strong coupling regime and consequently
of a YBCO transmon is proven. In particular, in paper III the microwave losses from
the dielectric materials commonly implemented for the growth of YBCO thin films and
suitable for the realization of bi-epitaxial JJs are investigated in the single photon regime.
To minimize the losses from the superconductor and allow for the identification of the
dielectric losses, Niobium CPW resonators are used in this work. The temperature and
the power dependence are successfully compared to a theoretical model assuming the
presence of two-level systems (TLSs) in the dielectric, which couple via dipole moment to
the electric field in the resonator. As main outcome of the comparison of different dielectric
materials, LSAT has been identified as the ideal substrate material for HTS microwave
devices operated in the single photon limit. In paper IV, instead, the unloaded quality
factor of a YBCO CPW resonator patterned on LSAT substrate covered by a CeO2 seed
layer is investigated in the single photon regime. The seed layer is necessary for the
fabrication of YBCO bi-epitaxial JJs. Data from a device for which a Niobium film
replaces the YBCO are also presented. The temperature dependence in the millikelvin
range and the power dependence are studied, and compared to the TLS model from which
dielectric (from the CeO2 layer) and background losses (from the YBCO and Niobium
films) values are extracted. These values indicate that the YBCO film contributes with
larger conductor losses compared to Niobium, whereas the dielectric losses, coming mainly
from the CeO2 seed layer, are consistent. Nevertheless, a value of Q0 ' 2000 at the single
photon limit demonstrates that the strong coupling regime is accessible for YBCO devices
as well.

Finally, in paper V the realization and the characterization of the first YBCO trans-
mon qubits, employing bi-epitaxial grain boundary Josephson junctions, is reported. From
the measurement of the transmission signal through the qubit-resonator system, vacuum
Rabi splitting between the eigenstates describing the coupled system is observed and the
coupling strength is estimated. The spectroscopic linewidth, representative of the qubit
decoherence rate, is studied in comparison to intrinsic dissipation sources for YBCO. The
transmon is successfully used as spectrometer to detect the presence of a subdominant
imaginary s−wave component of the superconducting order parameter. A fully gapped
superconducting state results in the suppression of the nodal quasiparticles and in the
shifting of midgap states far from the Fermi energy. Both are among the main dissipa-
tion sources contributing to decoherence in YBCO quantum devices. Indeed, a significant
improvement of the transmon coherence time is observed by applying a high in-plane
magnetic field, which is expected to enhance the presence of the subdominant gap. An
additional decoherence source has been identified in a resistive shunting of the junctions,
associated to the presence of normal transport channels in the grain boundary barrier. In
this respect, an improvement can be obtained by making higher quality grain boundary
junctions, aiming at large IcRN products. A future direction will be to reduce the barrier
size below the actual 200 nm, and to make a systematic investigation of the YBCO growth
at the grain boundary interface.
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Appendix A
Interacting loop-current model

Following ref.[98], the total energy U of a network of interacting superconducting loops
can be written in a matrix form as:

U =
1

2
I†(L− l)I, (A.1)

where the element Im of the vector I represents the current in the loop m, I† is the
transpose, L is a diagonal matrix of inductances and l is an off-diagonal matrix of the
inductance elements shared by adjacent loops. In the case of the three loops network
sketched in Fig.A.1, the total inductance matrix writes as:

L− l =

 L1 −l12 −l13

−l12 L2 −l23

−l13 −l23 L3.



Figure A.1: Sketch of a three loops network. Li and Ai are respectively the total inductance
and the area of the ith loop.

Within this formalism the fluxoid quantization condition writes as:

(L− l)I = LI0, (A.2)
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where
I0 ≡ L−1(Φ−NΦ0) (A.3)

is the bare loop currents vector. Here Φ is the vector of the applied flux in the loops, and
N is the vector of the vorticity (number of fluxoid quanta in the loops). Using equations
(A.2) and (A.3), the loop currents vector can be written as:

I = (L− l)−1(Φ−NΦ0), (A.4)

hence, the total network energy U can be expressed as:

U =
1

2
(Φ−NΦ0)†(L− l)−1(Φ−NΦ0). (A.5)

Now, for the specific network sketched in Fig. 2.16(b), the energy U, starting from eq.(A.5)
and after some algebraic steps, writes as follows:

U =
1

2(LnSLloop + L2
c)
∗ [LnS (BAloop −NloopΦ0)2 +

2Lc (BAloop −NloopΦ0) (BAnS −NnSΦ0) +

+Lloop (BAnS −NnSΦ0)2].

(A.6)

Here LnS and AnS are respectively the total inductance and the effective area of the
nanoSQUID loop, Lloop and Aloop are respectively the total inductance and the effective
area of the pickup loop, and B is the externally applied magnetic field. For a fixed value
of Nloop = 0 and a variable NnS, equation (A.6) represents a set of parabolas (see Fig.A.2).
The magnetic field periodicity ∆B is given by the distance of two neighbouring parabola
crossings, which corresponds to two consecutive changes of vorticity in the nanoSQUID
loop (see Fig.A.2). Calculating the magnetic field at which two consecutive parabolas
cross Bcr(NnS), e.g. for NnS + 1 and NnS, as a function of NnS one obtains:

Bcr(NnS) = Φ0Lloop(NnS + 1)
1

LloopAnS + LcAloop
. (A.7)

Here ∆U = U(0;NnS + 1) − U(0;NnS) = 0, with Nloop = 0 (zero vorticity in the pickup
loop) has been used for the derivation of Eq.(A.7). The periodicity is then given by:

∆B = Bcr(NnS + 1)−Bcr(NnS) =

=
Φ0

AnS +
LcAloop
Lloop

, (A.8)

and thus the following expression for the effective area of the whole network is obtained:

Aeff = AnS +
Lc
Lloop

Aloop. (A.9)
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Figure A.2: Different parabolas of the total network energy U for Nloop = 0 and for six different
values of the nanoSQUID vorticity number NnS .
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Appendix B
Fabrication recipes

In this appendix the details of the fabrication processes are reported. The actual param-
eters listed here are peculiar of the equipments at the Nanofabrication Laboratory at the
Department of Microtechnology and Nanoscience, Chalmers university.

YBCO nanoSQUIDs
1. Substrate cleaning. Each substrate is first kept in acetone at 50 °C for 10 min,then

in ultrasonic bath for 5 min at 50 °C, followed by a careful cleaning using a cotton
tip. Finally, the substrate is rinsed in isopropanol (IPA) and dried with nitrogen.

2. YBCO deposition. The YBCO film is epitaxially grown by PLD, keeping the sub-
strate temperature at 760 °C and the chamber in an O2 atmosphere with a pressure
of 0.6 mbar. The laser fluence is ≈ 2 J/cm2. A 50 nm thick film is obtained with
900 pulses, at a repetition rate fR = 6 Hz. After the deposition, the YBCO film is
post annealed in an O2 atmosphere at 900 mbar while cooling down at a 5 °C/min
rate.

3. Au capping layer. The gold capping layer is deposited by magnetron sputtering
at 5µbar pressure and room temperature. A 50 nm thick layer is obtained with a
deposition rate of roughly 1 nm/sec.

4. C deposition. A roughly 80 nm thick carbon film is deposited by PLD at room
temperature and high vacuum (< 10−6 mbar). The deposition rate is roughly 15
nm/min.

5. e-beam resists. A double layer e-beam resist is spun on the chip and baked. The
bottom resist is a MMA co-polymer EL4 (4% solid in Ethyl lactate), whereas ARP
6200.13 1:2 is used as top layer resist. Both layers are spin-coated at 6000 rpm for
1 min and 30 sec and than baked for 5 min at 95 ° C on a hotplate. The final resist
thickness are ≈ 60 nm for both layers.

6. e-beam lithography. The resist layers are exposed by an electron beam at 100
kV, according to the desired device design. Nanometer sized structures are exposed
with a 2 nA beam current and a base dose of 150µC/cm2. The actual dose of each
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structure section is varied according to the result of proximity effect corrections.
The larger structures (micrometer sized electrodes and bonding pads) are, instead,
exposed with a 35 nA beam current and a base dose of 250µC/cm2.

7. Resist development. The top layer resist is developed in o-Xylene for 40-45 sec,
then rinsed in IPA and dried by N2. The bottom layer, instead, is developed in
MBIK:IPA 1:3 for 35-40 sec, then rinsed in IPA and dried by N2.

8. Resist descum. A resist descum process is done via O2 plasma at 50 W and 250
mTorr pressure for 10 sec.

9. Cr deposition. A 12-15 nm thick chromium film is deposited by e-beam evapora-
tion at 1 Å/sec rate.

10. Cr lift-off. The chromium is lifted-off in a remover mR-400 at 65 °C.

11. First C etching. The unprotected carbon (no chromium on top) is etched away
via O2 plasma at 50 W and 100 mTorr pressure for 25 min.

12. Au/YBCO etching. The gold and YBCO regions not covered by the carbon
mask are etched via gentle Ar+ milling. The chosen acceleration voltage for the Ar
ions is ∆V = 300 V, which is right above the YBCO etching threshold. The other
parameters used are the following: Ibeam = 5 mA, the chip rotates at a tilting angle
of 5°, Pbase ≈ 1× 10−7 mbar, Pprocess ≈ 1.5× 10−4 mbar and the Ar flow is 4 sccm.
No charge neutralizer is used in this case. Using these parameter, the etching rates
for the different materials are as follows: 5 nm/min for the Au, 7 Å/min for the
YBCO, and 1.5 nm/min for the MgO. The total etching time is ≈ 110 min, which
results in a ≈ 150 nm step: 50 nm Au, 50 nm YBCO and 50 nm MgO.

13. Final C etching. The remaining carbon is etched by O2 plasma for 25 min, at 50
W and 100 mTorr pressure.

Niobium CPW resonators
1. Substrate preparation. Each substrate is cleaning as described at point 1 in the

previous section. The cleaning is followed by an annealing at 200 °C for1 hour.

2. Nb deposition. The Niobium films are deposited by ultra high vacuum magnetron
sputtering, using a 200WDC-power. The Nb target is pre-sputtered for 5 min before
starting the deposition. The 200 nm thick film is deposited in 5 steps, with a 4 min
cool down time interval between each step. The deposition is done at 8µbar and
using an Ar flow of 60 sccm.

3. e-beam lithography. A UV5 0.8 resist layer is spun at 3000 rpm and baked at
130 °C for 2 min. The resist is exposed using a 35 nA e-beam current, with a dose
of 25µC/cm2, according to the resonator design.

4. Resists development. After the exposure, the chip is first baked for 90 sec on
hotplate at 130 °C, then developed in MF-24A for 40 sec, and finally rinsed with
water and dried by N2.
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5. Nb etching. The niobium is etched by RIE using NF3 gas. A laser interferometer
end-point detection is used to establish the etching time needed. 1 min and 30 sec
are normally enough to etch 200 nm of Nb, plus roughly 10 nm of over-etching into
the substrate.

6. Resist removal. The chip is first submerged in remover mR-400, and kept for
many hours (overnight is preferable). A 7 min ashing in O2 plasma is then used to
better clean the chip from any resist residual.

YBCO bi-epitaxial Josephson junctions
1. Substrate cleaning. See point 1 in the first section.

2. CeO2 deposition. A 40 nm thick CeO2 film is deposited by magnetron sputtering
in O2 atmosphere at 800 °C and a 0.1 mbar pressure. The target is pre-sputtered
for 10 min. The film is deposited at a 2 nm/min with a 30 mm distance between
the target and the substrate. The deposition is followed by a post annealing in O2
at 650 mTorr while cooling down at a 10 °C/min.

3. Laser writer photo-lithography for CeO2 patterning. An S1813 photoresist
layer is spun at 7000 rpm and baked at 95 °C for 5 min. The resist is exposed using
a direct laser writing tool, implementing a single diode laser source with a 405 nm
wavelength, according to desired seed layer design. The tool allows to define resist
structures with lateral dimensions down to 0.7µm.

4. Resist development. The resist is developed in MF-319 for 35 sec, then rinsed in
water and dried by N2.

5. Seed layer etching. The CeO2 regions, not protected by the resist mask, is etched
by Ar+ milling. The etching parameters are: a base pressure of ' 1 × 10−7 Torr,
∆V = 300 V for the Ar ions acceleration voltage, the beam current is set to Ibeam =
13 mA, the Ar flow is 3 sccm and it results in a current density of 0.08 mA/cm2.
The chip is rotated at 3 rpm and tilted at 5°. An electron emitter is used to ensure
neutral ion beam space charge. The etching process is monitored by means of a
secondary ion mass spectrometer (SIMS). The CeO2 is etched with a rate of ' 2
nm/min.

6. Resist removal. The resist mask is removed by submerging the chip in remover
mR-400, and kept for many hours (preferably overnight). After ultrasonic bath, a 5
min Ar stripping at 50 W is used to better clean the CeO2 surface. The latter step
is crucial to obtain a high quality YBCO c-axis oriented film.

7. YBCO deposition. The YBCO is epitaxially grown on the patterned CeO2/LSAT
substrate by PLD, using a template technique. The technique consists in depositing
first a thin template layer at 760 °C, and then the actual YBCO film at 810 °C
optimized for a high quality bi-epitaxial YBCO film (see section 3.2). A ' 120 nm
thick film is obtained with 1900 laser pulses, at a repetition rate fR = 6 Hz. The
laser fluence is ' 1.5 J/cm2. The film is deposited in a 0.6 mbar O2 pressure. After
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the deposition, the YBCO film is post annealed in an O2 atmosphere at 800 mbar
while cooling down at a 10 °C/min rate.

8. Au deposition. The YBCO film is covered by 100 nm of gold, deposited by
magnetron sputtering as described in point 3 of the first section.

9. Laser writer photo-lithography for Au patterning. Gold cross marks for
e-beam lithography and bonding pads are defined using the same procedure as
described at point 3 of this section.

10. Resist development. The S1813 photoresist is developed in MF-319 for 15 sec,
then rinsed in water and dried by N2.

11. Au etching. The thickness of the unprotected gold regions is reduced from 100
nm down to 40 nm via Ar+ milling, using the same etching parameters reported at
point 5 of this section. The Au etching rate is roughly 6 nm/min.

12. Resist removal. The remaining resist mask is removed as described at point 6 of
the second section.

13. C deposition, e-beam lithography, resist development, Cr lift-off, first C
etching. See points from 4 to 11 of the first section. The only differences are: the
e-beam base doses, which are 160 and 200 µC/cm2 respectively for the low and high
beam current; and the top resist layer development time, which is 10-15 sec in this
case.

14. Au/YBCO etching. The gold and YBCO regions not covered by the carbon
mask are etched via Ar+ milling. The parameters used are the same as at point 5
of this section, with the exception of the beam current used. At this step, a current
Ibeam = 22 mA, resulting in a current density of 0.13 mA/cm2, is used instead.
Again, the etching process is monitored by SIMS detector. The YBCO is etched
with a rate of ' 3 nm/min.

15. Final C etching. The remaining C mask is etched by O2 plasma as at pint 13 of
the first section.

16. Au removal. The final protective capping gold layer is removed by O2 plasma for
60 min, at 100 W and 15 mTorr pressure.

YBCO CPW resonators

1. Substrate cleaning. See point 1 of the first section.

2. Seed layer deposition. The CeO2 seed layer is deposited as described at point 2
of the third section.

3. YBCO deposition. See point 7 of the third section.

4. Au deposition. See point 8 of the third section.
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5. Photo-lithography for YBCO resonator patterning. The S1813 photoresist
has been patterned, according to the resonator, using both the laser writer as de-
scribed at point 3 of the previous section and alternatively a mask aligner tool.
In the latter case, the resist is exposed by a UV lamp at roughly 200 W, and the
desired design is obtained using a Cr mask patterned on a transparent glass. A new
Cr mask, realized by e-beam lithography, is required every time a modification of
the device design is made. This makes the laser writer the preferable technique.

6. Au/YBCO etching. See point 14 of the previous section.

7. Resist removal. See point 12 of the previous section.

8. Final Au removal. See point 16 of the previous section.
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Appendix C
Inductances and effective area simulations

Following ref.[170], the current distribution in a superconducting thin film of any shape
can be calculated and used to determine the inductance of a specific device. Here it is
considered a superconducting device whose typical length scales are such that:

t ≤ λL, (C.1)

where t is the thickness of the superconducting film, l and w represent respectively the
typical length and width of the device in the plane orthogonal to t, and λL is the London
penetration length. The starting point are the following London and Maxwell equations
for the current density J and the magnetic field B induced by this current, in absence of
external field:

µ0λ
2
L∇× J + B = 0

∇×B = µ0J. (C.2)

In the case set by equations (C.1), it is possible to neglect the component of J along
the z direction, such that J = (jx(x, y), jy(x, y), 0). Then, introducing the Pearl length
λ⊥ = 2λ2

L/t and using the Biot-Savart law for the magnetic field, the first of equations
C.2 can be written as:

µ0λ⊥(∇× J(x, y))z +
1

4π

∫
S

J(P )× (∇ 1

|P−P0|
)dxdy = 0, (C.3)

where P and P0 are two points in the xy plane. To simplify the problem, a stream function
ψ(x, y) for the current density J is introduced:

jx =
∂ψ

∂y
and jy = −∂ψ

∂x
. (C.4)

As it is defined, the stream function represents the total current:

I(P0, P ) =

∫
ΓP

Jdl = ψ(P )− ψ(P0) (C.5)

where ΓP is an open path integral connecting P and P0. Indeed, ψ allows for an easy
formulation of the boundary conditions, needed to solve the whole problem, i.e. no current
through the surface, total circulating current around a superconducting loop.
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The expression for the total energy of the system, given by the sum of the kinetic
energy Ekin plus magnetic energy EM , writes as:

E =
1

2

∫
S

(µ0λ⊥j
2 + J •A)dxdy. (C.6)

Using the stream function, the kinetic and the magnetic contributions can be respectively
written as:

Ekin =
µ0

2

∫
S

λ⊥(∇xyψ(P ))2dxdy

EM =
µ0

8π

∫
S

∫
S

∇xyψ(P ) • ∇x0y0ψ(P0)

|P − P0|
dx0dy0dxdy (C.7)

Since

Ekin =
1

2
LkinI

2

EM =
1

2
LexI

2, (C.8)

by evaluating the integrals in C.7 for a given value of the total current I in the system,
one can easily get an estimation for the kinetic Lkin and the geometric Lex inductance.

In the case of a superconducting loop as the nanoSQUID devices presented in chapter
4, from the knowledge of the total current distribution in the device, it is also possible
to get an estimation of the effective area Aeff . In fact, Aeff can be evaluated from the
total magnetic moment m, induced by the screening current Is circulating around the
nanoSQUID loop when an external magnetic field B is applied, as follows[171]:

Aeff =
m

I
. (C.9)

In the presence of a large pickup loop, inductively coupled to the small nanoSQUID
loop, the effective area can not be calculated via eq.(C.9). However, in this case, Aeff
can be obtained from the evaluation of the total fluxoid value Φ

′ through the nanoSQUID
loop. For a given screening current density Js circulating around the hole, the fluxoid is
expressed as follows:

Φ
′
=

∮
Γ

∇φ · dlΓ =

∮
Γ

µ0λ⊥Js · dlΓ +

∮
Γ

A · dlΓ, (C.10)

where µ0 is the vacuum permeability, and the integral is over any contour Γ enclosing
the hole. The second term in eq.C.10 represents the ordinary magnetic flux through the
contour Γ, where A is the vector potential associated to the magnetic field B. The effective
area can be then calculated from the fluxoid, assuming zero vorticity in the pickup loop
and zero circulating current in the nanoSQUID loop, as follows:

Aeff =
Φ

′

B
. (C.11)
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