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Human-Robot Interaction for Autonomous Systems in Industrial En-
vironments.

A study on robot to human intention communication through on-
board projection on shared floor spaces.
RAVI TEJA CHADALAVADA
Signals and Systems
Chalmers University of Technology

Abstract

The upcoming new generation of autonomous vehicles for transporting
materials in industrial environments will be more versatile, flexible and
efficient than traditional Automatic Guided Vehicles (AGV), which
simply follow pre-defined paths. However, freely navigating vehicles
can appear unpredictable to human workers and thus cause stress and
render joint use of the available space inefficient. This work addresses
the problem of providing information regarding a service robot’s inten-
tion to humans co-populating the environment. The overall goal is to
make humans feel safer and more comfortable, even when they are in
close vicinity of the robot. A spatial Augmented Reality (AR) system
for robot intention communication by means of projecting proxemic
information onto shared floor space is developed on a robotic fork-lift
by equipping it with a LED projector. This helps in visualizing in-
ternal state information and intents on the shared floors spaces. The
robot’s ability to communicate its intentions is evaluated in realistic
situations where test subjects meet the robotic forklift. A Likert scale-
based evaluation which also includes comparisons to human-human in-
tention communication was performed. The results show that already
adding simple information, such as the trajectory and the space to be
occupied by the robot in the near future, is able to effectively improve
human response to the robot. This kind of synergistic human-robot
interaction in a work environment is expected to increase the robot’s
acceptability in the industry.

Keywords: Human robot interaction, intention communication, inter-
nal states, Spatial Augmented Reality.
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1
Introduction

Human life comprises a humongous amount of human to human inter-
actions. Future service robotics applications in shared environments
will necessitate human-machine interactions. Humans are by nature
social animals and the ability to communicate and understand commu-
nication has been a fundamental part of the human evolution. Hence,
communication plays an important role in the future of human-robot
coexistence. In humans, the face is the center of the communication
system enabling verbal and non-verbal communications. This commu-
nication, done through the human face, controls almost all the social
aspects of human-human interactions. Breazeal at al. [1] stress the
importance of social interaction capabilities for robots. Thus, when
designing robots to assist humans, we tend to make robots resembling
humans, often including a face, real or virtual, which would become
the center of social human-robot interaction system.

Logistics is an important commercial application of robotics where
robots need to accomplish a set of goals in an environment co-populated
by human workforce. These kind of robots do not have a face. In our
work, we considered such a robot working alongside humans to inves-
tigate the questions of how to make humans comfortable around such
a robot and how a synergistic human-robot interaction system can
work in shared environments.

We consider an Automatic Guided Vehicle(AGV), a robot working in
busy environments such as shop- floors and warehouses co-populated
by human workforce. AGV’s have been providing transportation ca-
pabilities in intra-logistic applications for several decades using pre-
defined paths for navigation and blinkers for indicating directions.
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1. Introduction

The upcoming generation of AGV’s need to navigate freely without
sticking to the pre-defined paths in order to be more flexible, versatile
and efficient. However, freely navigating vehicles can appear unpre-
dictable to human workers and thus cause stress and render joint use
of the available space inefficient. Human workers are used to collab-
orate with fellow humans and, in certain scenarios, even do not need
to rely on verbal communication. This implicit understanding is key
in industrial working conditions and an effective human-robot com-
munication system is absent at the moment, but will play a key role
in the future of human-robot coexistence. Our research focus lies on
building a communication platform for the robots in logistics scenarios
with important commercial applications.

We would like to address this issue by intuitively filling the commu-
nication gaps between the human and robot by building a dynamic
interface through which the robot can express its intentions and in-
teract in a way that humans can acknowledge the feedback from the
robot, thus, establishing an equivalent to human-human understand-
ing. This kind of a mutual understanding with the robot makes the
humans feel comfortable and is thereby expected to improve the ac-
ceptability of such technologies in industry.

2



2
Theory

Human-robot interaction has been widely studied for decades, focus-
ing mostly on human intention recognition from the perspective of
a robot. However, the contrary situation of robot intention recog-
nition from the perspective of a human has received comparatively
little attention so far. A robot communicating its intentions to users
in its vicinity allows for a better understanding of the robot while
avoiding the unpredictability and communication gap issues. Fong et
al. [2] and Breazeal et al. [1] stress the importance of social inter-
action capabilities for robots which includes overlapping perceptual
space, appropriate interaction distance and safety. Researchers like
Norman [3], Asada et al. [4], Dautenhahn [5], Bates [6] and Blum-
berg [7] suggest that a robot’s ability to communicate effectively will
make it appear more reliable, predictable and transparent to humans.
A robot communicating its intentions to users increases predictabil-
ity and reduces problems caused by communication gaps [1]. In turn,
these communication abilities increase a user’s willingness towards us-
ing the technology and eventually increases the chances of acceptance
at the workplace. Usage of AR techniques has proven to be an effec-
tive method of enabling robot-human communication. Milgram et al.
[8] was one of the first researchers to implement these techniques in
tele-robotic control operations which were further developed by Hine
et al. [9], Kelly et al. [10], Shayegan et al. [11] and Livatino et al. [12].
The most popular way of integrating AR is via head mounted displays
which, for several reasons, is infeasible in industrial environments. In-
stead, we chose to develop a spatial AR system which projects the
robot’s intention directly into the real environment.

One of the few applications of using AR for communication purposes
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2. Theory

in robotics is to aid human operators in a human- robot co-worker
assembly scenario – was recently proposed by Ruther et al.[13] . Daily
et al. [14] used head-mounted AR displays for communicating infor-
mation to humans from large numbers of small-scale robots in a robot
swarm to enable situation awareness, monitoring, control for surveil-
lance, reconnaissance, hazard detection and path finding. Fabrizio et
al. [15] and Collett et al. [16] used interactive AR to represent a
practical, interactive system for visualizing the internal and normally
hidden states of the swarm, overlaid in real-time over a live video feed
acquired from a fixed camera. This projection of internal states was
used for analysis and debugging processes.

With respect to our work, the most relevant developments are done by
Matsumaru [17], Florian et al. [18], Lee et al. [19], Park and Kim [20],
Costa et al. [21] and Coovert et al. [22]. They have developed spatial
AR systems to project the intentions of a robot on the shared floor
space to enable a user to understand the data and behavior of a robotic
assistant, thus providing an opportunity to analyze and potentially
optimize the working process. The works in [21], [22] performed tests
in a real environment, which showcased encouraging results regarding
the usefulness of communicating robot intentions. The authors of [17]
introduced a mobile robotic system which presents the scheduled path
and basic operation states to the people nearby. Also, they conducted
a questionnaire evaluation on 200 people about the direction of motion
and the speed of motion only, which indicated that the employed AR
system made the robot’s intents more intelligible. In [20] the idea of
a projector based interface to interact with the robot was proposed.

Coovert et al. [22] focused on evaluating the robot’s ability to com-
municate intended movements to a human by asking questions about
what the robot’s intention might be, while the work in [21] focused
more on developing interactive AR interfaces for mobile robots to be
used in rehabilitation applications. We have evaluated the mobile
robot’s ability based on the test subject’s reaction in a close to real
life situation.

Usage of the Spatial AR system to project the intentions of a robot
on the shared floor space, allowed humans to interpret and react to
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2. Theory

the behaviors of a robotic agent, thus, providing an opportunity to
analyze and potentially optimize the working process. As a further
development to this system, we developed a projector based interface
to interact with the robot like how Park and Kim [20] implemented.

A significant research effort has been dedicated to generate suitable
proxemic robot behaviors including appropriate human avoidance con-
trol [23] and a study of spatial distances and orientation of a robot
with respect to a human user [24]. Other findings show that experi-
ence with robots reduces the discomfort zone [25] and that humans
maintain larger distances when a mutual gaze is established [26]. Re-
cently, Dondrup et al. [27] incorporated proxemics into the Qualitative
Trajectory Calculus representation.

In our work, we rather focused on generating robot behaviors, by
communicating the intentions, which allowed humans to better pre-
plan their own motion and to adapt their proxemics by maintaining
larger distances from the robot. It is experimentally shown that this
adaption leads to natural interactions with comfort levels approaching
those of human-human interactions.

The key contributions of this work are an implementation of a spa-
tial augmented reality visualization system for a mobile platform, a
projector based interface system to interact with robot and practical
evaluations of these systems by mimicking a real life scenarios.
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3
Methods

3.1 Proposed Approach

The main objective of this work is to communicate the intention of
a fork-lift type vehicle, such as the research prototype depicted in
Fig. 3.1, to humans in the vicinity. Ideally, the coverage of the pro-
jected floor space should enclose the area around the vehicle and be
sufficiently large to allow displaying the intention of the vehicle over
a time horizon of several seconds. In the initial evaluation performed
in this work, a standard projector was mounted pointing in the direc-
tion of the forks as shown in Fig. 3.1. Thus, both the Field of View
(FOV) and illumination brightness are limiting factors. For exam-
ple, to obtain a large enough projection area, the projector was tilted
resulting in some non-illuminated area between the vehicle and the
projected image on the floor. This is acceptable because even though
the robot’s path is generated on the fly, the motion of the vehicle is
highly predictable in its close vicinity. The projector is connected to
an on-board computer which renders images using an available pose
estimate of the vehicle’s location together with information regarding
the current mission.

3.1.1 Vehicle Platform

The mobile base is built upon a manually operated forklift which orig-
inally was equipped with motorized forks and a drive wheel only. The
forklift has subsequently been retrofitted with a steering mechanism
and a commercial AGV control system. The latter is used to interface
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3. Methods

the original drive mechanism, as well as the steering servo. To assure
safe operation, the vehicle is equipped with two SICK S300 safety laser
scanners1 respectively facing in forward and backward directions.

3.1.2 Projected Pattern

In order to render projection images the GLUT framework is utilized.
A common reference frame is used in the rendering of the scene and
in the overall architecture [28].

This approach makes it straightforward to draw the common 3D world
representation by updating the pose of the projector/virtual camera
by using the localization estimate of the AGV and the extrinsic pa-
rameters (i. e., the pose of the projector/virtual camera expressed in
an AGV-fixed coordinate frame). An example of a rendered image
that is used for projection is depicted in Fig. 3.2. The projected red
squares remain stationary even when the vehicle is moving.

3.1.3 Calibration

There are two steps in drawing the pattern onto the floor. First, we
render the image using the GLUT frame work which results in a full
screen image. This image looks different depending on where in the
virtual world we place the virtual camera. We project the rendered
image (full screen) from the virtual camera onto the floor. Another
essential part is therefore to determine the parameters of the projector
such as its focal length and aspect ratio. Note also that the aspect
ratio is dependent on the resolution of the graphics card used to render
the image. The goal of the calibration procedure is to be able to
consistently place a virtual camera in the GLUT drawing framework
such as to generate an image which corresponds to 3D coordinates in
the real world when projected on the floor.

The key function of a projector is to display an undistorted image onto
a flat surface. Therefore, in this work, we utilize the standard perspec-

1http://www.sick.com/

8

http://www.sick.com/


3. Methods

tive pin-hole camera model [29] to describe the transformation from
the image to the projected image in a given reference frame. The stan-
dard rendering components available in the OpenGL framework are
used to render the image to be projected. The pin hole camera model
is described using a camera projection matrix P which expresses the
mapping from a 3D position x to a 2D image coordinate y expressed
in homogeneous coordinates. The projection matrix is computed as

P = A
(
R|T

)
=


fx 0 x0
0 fy y0
0 0 1

 (R|T)
, (3.1)

where fx,y are the focal lengths, x0, y0 is the center of the projectors
coordinates in pixels and R,T describe the pose of the projector (ro-
tation R and position t = −RT T in the world coordinate frame).
Here A is the matrix of intrinsic parameters and

(
R|T

)
the matrix of

extrinsic parameters.
(
R|T

)
represents a block matrix comprising of

matrices R and T.

In this work we have two projection matrices; the first from the vir-
tual camera PC which is used to render the scene and the second
representing the projector PP . Given a 3D point

xC

in OpenGL, a 2D image coordinate y and the corresponding projected
3D coordinate xP , the following relation holds in case of a pin-hole
projection model:

y = PCxC = PP xP . (3.2)
The main goal of the calibration procedure is to find the transition
between the vehicle origin (in the real world) and the OpenGL frame
to render the image. Given the projection matrices the transition can
be computed as:

xP = P−1
P PCxC . (3.3)

The main problem lies in obtaining the projection matrices. For the
projector matrix PP we need to find the extrinsic offset

(
R|T

)
as

well as the intrinsic parameters A. For the virtual camera PC finding
the intrinsic parameters can easily be done using the parameters in
the ray-tracing method with the screen resolution. To determine the
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3. Methods

projection matrix for the projector is, however, not straight forward.
Since the initial hardware setup only contained the projector and no
other sensor which could be used for an automatic calibration proce-
dure, we use a manual calibration approach which essentially works by
measuring the projected pattern on the floor. This simple approach
could be extended to an automatic procedure.

To simplify the calibration procedure we propose the following ap-
proach: firstly, we are not interested in obtaining the projection ma-
trices PC ,PP individually. Secondly, we are also not interested in the
factorization of the projection matrices P into intrinsic A and extrin-
sic parameters

(
R|T

)
. Instead, our calibration parameters will consist

of 7 variables in total; 6 parameters to describe the pose of the vir-
tual camera in the GLUT framework and a scale parameter s, which
is used to tune the aspect ratio of the projected image. This scale
parameter is directly related to the ratio of the focal lengths fx/fy

and the focal lengths can be altered by moving the camera back and
forth along the viewing axis. The center of projection x0, y0 is directly
incorporated into the extrinsic parameters (please note that the center
of projection only determines where in the image plane the extrinsic
parameters refer to).

To perform the calibration, an evenly spaced 2D grid with a fixed size
of 0.15×0.15 meters is drawn together with the origin of the common
reference frame. A calibrated projector system should then be able
to replicate this grid pattern on the floor where the origin of the grid
should be at the origin of vehicle located between the two fixed wheels
at the forks. The involved manual calibration steps are outlined below:

• roll, pitch
By utilizing a tape measure, the roll and pitch values are adjusted
such that lines are parallel. The size is not important, nor that
the grid cells are squared.

• scale - s
The aspect ratio of the projected image is adjusted until the grid
cells are squared (again, the size is not important).

10



3. Methods

• Height - z
The height is adjusted such that the grid cells have a size of
0.15× 0.15 meters.

• yaw
The heading is adjusted to make the origin of the projected grid
be aligned with the direction of the vehicle.

• Position - x, y
The virtual camera position is adjusted such that the origin of
the common frame is at the vehicle origin (between the two fixed
wheels at the forks).

To give an intuitive movement of the virtual camera for the user in
the OpenGL framework during calibration, an orbit type of camera is
utilized where the pose is represented using a focal point on the floor
(x, y, 0) a distance r and roll, pitch and yaw orientations of the camera.
The first step is to use the pitch and roll parameters to adjust the pose
to get a pattern with parallel lines on the floor. Next, we use the yaw
parameter in order to orient the direction to make the coordinate axes
aligned. The third step is to use the distance parameter r and the
scale parameter s to obtain projected squares on the floor which are
of correct size. Finally, we move the focal point in the (x, y)-plane to
get the position of the coordinate system aligned.

The pose of the projector will be computed later on using the global
localization estimates of the vehicle and the pose of the projector rel-
ative to the reference frame of the vehicle. Therefore, the calibration
will be relative to the origin of the vehicle. An automatic calibra-
tion procedure is undoubtedly possible but would require additional
sensory equipment.

3.2 AR module based interface

Using the data from the sick scanners we define two dynamic regions.
One region which will cause the vehicle to slow down (the slowdown
speed is set to 0.05 m/s compared to the normal max speed of 0.6 m/s)
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and an e-brake region where the forklift will directly stop. The two
regions are defined based on the intended velocity profile and the foot-
print of the vehicle as seen in Fig. 3.3. The slowdown and e-brake
regions are defined to be the space the vehicle needs to occupy the
next 5 seconds or 2 seconds respectively.
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1

2

3

4

Figure 3.1: The platform used for the evaluations: A standard projector (Optoma
ML 750) (1) is mounted on a retrofitted Linde CitiTruck AGV (3). The projector is
used to project the intention of the vehicle on the ground plane in front of the truck
(4). Two SICK S300 scanners are mounted in front (2) and back to ensure safety
for human co-workers. 13



3. Methods

Figure 3.2: Rendered image to be displayed with the projector. The dark red grid
is of size 0.15 x 0.15 m2. The green line represents the intended trajectory to be
driven and the white lines contain the region that the vehicle needs to occupy in
order to traverse the path (green).
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Figure 3.3: Examples of rendered images to be projected with different velocity
profiles: (top) faster straight path, (bottom) slower turning path. The slowdown
region is depicted in green – if a person enters this region, the robot will slow down.
The e-brake region is colored red – violating this zone will cause the robot to stop.
The white line is representing the path to be driven.
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4
Evaluation

In order to understand how useful this technology can be to estab-
lish a sustainable human-robot interaction, our aim is to determine
quantitatively how humans react to the robot’s intentions projected
on the shared floor space and how well do they interact with them,
pilot experiments are divided into two main parts. The first set of ex-
periments are called AR based Intention communication experiments,
in which the robot projected the future intentions and the subjects
couldn’t interact with the projections. The second set of pilot ex-
periments are called AR based Interface experiments, the projection
patterns were modified when compared to the first set of experiments
and this time the subjects were able to interact with the robot using
the projections on the floor. In each of these experiments, a chosen
set of key attributes were selected for measuring and comparision pur-
poses. These attributes were chosen based on a study of human factors
and a literature review. The chosen key attributes along with their
respective measured abilities are given in the following table.

Attribute Measured ability
Communication convey information to humans
Reliability encourage trust in humans
Predictability humans comfortable around the

robot
Transparency intentionally share the

information
Situation awareness convey necessary information

corresponding to the current
situation

17



4. Evaluation

Figure 4.1: Photos taken during different stages with different subjects during
pilot experiment 2 involving a sharp turn;

4.1 AR based Intention Communication experi-
ments

AR based intention communication experiments were further divided
into two pilot experiments designed around real world scenarios to
test the key attributes that contribute to a synergistic robot-human
work environment. In each pilot experiment, as soon as the robot
starts moving, the test subject was asked to start walking towards the
robot until no longer comfortable with the approaching robot. Every
test subject was later asked to rate their experience with the robot on
a scale of 1 to 7 with respect to the chosen key attributes. A total
number of 13 subjects were chosen from a wide spectrum of back-
grounds and ages, such as students, social workers, socio-economists,
administration workers, researchers and engineers. Only two of them
had some experience with robots but not in particular with the robot
employed in the experiments.

The obtained data was used to measure the level of human reactions.
Necessary safety precautions were taken during all the pilot exper-
iments and all the test subjects were informed about the potential
risks and how to behave in safety critical situations. The maximum
velocity of the vehicle was limited to 0.6 m/s during all evaluations.

4.1.1 Pilot Experiment 1

Pilot experiment 1 essentially constituted a chicken game and was sub-
divided into two parts. In pilot experiment 1.1 the robot moved in a
straight line without projecting its intentions, while the test subject
was asked to walk in a straight line towards the robot and to veer off
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Driven path during evaluations.
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Figure 4.2: Driven paths for the two setups. For the first set of experiments the
path was almost straight, whereas the second set of experiments involved a sharper
turn.
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her path when no longer comfortable with the approaching robot.

Pilot experiment 1.2 is the same as above with the addition that the
robot projected it’s intentions onto the shared floor space.

4.1.2 Pilot Experiment 2

Pilot experiment 2 is sub-divided into two parts as well. In pilot
experiment 2.1 the robot makes a sharp turn without projecting its
intentions. The test subject was asked to initially walk towards the
robot in a straight line and, after the robot initiated its turn, to veer
off in the opposite direction.

Again, pilot experiment 2.2 is the same as above, with the addition of
the robot indicating its intentions.

The paths driven by the robot in the two respective experiment sets
are illustrated in Fig. 4.2. An exemplary test run sequence is shown in
Fig. 4.1. In all experimental test runs the projector was first switched
off before switching it on in the corresponding second run.

4.2 AR based Interface experiments

For the AR based interface experiments, the projected pattern in-
cluded the future trajectory, a green region and a red region. The
green region indicates the safe zone to walk around the robot and the
red region indicates the danger zone. The green and red region areas
dynamically change their areas depending on the velocity of the robot
and the position of the human. Human subjects position can be deter-
mined using the laser scanner and if the human is in the green region,
robot slows down and as the robot slows down, the green area starts
to shrink indicating the robot is coming closer. If a human is detected
in the red region, robot takes an emergency stop. In order to quanti-
tatively evaluate the designed system, the two pilot experiments illus-
trated in Fig. 4.3 were designed around real-world scenarios. These
scenarios were carefully chosen from a variety of everyday encounters
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humans experience on a daily basis and thus are relevant for future
applications in service robotics. The first pilot experiment consists of
an encounter in a corridor or aisle, while the second pilot experiment
represents a junction crossing situation. For evaluation, we chose 14
subjects from various backgrounds and age groups. A briefing was
given were the functionality of the AR module was explained and
safety precautions were outlined. After the experiments, the subjects
were asked to rate their experience on a Likert scale against the key
attributes mentioned earlier. Likert scale is a psychometric response
scale primarily used in questionnaires to obtain participant’s prefer-
ences. In our evaluation, we used a 0-7 Likert scale, where 0 represents
a poor rating and 7 represents an excellent rating.

4.2.1 Pilot Experiment 1

Pilot experiment 1 was divided into three parts. In the first part, two
randomly chosen subjects were asked to walk towards each other and
veer off in a natural way like how they would do in normal everyday
situations. This part of the experiment was designed in order to cre-
ate a benchmark for the evaluations and to prepare the subjects for
the follow-up experiments with the robot. This way of evaluation is
expected to bring in more originality to the ratings as the subject in-
teracts with the robot immediately after the interaction with a human
in an exactly same situation. Subjects were also asked to pay atten-
tion to how they were communicating to each other before veering off
and later were questioned about their observations.

In the second part, one of the subjects was replaced with a robot.
During the experiment, human and robot moved towards each other
until the robot took a slight pre-defined turn to the right as depicted
in Fig. 4.3. In the third part of the experiment, a projector display
was added as shown in Fig. 4.4 and the experiment was repeated. The
second subject, which was replaced at the beginning, was brought back
for the experiments after the first subject finished the third part of the
pilot experiment 2.
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4.2.2 Pilot Experiment 2

The basic experimental procedure was the same as in the previously
described pilot experiment. However, this time the interacting agents
needed to cross paths at a junction. The experiment was set up such
that both parties would arrive at the junction at approximately the
same time. In cases were one agent was a robot, it’s corresponding
path was hard-coded to be straight (see Fig. 4.3).
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Figure 4.3: Pilot experiments setup: (Top) Experiment 1 – the two interacting
agents approach each other head-on; (Bottom) Experiment 2 – the two agents meet
at a junction-crossing. The sliding door was used to limit a humans field of view
while allowing enough maneuvering space for the robot to pass through.
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Figure 4.4: Snapshots taken during different stages with different subjects during
the pilot experiments (best viewed in color).
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5
Results

The Likert scale ratings given by all the subjects were averaged for each
attribute and for every task of the pilot experiments. In both pilot
experiments, a significant change in the human reaction was apparent
when the robot projected its intentions on the shared floor space. This
is in strong agreement with the hypothesis that expressing the essential
states of the robot is important for a natural human-robot interaction
to take place.

5.1 AR based Intention Communication experi-
ments

When the robot projected its intentions in the pilot experiment 1.2,
there was an average increase of 53% in user ratings compared to pilot
experiment 1.1, in which the robot did not convey any intentions. Of
the attributes considered, communication, predictability and trans-
parency are the most vital components for the acceptability of a robot
technology into a human-robot work environment and they achieved
significant increases with communication at 81% and predictability as
well as transparency at 62%.

For the pilot experiment 2, which is a somewhat more complex and
practical scenario, there was a larger increase in the average ratings
than in the previous pilot experiment. When the robot projected its
intentions in pilot experiment 2.2, there was a 65% increase in the
average user rating over all the considered attributes. Here, commu-
nication, predictability and transparency achieved over 90% rise.
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5. Results

[Experiment 1, straight path]

[Experiment 2, path with turn]

Figure 5.1: Response of the 13 test subjects to the questionnaire: the improvement
in the ratings when the robot’s intentions are projected is evident.
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Table 5.1: Veer-off distance mean and (1-sd) values. Exp 1.1 and Exp 2.1 represent
the tasks with projection OFF and Exp 1.2 and Exp 2.2 represent the tasks with
projection ON.

Exp 1.1 Exp 1.2 Exp 2.1 Exp 2.2

d [m] 1.40± 0.45 2.01± 0.79 1.45± 0.33 1.81± 0.58

Table 5.2: Paired sample t-test results comparing the data between projection
OFF and projection ON.

∆d [m] t p ci [m]

Exp. 1 0.68± 0.78 3.17 0.008 [0.21, 1.15]

Exp. 2 0.37± 0.37 3.55 0.004 [0.14, 0.59]

The results summarized in Fig. 5.1 indicate that the communication
system installed on the robot to project its intentions have been a
valuable utility for humans in the presence of the robot. This supports
our hypothesis that a robot exhibiting its internal states is an asset
for the technology’s acceptance at shared work scenarios and can aid
in achieving harmonious work environments.

In addition to the subjective questionnaires, the subject’s trajectory
during the experiment was recorded using the laser scanner of the
robot and subsequently analyzed. During the pilot experiments, the
point where the subject starts to veer-off from the robot’s intended
path was identified and the distance d between this point and the
robot was measured. Intuitively, one would expect the test subjects
to approach closer to the robot in case the projection is enabled. How-
ever, the obtained results proved the contrary as shown in Table 5.1
which summarizes the mean and 1-STD of the distance values for the
four experiment sets. A possible explanation for this could be that
if humans are aware of future intentions of the robot, they are able
to plan their path ahead as well which is beneficial in applied scenar-
ios. A look at the trajectories extracted from the laser scanner data,
corroborates this point. When the projection is ON, subjects had
planned their path in advance and had a comfortable encounter with
the robot instead of a hasty deviation as exemplary shown in Fig. .2.
This observation relates to the positive experiences the test subjects
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Figure 5.2: Exemplary trajectories of the robot and a human test subject from
pilot experiment 1. Red trajectories represent projection is OFF and blue represents
projection is ON.

had when the projection was enabled as argued previously. It is worth
noting that also the distance variance increased with the projection
enabled as the test subjects adopted varying reaction behaviors. To
ascertain the statistical significance we conducted a paired sample t-
test with a significance level of α = 0.05. The results are summarized
in Table 5.2 where |∆d| denotes the mean and 1-STD of the veer-off
distance differences between experiments conducted wit the projection
turned on and off respectively, t indicates the test statistics, p denotes
the p-value and ci describes the corresponding confidence intervals.

5.2 AR based Interface experiments

Here, our aim is to evaluate how humans react to the robot’s intentions
projected on the shared floor space and to compare these reactions to
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Figure 5.3: Experiment results: (Top) Experiment 1; (Bottom) Experiment 2;
Robot intention communication allows to approach, and in some cases to exceed,
human-human interaction comfort levels.

corresponding human-human encounters.

A breakdown of the results is presented in Fig. 5.3. Our intention com-
munications system significantly increases the scores for all abilities.
It is evident that the system allows for interactions approaching and,
in case of the communication attribute, even exceeding human-human
interaction comfort levels. The biggest discrepancy is in the reliabil-
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Table 5.3: Paired sample t-test results for experiment 1 based on Likert scale
ratings for each evaluation attribute

∆L t p ci

Communication 0.14± 0.62 0.23 0.82 [−1.48, 1.19]

Reliability −1.0± 0.42 −2.38 0.03 [0.09, 1.91]

Predictability 0.5± 0.34 1.45 0.17 [−1.25, 0.24]

Transparency 0.14± 0.36 0.40 0.70 [−0.92, 0.64]

Sit. awareness −0.43± 0.2 −2.12 0.05 [−0.01, 0.87]

ity measure which indicates that an element of hesitation towards the
robot remains. In general, the results are better for Experiment 1,
where the robot communication system outperforms human-human
interaction also in Predictability and Transparency. We attribute this
to the fact that, due to the straight approach, the robot’s proxemic
data is visualized to the human over a longer time-span than in Ex-
periment 2).

To ascertain the statistical significance we conducted paired sample
t-test for each evaluation attribute with a significance level of α =
0.05. The results for both experiments are summarized in Table 5.3
and Table 5.4 respectively. A t-test is a statistical examination of
two population means. A paired sample t-test examines whether two
samples are different and is commonly used when the variances of
two normal distributions are unknown and when an experiment uses
a small sample size. In the tables, ∆L denotes the mean and (1-sd)
of the corresponding Likert rating between human-robot interaction
experiments with enabled projection and human-human interaction
experiments. Furthermore, t indicates the test statistics, p denotes
the p-value and ci describes the corresponding confidence intervals.

In addition, we questioned the subjects of the human-human interac-
tion experiments about their observations during the encounter. The
result is visualized in Fig. 5.4 and highlights the importance of an-
thropomorphic features such as gaze and body language. We see this
as a further validation of the usefulness of our intention recognition
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Table 5.4: Paired sample t-test results for experiment 2 based on Likert scale
ratings for each evaluation attribute

∆L t p ci

Communication 0.07± 0.64 0.11 0.91 [−0.87, 0.01]

Reliability −1.57± 0.45 −3.47 0.0 [−2.55,−0.59]

Predictability −0.71± 0.34 2.11 0.05 [−0.02, 1.45]

Transparency −0.57± 0.36 −1.59 0.14 [−0.20, 1.35]

Sit. awareness −0.93± 0.16 −5.64 0.0 [0.57, 1.28]

Figure 5.4: Experiment results: After the human-human encounter, each of the
subjects were asked what they had observed in the other human when they were
passing each other and the pie chart depicts the subject’s observations during the
encounter with another subject in the human-human experiment.

system, which allows a human to comfortably interact with a faceless
mobile robot as discussed above.
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6
Conclusion

The aim of this work was to evaluate how humans react in terms of
their proxemic behavior to intentions projected by a robotic vehicle.
Although the number of subjects used in the experiments is relatively
small, the results presented in this work indicate an improvement of all
evaluation criteria when the robot’s intention is visible. However, the
most inspiring result lies in the comparison to human-human intention
communication. We have shown, that the presented approach almost
performs as well in terms of providing the necessary information to
convey the current situation and thus allows a human to naturally
interact with a faceless mobile robot.

In this work the main focus has been to present the robot’s intention
to the humans, rather than determining the intentions of the humans.
A natural next step (apart from estimating humans intention) is to
evaluate how the robot could convey not only its own, but also the
estimated intentions of its co-workers and how this would influence
the response to the system.

Future work will mainly focus on evaluating what needs to be pro-
jected and evaluating the system in an industrial environment upon
installing the suitable hardware and conducting experiments over a
larger number of subjects. Furthermore, we are planning to imple-
ment the presented AR system for human-robot communication in
an industrial environment, by augmenting it with the capability to
project person specific information and provide an intuitive way to
interact with the robot. The key technology with respect to the im-
plementation of our approach is the projection system. For the pre-
sented implementation, a standard LED projector was used. We have
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6. Conclusion

plans to experiment with a combination of other technologies such as
pico-projectors, laser projectors and holographic projectors.
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