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Abstract

The overall goal of this thesis is to isolate and control the flow mechanism characterizing
the flow separation occurring at the A-pillar of a truck. The study aims to gain knowledge
of the flow physics of the separation mechanism, and to eventually suppress the afore-
mentioned separation by means of an Active Flow Control.

State of the art unsteady numerical simulations and experiments are both employed
to carry out this work. LES are performed at Re = 1× 105 and post processed (by means
of POD and FFT), to study the physics of the flow structures. Further, the hybrid PANS
method is tested on several bluff body flows evaluating limits and qualities. The use of
a hybrid technique as such is necessary to minimize the computer resources, while still
being able to simulate a ”close to reality” Re. In the last part of the work, PANS are
validated against wind tunnel experiments on a 3-D generic truck cabin. In the latter part
PANS simulations are also employed to conduct an optimization study of the actuation
frequency.

Keywords: Vehicle Aerodynamic, Bluff Body Flow, Active Flow Control, AFC, Modal
Decomposition, POD, Large Eddy Simulation, LES, Partially Averaged Navier Stokes,
PANS, Experiments, Wind Tunnel.
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Part I

Extended Summary

1 Introduction

Transport is the cornerstone that defines our modern standard of life. Transport broadens
the global market and our personal view of the world. Large distances become small,
and most of our needs, desires and dreams are effortlessly covered. Transport is also the
treadmill on which our modern economy runs, but to keep it running we need to join
sustainability with mobility. The harmful aspects of a non sustainable development are
widely acknowledged based on the experience of the latest 30 years. Thus, decreasing
emissions became a strict requirement during the latest years. Nowadays, a large part of
the research in transportation focuses on sustainability; the goal is to reduce emissions
while still, increasing transportation. Europe is playing a leading role in this common
goal, with the final objective to reduce emissions by 60% by 2050, which is ambitious
yet possible. The actual emission situation in Europe highlights the Green House Gasses
(GHG) emitted by road vehicles, Fig. 1. Transportation represents 1/4 of the total
emissions, and the large majority (73%) is represented by road transportation. See the
target line (dashed black line) in Fig. 1. The final goal is still far away; thus, improving
the aerodynamic features of heavy trucks and road vehicles is a necessary contribution
toward the target.

Part I

Extended Summary

1 Introduction

Transport is the cornerstone that defines our modern standard of life. Transport widens
the global market and our personal view about the world. Large distances become small
and most of our needs, desires and dreams are effortless covered. Transport is also the
treadmill on which our modern economy runs, but to keep it running we need to join
sustainability to mobility. The harmful aspects of a non sustainable development are
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(GHG) emitted by road vehicles, Fig. 1. Transportation represents 1/4 of the total
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improving the aerodynamic features of heavy trucks and road vehicles is a necessary
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1.1 Heavy truck: a bluff body

From an aerodynamic point of view, bodies that move through a fluid (air in this case)
are classified in two main categories: streamlined bodies (Fig. 2a) and bluff bodies, (Fig.
2b)
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Figure 2: a) streamlined body. b) bluff body

At this point it is necessary to define aerodynamic drag and wake. Aerodynamic drag
is the fluid drag force that acts on any moving solid body in the direction of the fluid
freestream flow, [2]. The drag consists of two terms: the frictional and the pressure
component. The wake is by definition the region of fluid behind a moving body, charac-
terized by high velocity fluctuations arisen by boundary layer flow separation. Therefore,
the main difference between the above categories consists in the dimension of the wakes
they produce and the dominant drag component they experience. A streamlined body
produces a thin wake which confers a low value of drag. The boundary layer does not sep-
arate from the surface of the body and the main source of drag is the frictional component.
On the other hand, when the body’s wake is comparable to its characteristic dimension,
it is generally called bluff body. Every road vehicles and heavy trucks are classified as
bluff bodies. They produce a large wake, with a large separation of the boundary layer.
In this case the pressure component of the drag is dominant. The tractive resistance of a
heavy truck is distributed on rolling resistance by 65% and on aerodynamic forces by 35%.
Thus, a reduction of the aerodynamic losses by 20% allows a fuel consumption reduction
by 6% [3]. Analysing the main sources of resistance of motion, one can understand the
large impact of the aerodynamic on the power consumption. The main sources of drag
in a heavy truck, principally arise from four different regions: the base region, wheels
housing and under-body, the gap between tractor and trailer and the front of the tractor,
Fig 3.
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Aerodynamic research has investigated solutions to improve the aerodynamic perfor-
mance of these regions. The main objective is to reduce drag, manipulating, or better
controlling, the flow to a more desired state. Thus, flow control techniques are used and
employed in several ways with advantages and drawbacks. A deeper description of flow
control is given in the upcoming section.

1.2 Flow control

Many definitions have been used to describe flow control. Following the words of Gad-El-
Hak [4], flow control is the attempt to favorably alter the character or disposition of a flow
field that is of concern. One of the first human empirical attempts toward a favorable
flow control can be found in the fin-stabilizer of arrows. Empirical attempts are brought
slowly to science, and the science of flow control started in 1904, when the boundary layer
theory and the scientific method to control a flow field were introduced by Prandtl [5].
The economic crisis and wars of the 20th century pushed forward every scientific field,
faster than any other century before. The science of flow control was not an exception.
During the years it broadened its applications and new methodologies were discovered to
overcome challenges and to open new possibilities. The challenge of today is to extensively
bring flow control to civil transport, from aeroplanes to passenger cars with no exception
for commercial transport vehicles such as trains and heavy trucks. For trucks in particular,
the challenge is amplified by the restriction of the design regulations. A truck is indeed
designed for cargo and stocking operations, distancing its shape from being aerodynamic.
Therefore, part of the challenge consists of keeping the cargo optimized shape, reducing
the aerodynamic drag. Starting from the late 1970s with the advent of the oil crisis, and
continuing during the 1980s, extensive research was performed on heavy vehicles [6–8].
This period has seen the evolution of several devices, add-ons and design alterations
applied to trucks. For example, in the early 1980s, the front corner of the trailer was
smoothed to a rounded shape. Flaps bridging the gap between the tractor and trailer are
extensively used today. Flaps applied at the trailing edge [9], flow treatment devices for the
under-body or the trailer base [10], cavities [11, 12], boat tails [13] and other add-ons [14]
have recently been investigated in order to delay the flow separation, thus reducing the
wake effect. However such techniques have tried to reduce the drag with varying success;
they all have a common drawback: they are passive flow control techniques, thus designed
to work at a nominal condition which seldom matches the real operating flow state. Here
rises the importance of designing a control adaptable to the flow condition, an Active Flow
Control (AFC). Indeed, the AFC opens the possibility for feedback control (open-loop)
once the closed-loop flow mechanisms are well understood. The AFC can be classified
in to three main categories: flow control by means of moving surfaces [15,16], by means
of plasma actuators (reviews are provided in [17–19]), and by means of synthetic jets.
The main disadvantage of the former technique lies in its applicability due to geometrical
constraints. The moving surfaces need mechanical transmission and electric engines which
are not easy to embed in the original vehicle geometry. Plasma actuator research for flow
control started 20 years ago [20] and produced promising results. This is however, far from
being extensively applicable in the near future. For example, more research is needed to
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understand the degradation of the actuation over time and their power consumption [21].
Thus, the synthetic jets turned out to be the most effective way to manipulate the flow
field. The AFC used in this work is a Zero Net Mass Flux (ZNMF) synthetic jet. In
comparison with the work of Krajnović et al. [22], the ZNMF does not employ steady
suction or blowing but moves air by means of an oscillating membrane. Promising results
of this technique were found in several studies, for both airfoils [23, 24], bluff bodies [25]
and generic vehicles [26]. Their main achievement and potential future development are
described in the reviews provided by Gad-el-Hak [4], by Cattafesta and Sheplak [27] and
more recently by Brunton and Noack [28].

1.3 Why actuation at the A-pillar?

When a truck moves with a certain speed Uinf , the flow impinges the front of the tractor
and migrates toward the A-pillars. At this point the flow separates, creating a recirculation
flow region that increases the drag, Fig. 4. With rounded A-pillars, the aerodynamics of
the front improves and the separation is controlled to some extent. Cooper [6] describes
the use of rounded corners, showing the effectiveness of this acknowledged expedient.
So the question that now emerges is: why do we still need to control the flow in this
region?. The answer is twofold. Normally the flow impinging the front is not oriented
along the direction of the truck (even when the vehicle is moving at cruise speed), due to
side wind, gusts or steering. In this situation the truck experiences an angle with respect
to the direction of the flow. This angle is generally called the yaw angle. The yaw angle
measured during cruise speed varies between 5◦ and 10◦, which is enough to induce the
separation visualized in Fig. 4 and worsen the aerodynamic performance. The second
aspect is that using an AFC, the radius of the A-pillar can be decreased, gaining space
inside the truck’s cabin while having the required aerodynamic performance.
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Figure 4: The flow separation arising at the A-pillar

If Fig. 4 shows the natural behaviour of the flow field, Fig. 5 shows the effect of
the actuation. The synthetic jet, placed before the natural separation point of the flow,
introduces a disturbance (violet arrows in Fig. 5) by means of blown and sucked air. This
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If Fig. 4 shows the natural behavior of the flow field, Fig. 5 shows the effect of
the actuation. The synthetic jet, placed before the natural separation point of the flow,
introduces a disturbance (violet arrows in Fig. 5) by means of blown and sucked air. This
vibration has a certain frequency and a certain magnitude, which interact with the flow.
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Using a suitable value for both these two parameters, the control interacts effectively with
the flow, delaying and eventually suppressing separation (blue dashed line in Fig. 5).
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with the flow, delaying and eventually suppressing separation, (blue dashed line in Fig.
5).

Actuation
Natural F low

Uinf

Actuated F low

Figure 5: The effect of the actuation

1.4 The flow topology

In section 1.3 the general behaviour of the studied flow case is presented. Key features
and important details of the flow can be extracted looking at the topology of the flow
structures. The A-pillar separation can be reconnected, to some extend, to the flow
behaviour visualized in stalled airfoils by different authors [23, 29–31], Fig. 6a. The
main features that characterize the topology of this flow are the separated shear layer,
the near/side wake shedding and their interaction. Fig. 6b depicts a top view of a
generic truck cabin and a flow topology similar to the one described by stalled airfoils.
The natural frequency of the shear layer is usually higher compared to the near wake
shedding, but the coupling of them results in a collective interaction during the formation
of the vortices as it was observed by Unal and Rockwell in [32].

a)

Uinf

Shear layer

Near wake

b)

Uinf

Shear layer

Side wake

Figure 6: The flow topology

With a modal decomposition of the flow (Chapter 3) it is possible to separate and
associate frequencies to structures. This tool is particularly useful to distinguish the
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With a modal decomposition of the flow (Chapter 3), it is possible to separate and
associate frequencies to structures. This tool is particularly useful for distinguishing the
two main flow patterns described in Fig. 6. The structures present in the shear layer are
smaller, containing a smaller amount of energy, yet are dynamically important for the
near/side wake formation. Thus, when influencing the shear layer with AFC, the larger
vortices of the near/side wake are also affected. In particular, the present study shows
that actuating the flow using the shear layer frequency (Paper A and Paper D) gives a
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higher reduction of the recirculation bubble and drag, while higher and lower actuation
frequencies are not as effective.

1.5 Project outline

This thesis is part of a five-year Ph.D project where the overall objective is to reduce
aerodynamic drag on heavy vehicles by the use of the so called Active Flow Control
technique. AFC has been used extensively and successfully on airfoils, in order to enhance
their performance, preventing flow separation. Therefore, the focus of this Ph.D project
is to adapt a Zero Net Mass Flux synthetic jet on heavy vehicles. The investigation of its
potential, the impact on the performance, and the real implementation at the A-pillar of
a real truck are of main importance. Experiments were made in the Chalmers University
closed loop wind tunnel and Computational Fluid Dynamics (CFD) unsteady simulations
(LES and PANS) are conducted throughout the project.
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2 Turbulent flows: simulations and experi-

ments

It is very common to observe turbulent flows in our everyday surroundings: from waterfalls
to the smoke rising from a chimney, from the motion of sea waves to the flow around
moving vehicles, and other engineering applications. There is no exact definition of
turbulence, but a turbulent flow has common and well defined characteristics as follows.

• A turbulent flow is three dimensional.

• A turbulent flow is unsteady and contains high spatial and temporal fluctuations.
The fluid velocity field varies significantly and irregularly in both position and time.

• A turbulent flow has the ability to mix and transport fluid more than a comparable
laminar flow [33].

• A turbulent flow is dissipative, meaning that it loses part of its energy (kinetic
energy) to internal energy (heat), through the cascade process, Fig. 1.

• As a consequence of the latter, turbulence needs always to be sustained by additional
kinetic energy.

• A turbulent flow is chaotic and unpredictable.

The difference between laminar and turbulent flows has been observed for centuries but
only in 1894 did Reynolds define the characteristics of the transition between the two
flow states [34]. He also realized and made experiments of the non dimensional parameter
(Reynolds number Re), that defines the transition based on the flow (using a velocity
scale U), the fluid (using the kinematic viscosity ν) and the geometry (using a length
scale L),

Re =
UL
ν

(1)

Re also represents the ratio between inertial and viscous forces. Thus, high-Re turbulent
flows are mainly characterized by inertial forces while the viscous forces prevail in the
low-Re ones. As mentioned above, turbulence defines most engineering flows, with no
exception for flows around vehicles and trucks. Thus, in vehicle aerodynamics, Re is of
major importance in defining a flow field. In this case the free-stream velocity and the
characteristic dimension of the vehicle (width or height) are taken as U and L, respectively.

A summary of the main Computational Fluid Dynamic (CFD) approaches to studying
a turbulent flow and a description of the experimental techniques used throughout the
project are given in the next sections.
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2.1 Computational Fluid Dynamic: DNS, LES, PANS
and RANS

CFD uses different approaches to resolve a turbulent flow field. In general, the choice
of method is a compromise between the level of flow resolution and the computational
resources available.

It is widely accepted that the equations system, known as Navier-Stokes Equations
(NSE), mathematically determines the motion of fluids, although no mathematical proof
exists for their universal validity. For an incompressible, single-phase flow with constant
density ρ and viscosity µ, the system reads:

∂ui
∂xi

= 0 (2)

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂xj∂xj

+ fi. (3)

Equation 2 is the continuity equation and expresses the mass conservation. Equation 3
is the momentum equation and expresses the momentum conservation. ui=x,y,z are the
three components of the velocity vector in a Cartesian coordinate system, and p denotes
the hydrodynamic pressure. ν = µ/ρ is the kinematic viscosity of the fluid and fi are
possible body forces (e.g. gravitational force). The NSE mathematically represent the
large variety of flow structures (flow scales κ) observed in a turbulent flow. Figure 1
shows the so called energy cascade process and how the flow scales are defined by their
energy level E(κ). Three main regions describe the aforementioned process. The energy
is introduced in the flow by the largest eddies in the energy-containing region (I) and is
consequentially transferred from larger to smaller eddies (typically anisotropic) through
the entire inertial subrange, (II). The energy is eventually dissipated into heat by the so
called Kolmogorov scales (typically isotropic) in the dissipation range, (III).
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Equation 2 is the continuity equation and expresses the mass conservation. Eq. 3 are
the momentum equations and expresses the momentum conservation. ui=x,y,z are the
three components of the velocity vector in a Cartesian coordinate system and p denotes
the hydrodynamic pressure. ν = µ/ρ is the kinematic viscosity of the fluid and fi are
possible body forces (e.g. gravitational force). The NSE represent mathematically the
large variety of flow structures (flow scales κ) observed in a turbulent flow. Figure 1
shows the so called energy cascade process and how the flow scales are defined by their
energy level E(k). Three main regions describe the aforementioned process. The energy
is introduced in the flow by the largest eddies at the energy-containing region (I) and
consequentially transferred from larger to smaller eddies (typically anisotropic) through
the entire inertial subrange, (II). The energy is eventually dissipated into heat by the
so called Kolmogorov scales (typically isotropic) in the dissipation range, (III).

E(κ)
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I II III

Figure 1: The energy spectrum of a turbulent flow. Energy-containing region (I), inertial
subrange(II) and dissipative range (III)

When the NSE are written in a discrete form and integrated numerically without
modelling or hypothesis the Direct Numerical Simulation (DNS) approach is used, [35].
DNS is the most accurate approach, on the other hand, it requires a prohibitive amount
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Figure 1: The energy spectrum of a turbulent flow. Energy-containing region (I), inertial
subrange(II) and dissipative range (III)

The Direct Numerical Simulation (DNS) is used when the NSE are written in a discrete
form and integrated numerically without modeling or hypothesis, [35]. DNS is the most
accurate approach, although it requires a prohibitive amount of computational resources
to resolve all the scales present in the flow, from the largest to the Kolmogorov scales.
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As an example, a truck moving at cruise speed (Re = 3× 106) produces a turbulent flow
containing large structures of the dimension 100m and small structures of the dimension
10−9m. Such a variety of scales makes DNS infeasible for complex or high-Re flows.
Therefore, DNS is only used to study fundamental flows such as isotropic turbulence [36],
turbulent boundary layer [37,38] and pipe flow [39]. Nevertheless, different simplifications
exist to enable solving Eqs. 2 and 3 in an affordable manner. One of this is the so called
Reynolds decomposition, which splits up the flow in a mean and a fluctuating part as:

ui = ūi + u′. (4)

Inserting Eq. 4 into the NSE gives the Reynolds Averaged Navier-Stokes (RANS) equations

∂ūi
∂xi

= 0 (5)

∂ūi
∂t

+ ūj
∂ūi
∂xj

= −1

ρ

∂p̄

∂xi
+

∂

∂xj

(
ν∂ūi
∂xj

+
1

ρ
τij

)
. (6)

The additional term, the so called Reynolds stress tensor, is obtained:

τij = −ρ
(
u′iu
′
j

)
. (7)

The six new unknowns introduced by tensor τij make the system impossible to solve.
Hence, the Reynolds stresses need to be modeled to close the problem. For this purpose
the Boussinesq assumption [40] is often used to model the turbulent diffusion with a newly
introduced eddy viscosity. This approach is widely used for applications of industrial
importance. RANS approach resolves only the mean value of the flow, the large scales
(I in Fig. 1), modeling the entire cascade process and the dissipation. In this manner
the efficiency of the calculation increases to the detriment of the accuracy. Moreover,
RANS provides a solution for the mean flow, and turbulence is treated in a stochastic
sense only. Even though this is acceptable in many industrial applications, RANS cannot
be used for a wide range of fields. Examples of such fields are active flow control [41],
aeroacoustic [42], and fluid structures interaction studies [43].

If DNS and RANS are the antipodes of the simulation techniques, Partially Averaged
Navier-Stokes (PANS) and Large Eddy Simulations (LES) represent good compromises
between computer resources and accuracy. The central assumption in these methods is the
scale’s distinction in large and small scales. As mentioned above, the large scale motions
carry most of the energy and the anisotropy of the flow, while the small scales represent
the isotropic part of the turbulence and are responsible for the dissipation process. Hence,
modeling the small scales and resolving the large ones can benefit the overall result of
the simulation, reducing the simulation time as compared to DNS and improving the
accuracy as compared to RANS.

2.1.1 Large Eddy Simulation

To achieve the small/large scale separation, LES requires a filtering operation. As for the
Reynolds decomposition, the LES filtering reformulates the expression of the instantaneous
flow field,

ui = ūi + u′′ (8)
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where the velocity field is decomposed in a resolvable part ūi and an unresolved, or so
called Sub Grid Scale (SGS), fluctuating part u′′. From now, the bar notation denotes a
filtering operation and not averaging in time, as for the Reynolds decomposition. Applying
the filtering to Eqs. 2 and 3, the filtered incompressible NSE read:

∂ūi
∂xi

= 0 (9)

∂ūi
∂t

+ ūj
∂ūi
∂xj

= −1

ρ

∂p̄

∂xi
+

∂

∂xj

(
ν
∂ūi
∂xj

+
1

ρ
τij

)
. (10)

This set of equations is different from the previous RANS because of the different meaning
of the overbars and the additional term τij that represents the SGS stress tensor:

τij = −ρ (uiuj − ūiūj) . (11)

Using the eddy viscosity models as for the standard Smagorinsky model [44], τij can be
modeled as

τij −
1

3
τkkδij = −νt

(
∂ūi
∂xj

+
∂ūj
∂xi

)
= −2νtS̄ij , (12)

where S̄ij is the strain stress tensor, and the eddy, or turbulent, viscosity νt is modelled as

νsgs = l2S̄ = (Csf∆)2|S̄|. (13)

Here the length scale constant, l, is taken to be the product of the the Smagorinsky
constant, Cs = 0.1, previously used in bluff body LES [43, 45, 46], the local grid size
∆ = (∆x∆y∆z)

1/3 and the Van Driest damping function

f = 1− exp
(−n+

25

)
, (14)

where n+ is the wall normal distance in viscous units.
The grid point requirement for a good resolved LES scales with Re13/7 as proposed by

Choi and Moin [47], while Piomelli and Balaras [48] found the grid point estimation for a
DNS scaling with Re9/4. The LES estimation slightly relaxes the computational efforts as
compared to DNS, yet it does not drastically decrease the cost. In fact, Spalart et al. [49]
estimate LES to be infeasible for an entire aircraft wing until the year 2045, and, they
continue to say that ”terminating efforts in RANS turbulence modelling would be a very
misguided step”. For this reason, research in modeling must continue and the new frontier
of the latest years is hybrid models that carefully blend DNS/LES and RANS approaches.
An example is the Partially Averaged Navier Stokes (PANS) approach, illustrated in the
upcoming section.

2.1.2 Bridging methods

Bridging the gap between academic research and industrial R&D is of major importance.
The main challenge is to provide and develop a suitable and ”intelligent” tool for industrial
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flow simulation, that, independently switches its approach from DNS to RANS, or better
said Unsteady RANS (U-RANS), based on the available mesh resolution. The two main
currents of bridging methods are the Detached Eddy Simulation (DES) and the PANS
approach developed and modified in all their flavors over the years. The first attempt to
develop DES was introduced by Spalart et al. [49]. The basic idea is for the model to act
as a U-RANS in boundary layers and LES-like, otherwise. In principle, the LES or RANS
choice is based on a comparison between the wall distance and the grid spacing. The
main drawback of this behavior is that DES grids need to be carefully designed, knowing
a priori where the flow separates (LES should resolve the large separated vortices) and in
which areas it remains attached (RANS boundary layer resolution). Many variations of
this approach have been offered during the years and a review of variations and flavors is
provided in [50]. Although zonal-like approaches have attracted great interest from many
authors and developers with remarkable results [51–53], they are still limited concerning
adaptivity to the mesh. In other words, the mesh should always be designed carefully.
In order to overcome these difficulties and to make the solver act ”independently” the
PANS approach was developed. The foundation of this method relies on the U-RANS
approach. The goal of U-RANS is to resolve smaller scales that are normally averaged by
a steady RANS simulation. While the idea behind the method is promising, U-RANS
showed inaccurate predictions of severely separated flows. The main reason for this is
that U-RANS lies on the evolution of the eddy-viscosity, which evolves in large values,
much larger than the actual mesh resolution could have supported. In this way, most of
the temporal and spatial fluctuations are suppressed, altering the final solution. In an
effort to resolve most of the fluctuating scales, the RANS coefficients have to be modified
according to the resolution of the grid, in a physically correct manner [54]. Modifying
the parameters of the parent RANS model, PANS introduces a dynamic approach that
prevents an uncontrolled growth (RANS like result) or drop (spurious fluctuation) of the
eddy viscosity, based on the spatial resolution of a given grid and the physics of the flow.

The smart idea to develop a hybrid method as such started with Girimaji [55] with the
first PANS model based on the k− ε RANS equations. The k− ε PANS method has been
successfully tested on different standard bluff body flows, such as flow around a square
cylinder [56] and a circular cylinder [57]. Theoretical proof and a physical explanation of
his improvement in comparison with RANS are given in [54]. Still, the quality of PANS
also depends on its RANS parent model. As a consequence, several flavors of the PANS
method have been developed:

• Lakshmipathy and Girimaji [58] introduced the k − ω PANS method. The results
of this were compared with U-RANS showing that k − ω PANS is able to resolve
more vortical structures, enhancing the experiments agreement.

• Ma et al. [59] employed a low Reynolds number k− ε model to correct the standard
k − ε PANS wall behavior.

• Durbin [60] proposed a k − ε − v̄2 − f PANS, that was later reformulated by
Hanjalic [61], to enhance the wall behavior and to take into account the Reynolds
number effect in the viscous and buffer sub-layers.

• Basara et al. [62] proposed the k − ε − ζ − f PANS developed on the namesake
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RANS model. The model has been validated for simple cases (channel flow) and
more complicated cases (flow around a finite cylinder) [63].

The latter variation is also employed in this thesis. Thus, a more detailed description is
given in the following section.

2.1.3 PANS k − ε− ζ − f
Thanks to promising results, the PANS k − ε− ζ − f method has gained much attention
in bluff body flow simulations. The results reported in [64–66] show the superiority (best
compromise between accuracy and resources) of the bridging method when compared to
RANS and LES. However, the method is still under development and some challenging
cases are listed in [67]. The model is also employed for the simulations on which Papers
B-C-D are based.

Before expressing the equations which define the model, it is necessary to recall the
Germano’s averaging invariance property [68]. He stated that the SubFiltered Scale
(SFS) term must be invariant to the type of filtering. Thus, if the filtering applied to the
NSE is commutative with the spatio-temporal differential operator, and decomposing the
turbulent velocity field Vi, by an arbitrary filter, in a resolved Ui and unresolved field ui,

Vi = Ui + ui (15)

the NSE evolves according to [68] into the so called PANS equation [69]:

∂Ui
∂t

+ Uj
∂Ui
∂xj

= −1

ρ

∂p

∂xi
+

∂

∂xj

(
ν
∂Ui
∂xj

+ τ(Vi, Vj)

)
, (16)

where τ(Vi, Vj) is the generalized second moment [68] and represents the effect of the
unresolved scales on the resolved field. As it was for LES, Eq. 12, the Bousinnesq
assumption is now invoked to model the second moment:

τ(Vi, Vj) = −2νuSij +
2

3
kuδij . (17)

Here ku is the unresolved kinetic energy, Sij is the resolved stress tensor,

Sij =
1

2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
, (18)

and νu = Cµζu
k2u
εu

is the viscosity of the unresolved scales where ζ = v2
u/ku is the velocity

scale ratio of the unresolved velocity scale v2
u and ku. v2

u refers to the normal fluctuating
component of the velocity field to any no-slip boundary. At this stage, three transport
equations for ku − εu − ζu and a Poisson equation for the elliptic relaxation function of
the unresolved velocity scales are necessary to close the model. Thus the complete PANS
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k − ε− ζ − f model is given by the following set of equations:

νu = Cµζu
k2
u

εu
∂ku
∂t

+ Uj∂ku∂xj = Pu − εu +
∂

∂xj

(
νu
σku

∂ku
∂xj

)

∂εu
∂t

+ Uj∂εu∂xj = Cε1Pu
εu
ku
− C∗ε2

ε2
u

ku
+

∂

∂xj

(
νu
σεu

∂εu
∂xj

)

C∗ε2 = Cε1 + fk(Cε2 − Cε1); Cε1 = 1.4

(
1 +

0.045√
ζu

)

∂ζu
∂t

+ Uj∂ζu∂xj = fu − Pu
ζu
ku

+
ζu
ku
εu(1− fk) +

∂

∂xj

(
νu
σζu

∂ζu
∂xj

)

L2
u∇2fu − fu =

1

Tu

(
c1 + c2

Pu
εu

)(
ζu −

2

3

)
.

(19)

Pu = −τ(Vi, Vj)
∂Ui

∂xj
is the production of the unresolved turbulent kinetic energy and it

is closed by the Bousinnesq assumption, Eq. 17. σku,εu = σk,ε
f2
k

fε
are the counterpart of

the unresolved kinetic energy and dissipation, respectively. In this way fk,ε contributes
to changing the turbulent transport Prandtl number contributing to the decrease of the
unresolved eddy viscosity [59]. The constants appearing in Eqs. 19 are:

Cµ = 0.22; Cε2 = 1.9; c1 = 0.4; c2 = 0.65; σk = 1; σε = 1.3; σζu = 1.2.

Lu and Tu are the length and time scales defined by using the unresolved kinetic energy:

Lu = max

[
ku
ε
, Cτ

(ν
ε

)1/2
]

; Tu = CL max

[
k

3/2
u

ε
, Cη

(
ν3

ε

)1/4
]
,

where
Cτ = 6; CL = 0.36; Cη = 85.

A deeper explanation of the construction of the equations is given in [62, 63]. The
parameters fk,ε are the key factors that make the model act dynamically. fk,ε are the
ratios between resolved to total kinetic energy and dissipation, respectively, and they
can assume values between 1 and 0 according to the selected cut-off. These parameters
can be chosen a priori, knowing the resolution of the given grid. Yet, it might be more
efficient to have a solver that adapts its accuracy to the flow case and the given grid,
that has as a worse output of a RANS simulation. Here comes the importance of having
a dynamic parameter which carries the characteristics of both the flow and the grid,
adapting to the resolvable level of structures. For a further but justified simplification fε
is assumed to be constant and equal to 1. Recalling that the spatial resolution to resolve
the dissipative scales and the inertial subrange is a near-wall DNS resolution, these scales
are unlikely to be resolved in most cases. Thus, all the unresolved dissipation is chosen
to be RANS dissipation and therefore is modeled. Thus, the crucial step in developing
an efficient model is the design of the last parameter, fk. At every time-step for every
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computational cell, the simulation evaluates the smallest value of fk that the grid can
support. The dynamic parameter was soon proposed as the ratio between the geometric
averaged grid cell dimension, ∆ = (∆x∆y∆z)

1/3, and the Taylor scale of turbulence,

Λ = (ku+kres)3/2

ε [70]:

fk(x, t) =
1√
Cµ

(
∆

Λ

)2/3

. (20)

2.1.4 Numerics

All types of numerical simulations require discretization of the spatial and temporal
domain. Thus the choice of the suitable numerical scheme for every calculation is
of primary importance. In this work, the CFD simulations are carried out using the
commercial finite-volume software AVL-Fire. The NSE are discretized by the solver using
a collocated grid arrangement. In the case of LES, the convective term present in Eq. 10 is
discretized using Central Difference Scheme (CDS) with a blending factor of 0.96, meaning
that 4% of first-order upwinding scheme is used to dampen the numerical oscillations and
to overcome the local insufficient grid resolution. In the case of PANS, a second-order
upwinding scheme is used for both the convective terms of the momentum equation and
the turbulence closure system equations. For all simulations, the time discretization is
done using the implicit second-order accurate three-time level scheme:

(
dφ

dt

)

n

=
3φn − 4φn−1 + φn−2

2∆tn
; ∆tn = t− tn−1 = tn−1 − tn−2. (21)

2.2 Experiments

Experiments are carried out in the Chalmers University closed circuit wind tunnel with
test section dimensions of 3.00× 1.80× 1.25 m3 and a speed range of 0-60 m/s, see Fig.
2. The oncoming flow turbulence level was within 0.5%.

Figure 2: Chalmers wind tunnel and its test section
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The actuator used in the experiments is a synthetic jet actuator based on a loud
speaker enclosed in a cavity. Figure 3a) shows a CAD representation of the model placed
in the Chalmers wind tunnel test section. A top view of the model is shown in Fig. 3b).
The latter shows how the loudspeakers are placed inside the test box, the movement of
their membranes recreates a blown and sucked air cycle at the slot located at the front
rounded corner.

a) b)
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Speaker

Figure 3: The experimental model. a) overview of both model and wind tunnel test section.
b) a top view of a cut plane on the model.

The actuator used in the experiments is a synthetic jet actuator based on a loud
speaker enclosed in cavity. Figure 3a) shows a CAD representation of the model placed
in the Chalmers wind tunnel test section. A top view of the model is shown in Fig. 3b).
The latter shows how the loudspeaker are placed inside the test box, the movement of
their membranes recreate a blown and sucked air cycle at the slot located at the front
rounded corner. During experiments, the velocity of the actuation signal is measured at
the actuator slot by traversing a hot-wire probe. The pressure on the body surface is
monitored by a number of pressure taps as shown in Fig. 4.
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Figure 4: The model of the truck cabin. ( ) pressure tabs distribution. ( ), position
of the actuation slot. A front side, B windward side, C base side, D leeward side.

The blue dashed lines in Fig. 4 represent a vertical and an horizontal pressure profile
for each named face. The model was first assembled and then placed in the Chalmers
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During experiments, the velocity of the actuation signal is measured at the actuator
slot by traversing a hot-wire probe. The pressure on the body surface is monitored by a
number of pressure taps as shown in Fig. 4.
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Figure 4: The model of the truck cabin. Dashed blue lines represent pressure taps
distribution. The solid red line represents the position of the actuation slot. A front side,
B windward side, C base side, D leeward side

The blue dashed lines in Fig. 4 represent a vertical and a horizontal pressure profile
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for each named face. The model was first assembled and then placed in the Chalmers
wind tunnel, as shown in Fig. 5

a)

b)

Figure 5: a) Stages of the assembly process. b) The model placed in the wind tunnel

An NACA 0024 is also used to cover the shaft and avoid undesired vortex shedding
fluctuation. The flow Reynolds number is Re = 5× 105 based on the free stream velocity
and the width of the cabin, W = 0.4m, in the main series of experiments. At the current
stage, the results are only compared for the unactuated flow configurations. Two different
configurations at two different yaw angles, β = 10◦ and β = 0◦, are tested. The measured
pressure profiles are compared with PANS simulations. The results are discussed in detail
in Paper D.
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3 Modal decomposition

There are two main approaches to post-processing turbulence and turbulent flow data.
The first is the stochastic approach, which ignores the fluctuating part of the flow, Eq. 7,
extracting only statistically relevant informations. The second is the phenomenological
approach, which analyzes and interprets the interaction of coherent and incoherent flow
structures highlighting possible universal or case-specific turbulent patterns. In the
framework of this project, the second approach is essential for two main reasons. The
first motive is that a statistical approach is insufficient for studying the effect of a time
varying actuation (AFC) on a turbulent flow. The second reason is that the knowledge
of the structure’s interaction sets the guidelines for a careful optimization process. The
phenomenological approach gives hints and directions as to which are the main important
structures acting in the flow, from both an energetic and a dynamic prospective. Modal
and frequency decompositions are helpful tools in interpreting the flow mechanisms, that,
for example, characterize a pressure gradient induced separation. One of the patterns
pursued in this work is therefore to employ Proper Orthogonal Decomposition (POD)
and Fast Fourier Transform (FFT) analysis to post-process CFD data.

The POD was developed independently for different disciplines (random variables,
image processing, signal analysis chemical engineering and oceanography) by different
authors. Among the first was Kosambi [71], but Lumley was the first to introduce
POD in the context of turbulence [72]. An inspiring review of theory and applications
of this method is presented in [73]. The approach used in this work, and increasingly
commonplace in fluid dynamic research, is the snapshot methodology. In the latter,
an ensemble of snapshots of a selected flow field region is gathered and consequentially
processed. The snapshot method is not only suitable for CFD data, but is also largely
employed in experiments, where the snapshots are collected by means of a high speed
camera during a Particle Image Velocimetry (PIV) process, [74, 75]. Concerning CFD,
several examples of successful POD applications are reported in the literature; modal
decomposition has been applied to DNS data [76], LES and Hybrid methods (DES) [77]. In
particular, LES were successfully post-processed by means of POD by Östh et al. [78, 79].

The result of a POD is not always straight-forward and is often complicated in terms of
recognizing the dominant frequencies of every mode. Thus, in this work, POD is coupled
with FFT analysis on the same set of snapshots. FFT is a robust method which, once
applied to snapshots, is able to spatially identify the main frequencies characterizing a
flow. The result of this analysis confirms and completes the information extracted by
means of POD. Thus, POD and FFT analysis are used to produce a spatial, energy and
dynamic map of the main flow structures.

The present POD is made of equidistantly sampled pressure snapshots pm = p(x, tm)
at time tm = m∆t, m = 1, ...,M , with the time ∆t, and a Cartesian coordinate system
x = (x, y, z) with unit vectors ex, ey, ez, respectively. As originally proposed by Lumley
[80], this method is based on energy ranking of orthogonal structures computed from a
correlation matrix of the snapshots. A Singular Value Decomposition (SVD) approach
is used to conduct the POD analysis on the mentioned set of snapshots. In the present
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POD, the pressure is decomposed into the mean field, 〈p〉, and the fluctuating part, p′, as

p(x, t) = 〈p〉(x) + p′(x, t). (1)

The fluctuating part is then approximated, by the SVD approach, with space dependent
modes, pi, and a time dependent mode coefficient, bi, as

p′(x, t) =

∞∑

i=1

bi(t)pi(x) ≈
N−1∑

i=1

bi(t)pi(x) + pres(x, t). (2)

The definition can now be written in a more compact form if we consider that b0 = 1 and
p0 = 〈p〉 following [81],

p(x, t) =

N−1∑

i=0

bi(t)pi(x). (3)

The first and second moments of the POD modes coefficients are:

〈bi〉 = 0; 〈bibj〉 = µiδij . (4)

The energy content of the single mode, Ki, is approximated from the mode coefficients as

Ki(t) =
1

2
b2i (t), (5)

and the total energy, KΣ(t), is evaluated as

KΣ(t) =

N−1∑

i=1

Ki(t). (6)
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4 Summary of appended papers

4.1 Paper A

”Numerical investigation of active flow control around a generic truck A-pillar”

The focus of this paper is the study of the A-pillar flow separation and its suppression, by
means of an Active Flow Control (AFC), of a heavy transport vehicle. LES have been
employed to study the physics of the separated flow. The model consists of a half section
of a simplified truck, meeting the necessity of minimizing the computational cost without
altering the flow physics. The LES were made at the Reynolds number of Re = 1× 105

based on the width of the truck and the free stream velocity. The study of such a low Re
is necessary to carry out a preliminary study that exposes the flow physics and minimizes
the computational costs. The effect of the synthetic jet, zero net mass flux AFC has been
studied using varying different parameters. the position of the slot and frequency of the
actuation signal vary during the study in order to find the configuration that gives the
highest reduction of drag. Modal decomposition is also successfully employed to study the
interaction between different structures in the flow domain. An interpretation of the flow
topology and its variation with the actuation frequency is also provided. The study shows
that two main eddy patterns are responsible for the flow separation. An effective and
optimal interaction, controlled by the actuation, was found to minimize the aerodynamic
drag and the induced oscillations.

4.2 Paper B

”Partially-Averaged Navier-Stokes Simulations of two bluff body flows”

This paper examines the potential of the hybrid Partially Averaged Navier Stokes (PANS)
methodology when applied to bluff body flows and vehicle aerodynamics. The PANS
k − ε − ζ − f model (section 2.1.3) has been employed. The paper discusses two flow
configurations and underlines the possibilities of PANS when compared to LES and
URANS. The separated flow around a sharp edge bluff body is well predicted by PANS,
also when the grid resolution is poorer. The comparison with LES performed on the same
grid clearly shows the promising potential of PANS, which is still under development.
Interesting results concerning vehicle aerodynamics are also achieved. The study of the
flow around a Willy’s body shows the accuracy of PANS for Reynolds numbers that would
require a much higher resolution when LES is employed. The ability of the method to
adjust to the given computational grid allows an engineering approach to the simulation.

4.3 Paper C

”Partially-Averaged Navier-Stokes Simulations of Flows Around Generic Vehicle at Yaw”
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The focus of this paper is to investigate the potential and limits of Partially Averaged
Navier Stokes (PANS) when applied to a simplified vehicle at yaw. A Willy’s body has
been used for the computational study. Flow separation at the abrupt end of a surface,
sharp edge separation, and adverse pressure gradient-induced separation are all flow
mechanisms defining the separation of bluff bodies. The peculiarity of the Willy’s body at
yaw is to contain both pressure-induced separation and separation at the abrupt end of
the rear. Thus, the study wants to investigate the PANS prediction of different separated
flows when compared to Large Eddy Simulations (LES). Accurate results are shown for
the trailing vortices and pressure-induced separated flow. The prediction of the second
kind of separation at the abrupt end was found to be problematic. An interpretation of
what causes the wrong prediction in the code is also provided for further developments.

4.4 Paper D

”Experimental and Numerical Investigation of Active Flow Control on a Generic Truck
Cabin”

This work presents the achievement on drag reduction by means of Active Flow Control
(AFC) on a generic bluff body. The model consists of a simplified truck cabin, characterized
by sharp edge separation on top and bottom edges and pressure-induced separation on
the rounded vertical front corner. The pressure-induced separation reproduces the flow
separation occurring at the front A-pillar of a real truck. Hybrid Partially Averaged
Navier-Stokes (PANS) simulations are compared with wind tunnel experiments. The
Reynolds number for both simulations and experiments is Re = 5 × 105 based on the
inlet velocity U∞ and the width of the model W = 0.4m. A validation of the hybrid CFD
model on two flow configurations is followed by a CFD study of the optimal actuation
frequency able to minimize the aerodynamic drag. PANS accurately predicts the flow
field measured in experiments, and a notable drag reduction by means of AFC is observed
in the numerical study.
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5 Conclusions and Future work

The overall objective of the present ongoing work is to investigate and prove the effective-
ness and the actual feasibility of a synthetic jet Active Flow Control (AFC) technique
when applied to the A-pillar of a travelling truck. The first part of the work, reported
in this thesis, was fundamental to gaining a better understanding of the flow field and
the potential of the actuation, as well as a deeper knowledge of PANS. The intermediate
goals achieved in the first part are listed below.

• The physics describing the separation mechanism has been studied. (Paper A and
Paper D).

• Taking advantage of the knowledge of the physics of the separation mechanism, an
optimal configuration of a ZNMF AFC was found for a low (Paper A) and a higher
(Paper D) Reynolds number case.

• A modal decomposition process that couples POD and FFT was proven to be proper
for studying the coherent and incoherent structures present in the flow. (Paper A
and Paper D).

• The PANS method was tested for different bluff body flow cases with promising
results. (Paper B and Paper C).

• A first preliminary experimental study was conducted to validate CFD, with a
particular interest in gaining knowledge about PANS when applied to the present
case. Two yaw configurations have been considered. Preliminary results of two
unactuated flow conditions show good agreement between experiments and PANS.
(Paper D).

• A numerical study has been conducted on AFC when applied to a 3-D bluff body
flow. An optimal actuation is also investigated. (Paper D).

Although many intermediate stages have been accomplished, much research must still be
done. The main guidelines for the development of the project and the future challenges
to be overcome are listed below.

• The next step is to verify the effectiveness of AFC when applied to the experimental
model. As a consequence, the results obtained will be compared with PANS
simulations.

• The validation and comparison of the PANS method with LES and experiments
should involve different test configurations. Unactuated and actuated cases at yaw
angles have also to be tested and compared.

• The effectiveness of the AFC has to be investigated when a yaw angle is applied to
the model.
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• A dynamic study of the flow can also be done and compared against several steady
configurations. Of particular interest is to verify the response of the AFC to
the dynamic change of the yaw angle. This investigation is interesting for the
introduction of a closed loop control.

• A closed loop can be developed in order to make the AFC sensitive and adaptable
to different flow configurations.

• Once PANS is validated, it can be employed extensively for the computational study
of a real truck geometry.
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[50] B. Nebenführ, Turbulence-resolving simulations for engineering applications. Depart-
ment of Applied Mechanics, Fluid Dynamics, Chalmers University of Technology,
2015.

[51] P. R. Spalart, S. Deck, M. L. Shur, K. D. Squires, M. K. Strelets, and A. Travin,
“A new version of detached-eddy simulation, resistant to ambiguous grid densities,”
Theoretical and Computational Fluid Dynamics, vol. 20, no. 3, pp. 181–195, 2006.

[52] L. Davidson and S. H. Peng, “Hybrid LES-RANS modelling: A one-equation SGS
model combined with a k-w model for predicting recirculating flows,” International
Journal for Numerical Methods in Fluids, vol. 43, no. 9, pp. 1003–1018, 2003.

[53] S. H. Peng, “Hybrid RANS-LES modeling based on zero- and one-equation models
for turbulent flow simulation,” in 4th International Symposium on Turbulence and
Shear Flow Phenomena, vol. 3, pp. 1159–1164, 2005.

[54] S. S. Girimaji, E. Jeong, and R. Srinivasan, “Partially Averaged Navier-Stokes
Method for Turbulence: Fixed Point Analysis and Comparison With Unsteady
Partially Averaged Navier-Stokes,” Journal of Applied Mechanics, vol. 73, no. 3,
p. 422, 2006.

[55] S. S. Girimaji, “Partially-Averaged Navier-Stokes Model for Turbulence: A Reynolds-
Averaged Navier-Stokes to Direct Numerical Simulation Bridging Method,” Journal
of Applied Mechanics, vol. 73, no. 3, p. 413, 2006.

[56] E. Jeong and S. S. Girimaji, “Partially Averaged Navier–Stokes (PANS) Method for
Turbulence Simulations—Flow Past a Square Cylinder,” Journal of Fluids Engineer-
ing, vol. 132, no. 12, p. 121203, 2010.

[57] S. Lakshmipathy and S. S. Girimaji, “Partially Averaged Navier–Stokes (PANS)
Method for Turbulence Simulations: Flow Past a Circular Cylinder,” Journal of
Fluids Engineering, vol. 132, no. 12, p. 121202, 2010.

[58] S. Lakshmipathy and S. Girimaji, “Partially-averaged Navier-Stokes method for
turbulent flows: k-w model implementation,” in 44th AIAA Aerospace Sciences
Meeting and Exhibit, Aerospace Sciences Meetings, American Institute of Aeronautics
and Astronautics, jan 2006.

[59] J. M. Ma, S. H. Peng, L. Davidson, and F. J. Wang, “A low Reynolds number variant
of partially-averaged Navier-Stokes model for turbulence,” International Journal of
Heat and Fluid Flow, vol. 32, no. 3, pp. 652–669, 2011.

[60] P. A. Durbin, “Near-wall turbulence closure modeling without ”damping functions”,”
Theoretical and Computational Fluid Dynamics, vol. 3, no. 1, pp. 1–13, 1991.
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[67] S. Krajnović, G. Minelli, and B. Basara, “Partially-Averaged Navier-Stokes Simula-
tions of Flows Around Generic Vehicle at Yaw,” SAE Technical Paper, 2016.

[68] M. Germano, “Turbulence: the filtering approach,” Journal of Fluid Mechanics,
vol. 238, pp. 325–336, 1992.

[69] S. S. Girimaji, “Partially-Averaged Navier-Stokes Model for Turbulence: A Reynolds-
Averaged Navier-Stokes to Direct Numerical Simulation Bridging Method,” Journal
of Applied Mechanics, vol. 73, no. 3, p. 413, 2006.

[70] S. Girimaji and K. Abdol-Hamid, “Partially Averaged Navier–Stokes Model for
Turbulence: Implementation and Validation,” AIAA paper, no. January, 2005.

[71] D. D. Kosambi, “Statistics in Function Space,” The Journal of the Indian Mathe-
matical Society, vol. 7, pp. 76–88, 1943.

[72] J. L. Lumley, “The Structure of Inhomogeneous Turbulent Flows,” in Atmospheric
turbulence and radio propagation (A. M. Yaglom and V. I. Tatarski, eds.), pp. 166–178,
Moscow: Nauka, 1967.

[73] P. Holmes, J. L. Lumley, G. B. Thomson, and C. W. Rowley, “Turbulence, coherent
structures, dynamical systems and symmetry,” Cambridge University press, p. 2500,
1997.

[74] P. Schmid, “Dynamic mode decomposition of numerical and experimental data,”
Journal of Fluid Mechanics, vol. 656, pp. 5–28, jul 2010.

[75] P. J. Schmid, L. Li, M. P. Juniper, and O. Pust, “Applications of the dynamic mode
decomposition,” Theoretical and Computational Fluid Dynamics, vol. 25, pp. 249–259,
aug 2011.

[76] J. Tu, C. Rowley, E. Aram, and R. Mittal, “Koopman spectral analysis of separated
flow over a finite-thickness flat plate with elliptical leading edge,” AIAA Paper 2011,
no. January, pp. 1–14, 2011.

[77] T. W. Muld, G. Efraimsson, and D. S. Henningson, “Flow structures around a
high-speed train extracted using Proper Orthogonal Decomposition and Dynamic
Mode Decomposition,” Computers and Fluids, vol. 57, pp. 87–97, mar 2012.

27
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