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Multiscale Simulation Methods for Thermoelectric Generators  

OLLE HÖGBLOM 

Department of Chemistry and Chemical Engineering 

Chalmers University of Technology 

ABSTRACT 

Rising energy prices and greater environmental awareness, along with stringent 

emissions legislation, in the automotive industry make it possible to introduce 

techniques in the aftertreatment system that have previously been unprofitable. One such 

technique, studied here, is heat recovery from exhaust gases using thermoelectric 

generators.  

The design of thermoelectric modules and heat exchangers for thermoelectric generation 

relies, to a large extent, on simulation tools. Thermoelectric phenomena are well known, 

and several researchers have used first principle simulation to solve for thermoelectric 

generation in thermoelectric pairs and single modules. In order to obtain predictions that 

agree with measurements, knowledge of not only temperature-dependent material but 

also internal thermal and electrical contact resistances is required. A method that enables 

accurate quantification of contact resistances inside thermoelectric generators and which 

gives detailed insight into how these reduce module performance has been developed 

within the scope of this research. When implementing these resistances in first principle 

simulations, excellent agreement between measured and simulated performance has 

been achieved. 

First principle simulations allow great insight into thermoelectric performance and 

provide details, such as local current distribution, that are hard to measure or obtain with 

other methods and are great, for example, when designing modules. First principle 

models, on the other hand, are computationally too demanding when used to design heat 

exchangers that contain a large system of modules. Therefore, a novel framework for 

characterization and simulation of thermoelectric generator systems that allows for 

accurate and efficient prediction of electric and thermal performance has been developed 

in this research. When used in conjunction with CFD analysis, this framework allows 

for efficient modelling of electrical and thermal performance without relaxing the 

important two-way coupling of energy transport. This efficiency comes from the fact 

that the modelling does not require full resolution as first principle simulations do. 

Therefore it solves the scale separation problem and allows for multiphysics simulation 

with just a minor increase in computational power.  

All simulations were validated with experiments on different levels, both for individual 

modules, small systems of modules, and, finally, engine bench tests were used to 

validate a full-scale heat exchanger prototype containing a large number of modules and 

a complex fluid flow. 

Keywords: Thermoelectrics, Contact resistances, CFD, Exhaust gas heat recovery, subgrid 

modelling 
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Nomenclature 

A cross sectional area, m2 

cp specific heat capacity, J kg-1 K-1  

ℎ  thermal contact conductance, m2 K W-1  

I current, A  

J current density, A m-2  

P electric power, W 

Q heat per unit volume, W m-3 

q heat flux, W m-2 

R electric resistance, Ω 

r thermal contact resistance, m2 K W-1 

SS normalized sum of square errors, - 

T temperature, K 

U potential, V 

ZT figure of merit, - 

Greek symbols 

α Seebeck coefficient V K-1  

𝛽 regression coefficient 

λ thermal conductivity, W m-1 K-1  

𝛱 Peltier coefficient, V 

ρ density, kg m-3  

𝜚 electrical contact resistance, Ω m2 

σ electric conductivity, Ω-1 m-1 

𝜍 electric contact conductance, Ω-1 m-2 

𝜏 Thomson coefficient, V K-1 

Ψ combined Peltier and Thomson coefficients, V 

Subscripts  

A material A 

avg average 

B material B 

c cold side  

Fi Fourier conduction where i = 1, 2 

h hot side 

i, j index 

int internal 

L load 

n n-doped material 

p p- doped material  

PTi Peltier & Thomson where i = 1, 2 

Ri internal resistance where i = 1, 2, 3 

Si Seebeck where i = 1, 2 
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1 INTRODUCTION 

During the last decade, it has become increasingly clear that climate 

change together with a shortage of fossil fuel are two of the main threats 

to the environment and our society today. The transport sector represents 

about one third of the overall energy consumption in the world, and the 

source of energy in the sector is completely dominated by fossil fuels [1].  

Vehicle manufacturers are constantly striving to lower fuel consumption, 

and a growing awareness of both fuel costs and the environmental 

concerns among customers has enhanced this focus even more.  

In addition to the demands of manufacturers and customers on fuel 

consumption, legislation on emission adopted by the EU and the EPA 

(United States Environmental Protection Agency) is becoming 

increasingly stringent, and is creating demands for engines and vehicles 

that consume less fuel [2]. 

In order to meet carbon dioxide emission limits, it might be possible and 

perhaps also necessary to introduce new technologies that otherwise 

might be unprofitable and too expensive to pay for themselves.  

Thermoelectric generation (TEG) is one such technique that allows direct 

conversion of heat into electricity, and it is rising in popularity for heat 

recuperation applications mainly because of its compactness and 

robustness without moving parts. Different fields of implementation of 

TEGs have been reported in the literature, including biomass [3-5], solar 

energy [6-10], geothermal [11, 12], nuclear [13], and even industrial 

power plants [14, 15]. Several researchers have also studied 

thermoelectric recuperation for automotive applications [16-25]. Due to 

the broad interest in developing technical applications, effort has also 

been put into developing simulation tools that range from first principle 
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simulations of small systems [26-30], to full-scale TEG system 

simulations using simplified models [19, 20], and also coupled system 

simulations that combine fluid dynamics simulations with thermoelectric 

models [31].  

Thermal and electrical contact resistances inside thermoelectric modules 

(TEM) influence thermoelectric (TE) performance, and might vary 

significantly depending on process parameters, and are usually not 

known [29]. The influence of electrical and thermal contact resistance 

can have a significant negative impact on module performance, as shown 

in an investigation by Bjørk et al. [32]. Epling et al. [33] compare contact 

resistances resulting from the use of different solders, and Tatsuya et al. 

[34] have studied different interface materials to lower thermal contact 

resistances.  

In the exhaust gas recirculation (EGR) cooler in a diesel engine, a large 

amount of the heat is, today, already removed from the exhaust gases in 

order to decrease the combustion temperature and oxygen content in the 

combustion chamber, and, thereby, the amount of NOx produced. Some 

of this energy can be converted to useful electric energy using 

thermoelectric (TE) elements [18]. Introducing a thermoelectric 

generator (TEG) in an EGR cooler requires a completely new design of 

the heat exchanger, which entails several new challenges. The pressure 

drop in the exhaust gas system should, with a new design, be maintained 

at a low level, and, at the same time, the heat transfer on the gas side 

should increase. Several researchers are currently working with 

thermoelectric generation for heat recuperation in vehicles. Martinez and 

coworkers have used Computational Fluid Dynamics (CFD) to design 

heat exchangers and to determine the pressure drop and the heat transfer 

resistance in TEG systems [35]. Hsu et al. have built prototypes and 

performed CFD simulations of TEG heat exchangers for exhaust gas 

aftertreatment [21]. Hsiao et al. have studied two alternative locations for 

a TEG in vehicles, directly in the exhaust gases and in the radiator [23]. 

Karri et al. have compared the potential of using quantum well materials, 

instead of conventional Bi2Te3, for heat recuperation in the vehicle 

exhaust stream. They have reported a total fuel savings of up to 3% on a 

sport utility vehicle, SUV [24].  

The implementation of thermoelectric generators in real applications for 

energy conversion is, currently, limited due to the low efficiency of the 



3 

 

materials, however, with rising fuel prices and stringent emission 

legislation, the technique has become more and more interesting.   

 

1.1 E4-MISTRA 

Mistra is the Swedish Foundation for Strategic Environmental Research, 

and E4-Mistra is a joint academic and industrial research program in 

which the goal is energy efficient and low emitting diesel engines for 

heavy duty diesel engines [36]. The program is based on four different 

technologies: three technologies aimed at cleaner exhaust gases, and one 

aimed at lowering fuel consumption. Catalytic reduction of NOx using 

hydrocarbons from fuel, highly efficient fuel reformation for more 

efficient NOx reductions, and innovative particulate filtration over a 

porous metal filter are all technologies that aim for cleaner exhaust gases. 

The fourth technology, which this thesis is a part of, aims at increasing 

the efficiency of a vehicle engine by recovering waste heat from the 

exhaust gases using thermoelectric power generation.  

 

1.2 OBJECTIVES 

The objective of this work is to acquire an understanding of 

thermoelectric systems and to develop useful simulation models for 

predicting thermoelectric performance. In order to achieve this goal, a 

measurement setup for the characterization of modules was designed and 

built. Two different modelling approaches were used, detailed first 

principle simulations of TE legs and whole modules and also simplified 

subgrid models for larger systems of modules. When comparing the first 

principle simulations with measurements, a method for determining 

electrical and thermal contact resistances within modules was required 

and the development of this method also became an objective of this 

work. The final objective was to develop models that can be used together 

with CFD for designing and predicting the thermal and thermoelectric 

performance of EGR heat exchangers, including a large system of 

integrated modules. 
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2 THERMOELECTRICS 

Thermoelectrics is the science and technology associated with the direct 

conversion between heat flow and electric current. Thermoelectrics can 

be used either to create a current from an existing temperature gradient 

or to create a temperature difference by applying an electric current. Both 

of these applications have been known since the early 19th century [37]. 

The technique has the advantage of being robust without any moving 

parts, and having a long lifetime. The disadvantage of the technique is its 

low efficiency. Since the discovery of the thermoelectric effect, a lot of 

research has been conducted in the field, but, nevertheless, the typical 

efficiency of commercial modules is not more than around 5% [38].  

 

2.1 SEEBECK EFFECT 

A semiconductor material can be doped to contain a slightly higher 

concentration of electrons than a pure semiconductor (n-doped), or a 

slightly lower concentration of electrons than a pure semiconductor (p-

doped). These extra electrons, or electron “holes,” are mobile in the 

semiconductor, and they are commonly referred to as charge carriers. 

When a material is exposed to a temperature gradient, these charge 

carriers are set in motion and start to diffuse from the hot to the cold side. 

Electric potential is built up, and an electric current can be utilized. This 

is called the Seebeck effect, and it was discovered by the German 

physicist Thomas J. Seebeck in 1821 [37].  

The potential difference build up is proportional to the temperature 

difference over the material, and the proportionality constant, 𝛼, is called 

the Seebeck coefficient.  
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∆𝑈Seebeck = 𝛼∆𝑇 (2-1) 

 

Since the charge carriers always diffuse from the hot to the cold side, and 

they are negative for electrons and positive for electron holes, the sign of 

the Seebeck coefficient is different for the n-doped (negative) and p-

doped (positive) material.  

In a differentiated form, Equation (2-1) reads 

∇𝑈Seebeck = 𝛼∇𝑇.  (2-2) 

 

2.2 PELTIER EFFECT 

When a current flows in a material, the electrons have a certain level of 

energy, depending on the material they are transported through. This 

means that, in the junction between two materials, the electrons have to 

either take up or release energy, and the junction will subsequently be 

either cooled or heated. This phenomenon is of the greatest magnitude at 

the junction between doped semiconductors since there is a large 

difference in energy for electrons moving in materials with different 

doping. This effect is known as the Peltier effect. The rate of cooling or 

heating at the junction between two materials due to the Peltier effect can 

be written as 

𝑞Peltier = (𝛱A − 𝛱B)𝐽 (2-3) 

 

where 𝐽 is the current density and 𝛱A and 𝛱B are the Peltier coefficients 

for the different materials. The difference 𝛱A − 𝛱B  is usually 

written 𝛱AB. Note that the Peltier effect takes place only at the interface 

and the unit of 𝑞Peltier is, therefore, 𝑊/𝑚2. 

 

2.3 THOMSON EFFECT 

When the Seebeck coefficient has a temperature dependency and the 

material is located in a temperature gradient, the electrons moving 

through the material will have a slight variation in their energy, and, 
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therefore, heat will be absorbed or released during their movement 

through the material. This third thermoelectric effect is known as the 

Thomson effect. It is of less magnitude compared to the Peltier effects, 

about 1/10 depending on the Seebeck coefficient’s temperature 

dependence in the operating range.  

The Thomson effect can be seen as a continuous variant of the Peltier 

effect that is active inside the TE material, while the Peltier effect only 

occurs at the interfaces between different materials. 

 

The rate of cooling or heating inside the material due to the Thomson 

effect is given by 

𝑄Thomson = 𝜏𝐽∇𝑇 (2-4) 

 

where τ is called the materials Thomson coefficient. Since the Thomson 

effect is active inside the material, the unit of 𝑄Thomson is 𝑊/𝑚3. 

 

2.4 KELVIN RELATIONSHIPS 

The Seebeck, Peltier, and the Thomson effects are closely related. The 

Peltier effect can be seen as the back-action counterpart of the Seebeck 

effect; the Seebeck effect builds up a potential difference that pushes a 

current through a circuit, and the current then causes the Peltier effect to 

transport heat from the hot to the cold side, thereby, lowering the 

temperature difference. In a TEG, the Peltier effect is an undesirable side 

effect.  

The close relationship between the Seebeck, Peltier, and Thomson effects 

can also be seen in their coefficients, which are combined with the Kelvin 

relations 

𝛱AB = 𝛼AB𝑇 (2-5) 

 

𝜏 =
𝑑𝛼

𝑑𝑇
𝑇 

(2-6) 
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When combining Equations (2-4) and (2-6), the resulting equation 

describes the Thomson effect inside the material, and it also describes the 

Peltier effect at the interface between two different materials.  

𝑄𝑃𝑒𝑙𝑡𝑖𝑒𝑟&𝑇ℎ𝑜𝑚𝑠𝑜𝑛 = 𝑇𝐽∇𝛼 (2-7) 

 

The Peltier effect is nothing but a large and local Thomson effect 

occurring at the interface where 𝛼 has a discontinuity. 

 

2.5 JOULE HEATING 

When a current flows through a material, some of the electric energy is 

lost and converted to heat. This is not a pure thermoelectric effect, but it 

exists in all materials, and it is an important, undesired effect that lowers 

the performance in both thermoelectric generators and Peltier coolers. 

This is a non-reversible effect in contrast to the other effects. The 

potential loss due to Joule heating can be written as 

∇𝑈Joule = −
𝐽

𝜎
 

(2-8) 

 

where 𝜎 is the electric conductivity of the material and 𝐽 is the current 

density.  

The amount of electric energy converted to heat as a consequence of 

ohmic losses can be described by Joule’s law 

𝑞Joule = 𝑈𝐽 (2-9) 

 

𝑞Joule  is the heat produced per cross sectional area ( 𝑊/𝑚2 ). This 

equation can further be rewritten in terms of heat per volume, and by 

using Ohm’s law it is given by 

𝑄Joule =
𝐽2

𝜎  
 (2-10) 
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2.6 THERMAL CONDUCTION 

A transport of thermal energy occurs in all materials that are exposed to 

a temperature gradient due to conduction. Conduction in a solid material 

is based mainly on two phenomena; diffusion and collisions of free 

electrons, and propagation and collisions of lattice vibrations, so called 

phonons. Heat conduction in metals is dominated by free electrons, and 

a large amount of free electrons makes metals good thermal conductors. 

Electrical insulators, in contrast, have no free electrons, and heat 

conduction is dominated by phonons. The more structured a material is, 

and the stronger intermolecular bonds, the better thermal conductor the 

material is. This is the reason that diamonds are great thermal conductors: 

the transport of phonons is good in a diamond because of strong 

intermolecular bonds, and the phonon scattering is low because of the 

perfectly organized structure. 

A semiconductor has movable electrons, and materials with a high 

Seebeck coefficient usually have a well-organized structure, so lattice 

vibrations will make a significant contribution to thermal conduction.  

The equation that describes pure conduction is usually referred to as 

Fourier’s law and is written 

𝑞Fourier = −𝜆∇𝑇 (2-11) 

 

Fourier’s law can be rewritten with an accumulation term, and it is then 

called Fourier’s 2nd law or the energy equation for pure conduction. It is 

then given by 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
= ∇(𝜆∇𝑇)   (2-12) 

 

  

http://en.wikipedia.org/wiki/Free_electron_model
http://en.wikipedia.org/wiki/Free_electron_model
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2.7 THERMOELECTRIC CONSTITUTIVE 

EQUATIONS 

Combining Equations (2-2) and (2-8) results in an equation that describes 

the potential field  

∇𝑈 = 𝛼∇𝑇 −
𝐽

𝜎
  (2-13) 

 

where the potential field is built up from the diffusion of charge carriers 

in the direction of the temperature gradient (the first term on the right-

hand side), and is reduced through ohmic losses (the second term on the 

right-hand side). 

The complete energy equation for the thermoelectric material can be 

derived from Equations (2-6), (2-10) and (2-12), and it is written  

𝜌𝑐𝑝

𝜕𝑇

𝜕𝑡
= ∇(𝜆∇𝑇) +

𝐽2

𝜎
+ 𝑇𝐽∇𝛼 

(2-14) 

 

The term on the left-hand side is the accumulation term, the first term on 

the right-hand side is the Fourier conduction, the second term is the Joule 

heating, and the third term on the right-hand side is the Peltier and 

Thomson effects. 

Equations (2-13) and (2-14) are called the constitutive equations for 

thermoelectricity, and all the relevant effects are taken into account by 

solving them with temperature-dependent material data.  

Note that the last term in Equation (2-14) is the Peltier and Thomson 

effects together. In the materials, ∇𝛼  is moderate and a result of a 

temperature-dependent Seebeck coefficient. This is equivalent to the 

Thomson effect.  

In order to see how this term also describes the Peltier effect, it can be 

discretized and applied to a small element with thickness ∆𝑧 located over 

the interface between two different materials (assuming the gradient is in 

the z-direction). 𝑞 = 𝑇𝐽
∆𝛼

∆𝑧
∆𝑧 . This equation now describes heat per 

cross-sectional area within the element and, thereby, the choice of 𝑞 

instead of 𝑄. By letting ∆𝑧 approach zero, this equation describes the 
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heat per area over the interface, which is equal to the Peltier effect, i.e. 

 𝑞 = 𝑇𝐽
∆𝛼

∆𝑧
∆𝑧 = ∆𝛼𝑇𝐽 = Π𝐽 = 𝑞Peltier. 

 

2.8 THERMOELECTRIC MATERIALS 

A good thermoelectric material has a high Seebeck coefficient, high 

electric conductivity, and low thermal conductivity. When designing a 

TE material, there is always a tradeoff between keeping the electric 

conductivity high and the thermal conductivity low. The reason for this 

is that electrons are responsible for the transport of both electric current 

and heat. Heat can also be transported with lattice vibrations, so called 

phonons, and lowering this contribution to the heat conductivity is of 

great importance when developing new materials.  

Materials like glass have low thermal conductivity due to the 

unstructured way the material lattice is organized [39]. Phonons are 

easily scattered, and the thermal conductivity due to lattice vibration is, 

thereby, minimal. In contrast, glass does not conduct electrons, so it is a 

poor thermoelectric material. Good thermoelectric materials are 

crystalline materials that manage to scatter phonons without disrupting 

electrical conductivity, they should have phonon-scattering properties 

similar to glass but a crystal structure for conducting electrons. These 

‘phonon-glass electron-crystal’ properties are unusual [40], and there are 

no reliable theoretical models for designing materials and predicting 

properties. The best thermoelectric materials known today are crystalline 

semiconducting materials, and several researchers are working on 

developing new and improving existing materials by means of, for 

example, nano inclusions [41, 42] and partial substitution of the base 

material [43, 44]. 

Bismuth telluride (Bi2Te3) is the most commonly used thermoelectric 

material, and it was first suggested as a TE material as early as 1954 [45]. 

Nevertheless, it remains today the best TE material for low temperature 

conversion. Its thermoelectric properties strongly depend on carrier 

concentration, crystal size, and crystal orientation, so the material 

properties are different for Bi2Te3 from different manufacturers.  
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2.9 THERMOELECTRIC DEVICES 

A thermoelectric device for power generation or cooling consists of 

several pairs of n and p materials. These are connected electrically in 

series and thermally in parallel. Simplified devices with only one pair for 

power generation and cooling are shown in Figure 1. 

 

 

Figure 1. Schematics of a) TE generator and b) TE cooler 

For a thermoelectric generator, the efficiency, 𝜂, which is the ratio of 

power delivered by the unit to the heat flow through the module, can be 

expressed as 

𝜂 =
(𝑇h − 𝑇c)

𝑇h

(1 + 𝑍𝑇avg)
1 2⁄

− 1

(1 + 𝑍𝑇avg)
1 2⁄

+ 𝑇h 𝑇c⁄
 

(2-15) 

 

where 𝑍𝑇avg is the figure of merit for the TE pellets which is based on the 

average temperature within the pellet  

𝑇avg = (𝑇h + 𝑇c) 2⁄  (2-16) 

 

and the three material key parameters, the Seebeck coefficient 𝛼 , the 

electrical conductivity 𝜎, and the thermal conductivity 𝜆.  

𝑍 = 𝛼2𝜎 𝜆⁄  (2-17) 
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The first part of Equation (2-15), (𝑇h − 𝑇c) 𝑇h⁄ , is the Carnot efficiency. 

This is the highest theoretically possible efficiency that can be reached. 

This requires a 𝑍𝑇 value close to infinity, which of course is impossible 

in a real system. There is, however, no theoretical upper limit for the 

𝑍𝑇 value, but the best thermoelectric materials existing today have a 

𝑍𝑇 < 2. Materials with a 𝑍𝑇 > 2 have been reported in thin films, but 

due to problems with the measurement technique, it has been hard to 

reproduce them in independent studies [39]. A tellurium-based bulk 

material with a 𝑍𝑇 ≈ 2.2  that looks promising for the automotive 

industry has recently been discovered [46]. 

A thermoelectric device typically operates at about 10% of Carnot 

efficiency. This can be compared to a kitchen refrigerator, which operates 

at about 30% of Carnot efficiency, and the largest air conditioner for 

buildings operates at close to 90% of Carnot efficiency [47].  

 

2.10  TE MODULES 

In a TE module, the TE pellets are electrically connected in series with 

small metal plates. These connectors are usually made of copper or 

aluminum for good electric and thermal conductance. The connectors on 

the cold side are mounted on a sheet of a ceramic material that is both a 

good thermal conductor and an electric insulator. A commonly used 

material is aluminum oxide (Al2O3) since it is cheap, stiff, and possesses 

the right thermal and electrical properties. The thermoelectric pellets are 

mounted on the metal connectors on the cold side, and they are connected 

together with additional metal connectors on the hot side. The whole 

package is then covered with another layer of the ceramic material. 

In this research two different TE modules were used. They were both 

commercial Bi2Te3 from Thermonamics Electronics Co., Ltd. One of the 

modules, TEPH1-12680-0.15, was 80 × 80 mm, consisted of 126 

thermoelectric pairs, and will be referred to as the ‘large module’ in this 

thesis. The other one, TEP1-1264-1.5, was 40 × 40mm, consisted of 127 

pairs, and will be referred to as the ‘small module’.  

The thermoelectric pellets in the large module had a cross-sectional area 

of 3.60 × 3.60 mm, and the height of the pellets was 1.35mm. The cross-

sectional area of the pellets in the small module was 1.50 × 1.50 mm and 

their height was 1.20mm.  
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On the cold side, the connectors were made of copper and the TE pellets 

were soldered to the connectors to achieve good contact. On the hot side, 

the connectors were built directly onto the TE material by spray 

depositing several thin layers of melted aluminum, so called thermal 

spraying. Between the connectors on the hot side and the ceramic plate 

there was a layer of graphite that had to be compressed for the module to 

work properly.  

When using thermoelectric modules for power generation or cooling, it 

is important to obtain sufficient contact pressure. The modules should be 

compressed in order to minimize internal contact resistances and to 

remain mechanically stable. If sufficient contact pressure is not applied, 

the graphite layer is not working properly and there is a substantial risk 

for poor thermal contact between the metal connectors on the hot side 

and the ceramic plate.  

 

2.11  CONTACT RESISTANCES 

Between two solid materials, the interface is never in perfect contact. 

Even if the surfaces look perfectly smooth, there will always be 

microscopic roughness on the surfaces that will form air-filled voids 

when the surfaces are pressed together [34, 48]. These voids decrease the 

surface area that is actually in contact, how much depends on surface 

roughness, the softness of the materials, and the contact pressure. A soft 

surface will deform with applied pressure, thereby increasing the 

effective contact area. If an electric current or a heat flow is conducted 

through the interface, it will pass through the area that is in good contact. 

Heat conduction is also possible through the air-filled voids, but the 

conductivity of air is very low compared to most solid materials, so this 

will make a minor contribution to the total transferred energy. For a 

thermal insulator, the contact conductivity might be of the same 

magnitude as for air, and, in that case, the contact conductivity is 

negligible. Any electric current will also be concentrated to the 

microscopic contact areas. The electric conductivity of air can always be 

negligible, but tunneling phenomena can, however, transfer some current 

through the air-filled voids [49]. Potential surface coatings, such as 

oxides or other impurities, might affect both the thermal and the electrical 

conductivity over an interface. Thermal contact conductance can be 
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defined in an expression similar to Newton’s rate equation for convection 

as 

ℎcontact =
𝑄interface 𝐴⁄

∆𝑇interface

 
(2-18) 

 

where 𝑄interface is the heat flow over the interface, 𝐴 is the total interface 

area, and ∆𝑇interface is the temperature difference over the interface. In a 

similar manner, electrical contact conductance can be defined as 

𝜍contact =
𝐽interface

∆𝑈interface

 
(2-19) 

 

where 𝐽interface is the current density over the interface and ∆𝑈intercafe is 

the corresponding potential drop. 

Values for contact conductance are usually given in the literature, 

however, it would be more natural to give them in terms of their inverses, 

their contact resistances,  

𝑟contact =
1

ℎcontact
  (2-20) 

 

and 

𝜚contact =
1

𝜍contact
. (2-21) 

 

This would be more natural, because they are actually resistances to the 

transfer of heat and current through the interface. 

The magnitude of the thermal contact resistances can be decreased by 

minimizing the area of the voids, either by smoothing or softening the 

surfaces, or by increasing contact pressure. Another way to lower contact 

resistances is to fill the voids with a material with high conductivity. A 

thin layer of thermal grease or graphite is commonly used to fill the voids 
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and enhance thermal contacts [34, 50]. Such a material has far better 

thermal conductivity than air, but much lower than metals.  

A common method for lowering electrical contact resistances is to cover 

the surface with a soft, electrically conducting material that is resistant to 

oxidization. A technically beneficial but expensive choice of coating 

material is gold. The thickness of the gold layer is important, and 

Nagaraju has shown that a gold layer that is too thin will increase rather 

than decrease contact resistance [49]. 

Temperature might potentially affect resistances since material 

properties, such as softness, are temperature-dependent. Thermal 

expansion might also change contact pressure depending on the system.  

When joining materials by soldering, several factors influence the contact 

resistance at the joint, and perfectly soldered joints should have the 

potential for very low thermal and electrical contact resistances. When 

soldering, there is always the risk of trapping air at the interface, which 

will increase contact resistances, as discussed earlier. It is important to 

completely wet the surfaces with the molten metal to achieve low contact 

resistances. Surface roughness, together with the surface tension of the 

melted metal, are factors that strongly affect the result of soldering [51].  

None of the junctions between the different parts inside a TE module (TE 

pellets, metal connectors, and ceramic plates) have ideal contacts. Since 

an electrical current must pass through a large number of TE pellets, and, 

since every pellet has two contact areas, the electrical contact resistance 

is rarely negligible. The most important contact resistances are the 

electrical resistances on both sides of thermoelectric pellets, and the 

thermal resistances between the connectors and the ceramic plates. There 

may also be thermal contact resistance between the pellets and the metal 

connectors. The locations of thermal and electrical contact resistances are 

highlighted in Figure 2. 
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Figure 2. Contact resistances within a TE module 

 

2.12  SYSTEM OF MODULES 

There are several different reasons why TEG modules are connected 

electrically together. Serial connections can, for example, be used to 

increase the overall voltage delivered by a system. Parallel connections, 

in contrast, can be used to keep the voltage at a reasonable low, useful 

level, to increase the current, and to avoid complete power failure if one 

model is damaged. In real TEG applications, it is therefore common to 

use a combination of serial and parallel connected modules.  

A system of TEG modules that are exposed to different temperature 

gradients and electrically connected together always produces a lower 

power output than if the modules were allowed to operate independently. 

The reason for this becomes clear when studying the PI- and VI-graphs 

for a TEG module. 
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Figure 3. Electric characteristics from a TEG module colored by the 

temperature difference. a) voltage vs. current and b) power vs. current 

The maximum power a module can deliver is naturally dependent on the 

temperature difference it is exposed to. Figure 3a and b show the VI and 

PI graphs for the large modules described in Section 2.10 for four 

different temperature differences. As can be seen, the current resulting in 

the maximum power output is dependent on the temperature difference.  

If modules are connected in series, the current through them must be the 

same. This can be visualized with an arbitrary vertical line in Figure 3b. 

It is obvious that two modules at different temperatures cannot 

simultaneously operate at their maximum power output. If the modules 

are instead connected in parallel, the voltage over them will be the same, 

and this can be visualized with a horizontal line in Figure 3a. This results 

in different currents through the modules, but it can never result in a 

maximum power output for both modules. If the power output is plotted 

as a function of the voltage, as shown in Figure 4, this becomes even 

clearer. 
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Figure 4. Electric power versus voltage for modules at different 

temperatures 

 

Because of the linear relation between the voltage and current shown in 

Figure 3a, Figure 4 is very similar to Figure 3b. The same reasoning can, 

therefore, be applied here for a parallel case, i.e. modules connected in 

parallel operate at the same voltage, and one particular voltage 

corresponds to a maximum power output for only one temperature 

difference. 

If connected modules are exposed to significantly different temperatures, 

sometimes the modules with a high temperature difference force the 

current to flow backwards in the modules with a low temperature 

difference. This implies that the low performing modules work as loads 

(Peltier coolers) to the high performing modules.  

When designing a large TEG system for heat recovery from waste 

streams of liquids or gases, it is a very likely that the modules will operate 

under different thermal conditions since the energy content will be 

reduced substantially from the inlet to the outlet in the heat exchanger. 

This can partly be compensated for by gradually increasing the heat 

transfer from the fluid closer to the outlet. However, a simulation model 

must be able to take these non-ideal effects into account.  
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3 MEASUREMENTS 

This research has involved several experimental studies. The 

measurement setups were built and measurements were performed both 

by the author and by partners in the industry, i.e. Volvo Technology AB 

and Termogen AB 

 

3.1 MODULE MEASUREMENTS 

Paper II describes a method for determining contact resistances inside a 

TE module based on module measurements and simulations. Paper III 

describes a framework for the characterization of modules and a generic 

model for a system of modules connected together that allows subgrid 

TEG models to be used with CFD simulation. The studies in both Paper 

II and Paper III required high accuracy measurements of temperatures, 

voltage, current, and heat flow in TE modules. The measurement setup 

was similar in the two studies, but the setup used in Paper III was 

expanded to allow for several modules to be measured at the same time 

in order to study a connected system. 

The setup was based on commercial Bi2Te3 modules and solid aluminum 

blocks to achieve evenly distributed temperatures on the module surfaces. 

Each setup consisted of two modules that were located symmetrically 

around a heated block at the center. There were two water-cooled blocks 

on each side of the modules. On all sides of the modules, additional 

aluminum blocks were mounted to even out temperature as shown in 

Figure 5.  
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Figure 5. Schematic of measurement setup for module measurements 

 

The temperatures were measured with thermocouples in the aluminum 

blocks. Several measurements were done at different locations in each 

block in order to confirm even distribution of temperature within the 

blocks. The TE modules were connected to an electronic load, LD300 

from Thurlby Thandar Instruments Ltd. The inlet and the outlet 

temperatures on the cooling water were also measured together with the 

water mass flow rate to obtain the heat flow through the modules. The 

whole stack of blocks and modules were insulated to avoid heat losses to 

the surroundings. All temperature measurements together with the 

voltage over the modules were logged with DataTaker DT85 from 

Thermo Fisher Scientific Inc. Currents were measured by connecting low 

resistance (1mΩ) current shunts in series with the modules, and the 

voltage difference over them was also logged with the DT85 thus 

allowing the current to be calculated. The cooling water was fed in 

parallel to each cooling block from a tank maintained at constant 

temperature and a slight over pressure, and the mass flow rate of the water 

was controlled with valves at the outlet from the cooling blocks thus 

allowing accurate calibration of the flow rate.  

The mass flow of cooling water was very stable with time and the 

uncertainty in the mass flow measurements was determined to 

approximately 0.2%. In order to determine the accuracy of the 

temperature measurements, the inlet and outlet temperatures of the 

cooling water were measured at steady state when the heaters were turned 

off. In these measurements, the difference between the inlet and the outlet 

temperatures was in the order of 0.05°C. Accordingly the uncertainty in 
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the heat flow measurements could be determined to a maximum of 

1.17%, occurring at the measurement points with the lowest temperature 

differences.  

 

The hot aluminum blocks at the center was heated with two electric 

heaters each. The electric heaters were controlled using a power regulator 

(Kemo Power Control M028N) to support a constant power to the 

heaters.  

Measurements for studying the contact resistances described in Paper II 

were done with a load resistance that maximized the electrical power 

output from the modules at each thermal load point, i.e. where the load 

resistance matched the internal resistance of the modules. Measurements 

of the large modules described in Section 2.10 were used for determining 

the contact resistances, and measurements of the small modules were 

used for validation. 

In Paper III, four of the large modules were studied, and the 

measurements showed some minor but not negligible differences 

between the individual modules. Two different sets of measurements 

were done for each of the four modules. The first set was measured at 

open circuit (no load connected) in order to measure the pure Seebeck 

voltage and thermal conduction through the modules. In this set of 

measurements, the power to the electrical heaters, and thereby, the 

temperatures was varied in several small steps, the measurements were 

done when the system reached thermal steady state. In the second set of 

measurements, the load resistance was varied from infinite (open circuit) 

to zero (closed circuit), and several measurements were sampled for each 

thermal load point at steady state. Repeated measurements were done to 

confirm repeatability. By first ramping up the current and then ramping 

it down, it was confirmed that no hysteresis existed. The measurements 

were first done to characterize the individual modules. Thereafter, the 

four modules were electrically connected together in a system working 

with one external load as shown in Figure 6. 
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Figure 6. Schematics of the connected system used for validation. 

 

In measurements of the connected system, the power to the electrical 

heaters was kept constant at different levels for the modules, and the load 

resistance was also varied from infinity to zero to allow a wide range of 

operating conditions to be studied. 

 

3.2 HEAT PIPE PROTOTYPE 

A technique for transporting relatively large amounts of thermal energy 

is to use the latent heat in phase shift materials. A heat pipe is a sealed 

pipe containing a mixture of vapor and liquid in which the transport is 

based on evaporation and condensation [52]. The pipe is kept vertical or 

possibly slightly tilted to the gravity field. The lower part of the pipe, 

containing the liquid, is heated and the liquid constantly evaporates. The 

vapor is transported with natural convection to the upper part of the pipe 

where it condenses, and thereby transfers its heat of evaporation. The 

condensed liquid is then transported downwards in the pipe by 

gravitational force. There are numerous different designs for heat pipes 

for different applications. However, the heat pipes used in this research 

were 12mm copper pipes with pure water as the working fluid. To 

increase the heat transfer area on the gas side, the lower part of the pipes 

was covered with copper fins on the outside. A full-scale prototype of an 

EGR cooler, based on these heat pipes for transporting heat from exhaust 

gas to the TE module surfaces, was built by Termogen AB. 
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The upper part of the heat pipes was connected to solid aluminum blocks, 

identical to the hot blocks used in the module measurements described 

earlier in Section 3.1. Two heat pipes were connected to each block, and 

one TE module was located on each side of the blocks. The modules used 

in this setup were the large modules described in Section 2.10. In addition 

to the hot blocks and the thermoelectric modules, the upper part of the 

prototype also consisted of cold aluminium blocks cooled with cooling 

water, similar to the setup for the module measurements in Section 3.1. 

A photo of the prototype and the corresponding CAD model can be seen 

in Figure 7. A total of 40 heat pipes, 20 hot blocks, 22 cold blocks, and 

40 thermoelectric modules were used in the prototype. The prototype was 

tested in a single cylinder, 2.1 litre engine test rig at Volvo Technology 

AB, with the prototype located in the exhaust gas stream and not in the 

EGR circuit, for practical reasons. Mass flow rate, pressure drop, gas 

temperature at inlet and outlet, voltage and current were measured during 

all the experiments. The system of modules was connected to an 

electronic load (Amrel) where voltage and current was measured with an 

accuracy of 0.05%. The temperatures were measured with a temperature 

module, also with an accuracy of 0.05% (National Instruments, CT-120). 

Each test was run until stationary conditions were obtained. 

 

 

Figure 7. Heat pipe prototype a) Photo and b) CAD model. 

 

As shown in Figure 7b, there was a diffuser plate located close to the 

inlet. The purpose of this plate was to distribute the gases evenly over the 

heat pipes, and, therefore, the holes were slightly larger along the sides 

to compensate for diverging flow sections at the inlet. 
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4 SIMULATION METHODOLOGIES  

4.1 COMPUTATIONAL FLUID DYNAMICS 

Computational fluid dynamics is a technique for solving the Partial 

Differential Equations (PDE) that describe a fluid flow numerically. The 

equations are based on two fundamental principles: the conservation of 

mass, and Newton’s second law of motion. The law of the conservation 

of mass states that mass cannot be created nor destroyed. This is usually 

referred to as the continuity equation. Newton’s second law of motion 

states that the time rate of change of momentum for a control volume plus 

the net change of momentum through the control volume is equal to the 

sum of all external forces acting upon the control volume. These are 

usually referred to as Navier Stoke’s equations. Transport equations for 

energy, species, etc. can also be solved simultaneously.  

In order to solve these equations, the computational domain must be 

divided into a computational grid, a so called mesh, and the PDEs are 

then discretized and solved using the Finite Volume Method (FVM). In 

this research, the commercial CFD software Ansys Fluent was used for 

solving the fluid flow and the heat transfer in the fluid. CFD can be used 

together with thermoelectric simulations in various ways. The main 

advantage of using CFD for analyses of TEG systems, is that spatial and 

temporal variations of heat fluxes and temperature distributions as well 

as the electric characteristics can be resolved simultaneously. This, 

however, requires additional models for thermoelectric generation, which 

will be discussed in Section 4.2 
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4.1.1 TURBULENCE MODELLING 

In all CFD simulations involving turbulent flows, the turbulence must be 

solved for in order to achieve an accurate solution of momentum and heat 

flow. This can theoretically be done by solving the transient Navier-

Stokes equations without simplifications, but this direct numerical 

solution (DNS) approach requires extreme computational power due to 

the wide range of time and length scales that must be solved for. In a real 

engineering application, this is never an option. Therefore numerous 

turbulence models have been developed based on the decomposition of 

the flow field in one average and one fluctuating part, an approach called 

Reynolds Average Navier Stokes (RANS) [53]. When rewriting the 

Navier Stokes equation using this decomposition, an additional term 

arises containing information about the exchange of momentum between 

the mean and the fluctuating parts of the flow field, and different 

turbulence models use different methods to describe this term, which is 

called the Reynolds stress tensor. 

Two commonly used turbulence models in CFD are the k-ε and k-ω 

models. Both are two equation models which means that two additional 

transport equations are solved for the turbulence, i.e. the turbulent 

velocity, and the turbulent length scale. The difference between these 

models can be found in the transport equation describing the turbulent 

length scale. In the k-ε model, the transport equation describes the 

dissipation rate of turbulent energy ε, while in the k-ω model the specific 

dissipation ω, or turbulence frequency as it is also called, is described and 

used to determine the turbulent length scale [54]. 

In the boundary layers formed along walls, the turbulent kinetic energy 

and the turbulent length scale approach zero at the boundary. The k-ε 

model cannot be used in the boundary layer since it contains a term with 

the ratio of ε over k, and, therefore, both k and ε must approach zero at 

the correct rate in order for this term not to take extreme proportions.  

When using the k-ε model or other high Reynolds models, special 

consideration must, therefore, be taken in the boundary layers. This can 

be done in different ways, e.g. by the use of algebraic wall functions 

instead of solving the governing equations in these regions. This method, 

however, requires a free stream with turbulent flow adjacent to the walls. 

In the event of narrow passages within the domain, where viscous forces 

are dominant, wall functions cannot be used. High resolution can, in these 
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cases, be achieved by solving the governing equations all the way to the 

wall, instead of wall functions, but dampening the source term of ε in low 

Reynolds regions. This approach is called low Reynolds modification or 

simply low Reynolds number turbulence models and a commonly used 

version is the Launder-Sharma turbulence model [55]. 

The k-ω, on the other hand, does not suffer from this shortcoming, and it 

can be used in the boundary layers, however, it requires a dense mesh in 

this regions and is more computationally demanding. Additionally, the 

boundary layer prediction in the k-ω model is very sensitive to the 

freestream values of ω and k [56].  

The geometries studied in this work contain narrow passages, for 

example parallel fins, in order to increase heat transfer from the fluids. 

The dimensionless wall distance, y+, in the middle between two fins is 

too low to allow wall functions to be used. In order to use wall functions, 

the first grid point must be in the lower part of the inertial sublayer, which 

is expected around y+~30 [54]. The flow between the fins is influenced 

by viscous forces, and it is, therefore, not appropriate to use wall 

functions. 

The SST k-ω model combines the advantages of the k-ω and k-ε models 

by applying the k-ω model in the boundary layers and the k-ε model in 

the bulk flow with a gradual transition. A very fine computational grid is, 

therefore, still required in the boundary layers for the SST k-ω model to 

give a correct result, i.e. y+ values close to one are needed in the boundary 

layer, but the sensitivity of the free stream values of k and ω is avoided 

in this model by the advantage of freestream independence in the k-ε 

model. The SST k-ω model also contains other modifications making it 

suitable for a wider range of flow conditions, such as flows with adverse 

pressure gradients.  

 

4.1.2 HEAT PIPE MODELLING 

Analysis of the heat transfer through a heat pipe showed that this was not 

a limiting factor for heat transfer from the gas bulk to the hot block, 

instead the main transfer resistance was in the gas film. As a 

consequence, simulation of the heat flux inside the pipes can be 

simplified and the boiling condensation process does not need to be 

resolved. Instead the heat flux inside the pipes can be simulated 
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accurately using an effective heat conductivity. This approach reduces 

the complexity of the model significantly, and it was validated with 

measurements of the heat flow in single heat pipes for the temperatures 

relevant in the system. This strategy for modelling heat pipes has been 

presented earlier in the literature, and it was shown to give accurate 

results [57].  

 

4.2 THERMOELECTRIC SIMULATIONS 

The development of TE devices, such as thermoelectric generators and 

thermoelectric coolers (TEC) relies, to a large extent, on simulation tools 

for predicting thermoelectric performance. For this purpose, several 

studies have been conducted in order to evaluate the accuracy of the 

different modeling approaches proposed in the literature [58, 59]. The 

models proposed in the literature range from simplified macroscopic 

models based on the global balance of heat transfer and thermoelectric 

effects, to three-dimensional simulations based on the finite element 

method that accounts for all relevant thermoelectric phenomena, i.e. 

Seebeck, Peltier, Thomson, and Joule effects [60]. These so called first 

principle simulations solve the constitutive thermoelectric equations, 

Equations (2-13) and (2-14), in a computational grid created from the 

geometrical dimensions of the modules. First principle simulations are 

becoming widespread as they provide detailed information about 

potential, current flow, and temperature distribution inside the TE 

modules, and allow details in geometry and non-linear material properties 

to be accounted for easily. A thermoelectric toolbox based on FEM is 

included in the Ansys package, version 9.0 [60], and it has been used by 

several researchers for different applications [29, 58, 61]. 

One drawback of first principle simulations, however, is the large 

computational demand when these simulations are used for systems with 

many modules. Therefore, several simplified models of TE generators 

have been presented in the literature and Fraisse et al. have summarized 

some of the most common approaches and compared these to first 

principle simulations [59]. The models presented in this study were 

developed for TE legs, and they require temperature-dependent material 

data. They could in theory, after some additional development, be used 

to build subgrid models for CFD analysis, but that would require 

additional closures, such as thermal and electrical contact resistances. 
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These models would in a CFD analysis of a large system of modules, 

however, be quite computationally demanding since they require models 

for each individual TE leg. 

Recently Montecucco and co-workers developed efficient models that 

can be used to simulate the electrical performance of large systems of 

modules working at different thermal loads when connected in series and 

in parallel [62]. These models do not provide any thermal characteristics, 

as is needed for a complete description of a TE generator, but their 

efficiency makes them interesting for further development. In Paper III, 

Montecucco’s simplified model is further developed to include more 

physics, a novel model for heat flow is introduced, and a complete 

description of systems of TE models that is both accurate and efficient 

and at the same time allows for a two way coupling when implemented 

in a CFD analysis is presented.  

A comparison between the different modelling strategies discussed above 

is summarized in Figure 8. 

 

 

Figure 8. Comparison between the different modelling strategies. 

 

Most applications for thermoelectric generators involve heat sources 

and/or heat sinks in which the energy is supplied by fluids. Therefore, it 

is of great importance to be able to simulate TEG systems together with 

fluid flows. Since the Peltier, Thomson, and Joule effects affect the 

temperatures of the surrounding fluids, a useful model must 

simultaneously predict thermoelectric and fluid dynamic behavior. This 

means that a two-way coupling in the energy equation is needed. 
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In a CFD analysis, a one-way coupling in the energy equation would 

mean that TE modules are simulated with an efficient heat conductivity 

to achieve temperature distribution. Thereafter, the thermoelectric 

generation would be solved for as a post processing operation. This 

approach effectively hinders the Peltier, Thomson, and Joule effects from 

being accounted for correctly since the generated current can never affect 

the temperature field. On the contrary, by using a two-way coupling in 

the energy equation, meaning the flow and temperature fields are solved 

simultaneously with the thermoelectric generation, the heat flow caused 

by the Peltier, Thomson, and Joule effects can be accounted for correctly.  

In this thesis, the requirement of all TEG models used is that they should 

allow for this two-way coupling indicated by the outer the solid line in 

Figure 8. Therefore, the models used in this thesis are the first principle 

models and the subgrid model presented in Paper III.  

 

4.2.1 FIRST PRINCIPLE MODELS 

Two first principle models have been used in this research. In Paper I, a 

3D thermoelectric model was built with user defined functions (UDF) in 

Ansys Fluent for the simultaneous prediction of fluid flow and 

thermoelectric generation. The equation that describes the potential field, 

Equation (2-13), was solved by rewriting it to a form that could be 

implemented as user defined scalars (UDS), which, for example, can be 

used to determine an electric field in a CFD environment. For each UDS 

implemented, one transport equation for that scalar is solved in Fluent 

[63]. The generic transport equation for a scalar 𝜙𝑘 is given by 

𝜕𝜌𝜙𝑘

𝜕𝑡
+

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖𝜙𝑘 − Γ𝑘

𝜕𝜙𝑘

𝜕𝑥𝑖

) = 𝑆𝜙𝑘
 

(4-1) 

 

where 𝜌 is the density, 𝑢 is the velocity, Γ𝑘  is the diffusion coefficient 

and S is the source term. 

Thermoelectric coupling into Ansys Fluent was implemented earlier by 

Chen et al. [26], and the approach in this research is similar.  
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This model was used in a simple geometry with only one thermocouple 

for simulation in steady state and in a transient condition with exhaust 

gases on one side in Paper I.  

In Ansys Mechanical, there is a thermoelectric toolbox available [60] that 

solves the same equations, and this was used instead of the Fluent UDF 

model in Paper II. Ansys Mechanical uses a FEM solver instead of FVM 

as used in Ansys Fluent. It is theoretically possible to connect an 

unlimited number of thermocouples or TE modules in Ansys Mechanical. 

However, depending on the required mesh size and owing to limited 

possibilities for parallelization with FEM models, large models with 

several modules would be too computationally demanding to solve 

within a reasonable time even on a large computer cluster.  

For Paper II, temperature-dependent material data for Bismut Telluride 

was obtained from the manufacturer of the modules [64], and the internal 

geometries of TE legs and electrical connectors inside the modules were 

measured with high accuracy.  

In Ansys Mechanical, it is possible to define contact properties, such as 

thermal and electrical contact conductance between the different parts in 

the geometry. This allows the contact resistances to be determined based 

on a regression analysis of measured data of modules. Determining the 

contact resistances in this way was the objective in Paper II.  

 

4.2.2 SUBGRID THERMOELECTRIC MODEL 

When simulating real systems for thermoelectric generation consisting of 

several modules, the large number of internal parts that must be resolved, 

to fully account for the different thermoelectric phenomena, makes a first 

principle approach impractical and sometimes impossible even for 

computer clusters because of the high computational power this approach 

requires. This becomes even more apparent when the model is to be used 

in CFD analysis since it also requires resolution of the flow field, e.g. 

turbulent flow and local heat fluxes in the fluid domain, in addition to the 

resolution of individual modules. This problem can be overcome by 

developing simplified, efficient but accurate TEG models that can be 

used on a subgrid scale in CFD simulations.  

In real applications, modules are usually electrically connected in series 

and/or parallel. If all connected modules do not operate at identical 
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temperatures, which is rarely the case, they will affect each other’s 

electrical and thermal performance and cannot be controlled individually 

to operate at maximum power output. A useful subgrid TEG model must, 

therefore, account for this.  

Paper III describes a framework in which such models are constructed 

based on regression analysis of measured data in terms of voltage, 

current, temperatures, and heat flow through TE modules. By using 

module measurements for finding the parameters in the models, both 

temperature-dependent material data and contact resistances are taken 

into account without any need for explicit measurements.  

In order to develop a generic simulation framework that allows 

thermoelectric performance to be predicted efficiently, even for a large 

system of modules integrated into a heat exchanger, three different 

models are required, i.e. one electrical model and one thermal model for 

the individual modules and also one model for the connected system.  

Paper III reports on the development of models for voltage and heat flow 

for individual modules. For predicting the electrical characteristics of 

individual modules, a reduced model with some modifications to extend 

the range of validity by imposing a more physical model was introduced 

in accordance with the work by Montecucco et al. [34].  

To describe the total voltage over one module, the following model is 

proposed  

𝑈 = 𝑈𝑆𝑒𝑒𝑏𝑒𝑐𝑘(∆𝑇, 𝑇𝑎𝑣𝑔) − 𝐼 ∙ 𝑅𝑖𝑛𝑡(𝑇𝑎𝑣𝑔) (4-2) 

 

The first term is the Seebeck voltage, and the second term is the voltage 

drop caused by the current and the module’s internal resistance. 

To minimize the correlation between the parameters, two sets of 

measurement data were used for the regression; open circuit 

measurements to determine the Seebeck voltage that is independent of 

the current, and closed circuit measurements to determine the internal 

resistance. The regression polynomials used for the Seebeck voltage are 

given by  

𝑈𝑆𝑒𝑒𝑏𝑒𝑐𝑘 = (𝛽𝑠1 + 𝛽𝑠2𝑇𝑎𝑣𝑔)∆𝑇 (4-3) 
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where 𝑇𝑎𝑣𝑔  and ∆𝑇  are the average temperature and the temperature 

difference between the hot and the cold block, respectively. As seen in 

Equation (4-2), if the current is zero (open circuit), the voltage is given 

solely by the temperatures. If also the temperatures are the same on the 

different sides of the modules, i.e. ∆𝑇 = 0, the Seebeck voltage is zero, 

as expected. Several alternative regression models for the Seebeck 

voltage are suggested in the literature that contain a constant term [62, 

65], meaning that the model will predict a Seebeck voltage even at zero 

temperature difference, which is incorrect. These models can still be 

accurate within the operating range where the model is developed, but, 

since the physics has not been captured correctly, they will give poor 

predictions when extrapolated. In order to evaluate different polynomials 

for the Seebeck voltage, two sets of data found in the literature were used 

for comparison [66, 67].  

When doing a regression analysis on this data, using different 

polynomials, the resulting R2 values were found and are given in Table 

1. 

Table 1. Polynomials for Seebeck voltage with corresponding R2 values  

Polynomial (𝛽𝑠1 + 𝛽𝑠2𝑇𝑎𝑣𝑔)∆𝑇  𝛽𝑠∆𝑇 𝛽𝑠1 + 𝛽𝑠2∆𝑇 

R2  (Ashari et al.) 0.9983 0.9909 0.99732 

R2  (Hu et al.) 0.9994 0.96394 0.9987 

 

As shown in Table 1, the proposed model, (βs1 + βs2Tavg)∆T, fits the 

literature data best. The next column shows the same model but without 

the term containing the average temperature, and this provides a less 

accurate description, shown by the lower R2 value. The last column 

shows a model containing a constant term, such as the model in the work 

by Woo et al. [65] and Montecucco et al [62]. This model shows almost 

the same high R2 values as the model proposed herein, but it is sensitive 

to extrapolation as it gives a non-zero voltage at zero temperature 

difference due to βs1, as discussed earlier. In this case, the remaining 

voltage is -0.0369V and -0.2416V for the data by Ashari and Hu, 

respectively. In the papers by Montecucco et al. and Woo et al., the 

remaining Seebeck voltage at zero temperature difference is -0.96 and -
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0.0056V, respectively. It can be noted that a relatively high R2 value is 

achieved with the “one-parameter model” for the data by Ashari et al., 

which is explained by their measurements being done at only low 

temperature differences, meaning the temperature dependency of the 

material data was relatively constant in their study. Measurements were 

done at low temperature differences, which also is the reason that the 

predicted voltage by the model containing the constant term at zero 

temperature difference is very low. Also the model by Woo et al. was 

based on measurements at low temperature differences which explains 

the low remaining voltage at ∆𝑇 = 0. 

In addition to determining parameters that describe the Seebeck voltage, 

the data set measured with a closed circuit and varying load resistance 

was used to determine parameters that describe the module’s internal 

resistance.  

The model for the Seebeck voltage was used to calculate the Seebeck 

voltage for every point in the data set with varying load resistance (closed 

circuit). Since the current was also measured, the internal resistance in 

the module could be determined from Equation (4-2), i.e. 

𝑅𝑖𝑛𝑡 =
(𝑈𝑆𝑒𝑒𝑏𝑒𝑐𝑘 − 𝑈)

𝐼
 

(4-4) 

 

and since the internal resistance is a function of the absolute temperature 

in the module, which has a temperature dependency, it was modelled as  

𝑅𝑖𝑛𝑡 = 𝛽𝑅1 + 𝛽𝑅2𝑇𝑎𝑣𝑔  + 𝛽𝑅3𝑇𝑎𝑣𝑔
2  (4-5) 

 

The resulting model for the voltage can be summarized as 

𝑈 = (𝛽𝑠1 + 𝛽𝑠2𝑇𝑎𝑣𝑔)∆𝑇 − 𝐼(𝛽𝑅1 + 𝛽𝑅2𝑇𝑎𝑣𝑔 + 𝛽𝑅3𝑇𝑎𝑣𝑔
2 ) (4-6) 

 

A model for the heat flow was developed using a similar methodology 

that allowed the heat flow to be determined as a function of temperatures 

and current. The suggested model for the heat flow on the cold side is 
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𝑄𝑐 = 𝑄𝑐𝑜𝑛𝑑(∆𝑇, 𝑇𝑎𝑣𝑔) + 𝐼 ∙ Ψ𝑃𝑒𝑙𝑡+𝑇ℎ𝑜𝑚,𝑐𝑜𝑙𝑑( ∆𝑇, 𝑇𝑐 , 𝑇𝑎𝑣𝑔)

+
𝐼2R𝑖𝑛𝑡(𝑇𝑎𝑣𝑔)

2
 

(4-7) 

 

The first term in Equation (4-7) is the conduction that is independent of 

the current through the module, the second term is the Peltier and 

Thomson effects combined, and the last term is the Joule heating. The 

measurements on open circuit were used to determine the conduction 

term since this is the only effect that occurs when no current is allowed 

to flow.  

A similar expression to the Seebeck voltage was used for the Fourier 

conduction in order to take the temperature dependency of the thermal 

conductivity into account and also ensure a vanishing conductive heat 

flow at zero temperature difference.  

𝑄𝑐𝑜𝑛𝑑 = (𝛽𝐹1 + 𝛽𝐹2𝑇𝑎𝑣𝑔)∆𝑇 (4-8) 

 

Since the internal resistance is calculated in the voltage model, it can be 

used directly to determine the Joule heating term, and the heat flow 

measurements can thus be used to determine the Peltier and Thomson 

effects.  

Ψ𝑃𝑒𝑙𝑡+𝑇ℎ𝑜𝑚,𝑐𝑜𝑙𝑑 =
𝑄𝑐 − 𝑄𝑐𝑜𝑛𝑑

𝐼
−

𝐼R𝑖𝑛𝑡

2
 

(4-9) 

 

For thermoelectric material, the Thomson coefficient, 𝜏, can be expressed 

by the Kelvin relation as the derivative of the Seebeck coefficient with 

respect to temperature times the absolute temperature, 𝜏 =  𝜕𝛼 𝜕𝑇⁄ ∙ 𝑇. 

Furthermore, the Thomson effect is the Thomson coefficient times the 

current density and the temperature gradient, q𝑇ℎ𝑜𝑚𝑠𝑜𝑛 = 𝜏𝐽𝛻𝑇 . When 

combining these equations, a quadratic dependency on the temperatures 

is apparent (𝑇𝑎𝑣𝑔∆𝑇). Additionally, the Kelvin relation that describes the 

Peltier coefficient is the Seebeck coefficient times the absolute 

temperature, Π𝑃𝑒𝑙𝑡𝑖𝑒𝑟 = 𝛼𝑇,  which allows a model for the combined 

Peltier and Thomson effect to be written  
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Ψ𝑃𝑒𝑙𝑡𝑖𝑒𝑟+𝑇ℎ𝑜𝑚𝑠𝑜𝑛,𝑐𝑜𝑙𝑑 = 𝛽𝑃𝑇1𝑇𝑐 + 𝛽𝑃𝑇2𝑇𝑎𝑣𝑔∆𝑇 (4-10) 

 

The resulting model for the heat flow is given by 

𝑄𝑐 = (𝛽𝐹1 + 𝛽𝐹2𝑇𝑎𝑣𝑔)∆𝑇 + 𝐼(𝛽𝑃𝑇1𝑇𝑐 + 𝛽𝑃𝑇2𝑇𝑎𝑣𝑔∆𝑇)

+  
𝐼2(𝛽𝑅1 + 𝛽𝑅2𝑇𝑎𝑣𝑔  + 𝛽𝑅3𝑇𝑎𝑣𝑔

2 )

2
 

(4-11) 

 

Equation (4-11) describes the heat flow on the cold side of the module. 

At steady state, the heat flow entering the module on the hot side is the 

same but with one additional term that describes the heat flow converted 

to electric energy,  

𝑃𝑒𝑙 = 𝐼𝑈 = 𝐼(𝛽𝑠1 + 𝛽𝑠2𝑇𝑎𝑣𝑔)∆𝑇

− 𝐼2(𝛽𝑅1 + 𝛽𝑅2𝑇𝑎𝑣𝑔 + 𝛽𝑅3𝑇𝑎𝑣𝑔
2 ) 

(4-12) 

 

When this is inserted in Equation (4-11), the heat flow on the hot side can 

be expressed as  

𝑄ℎ = (𝛽𝐹1 + 𝛽𝐹2𝑇𝑎𝑣𝑔)∆𝑇 + 𝐼(𝛽𝑃𝑇1𝑇𝑐  + 𝛽𝑃𝑇2𝑇𝑎𝑣𝑔∆𝑇)

+ 𝐼(𝛽𝑠1 + 𝛽𝑠2𝑇𝑎𝑣𝑔)∆𝑇

−  
𝐼2(𝛽𝑅1 + 𝛽𝑅2𝑇𝑎𝑣𝑔  + 𝛽𝑅3𝑇𝑎𝑣𝑔

2 )

2
 

(4-13) 

 

It should be noted that the Peltier Thomson term on the hot side is the 

sum of the second and the third terms in Equation (4-13), i.e. 

Q𝑃𝑒𝑙𝑡𝑖𝑒𝑟+𝑇ℎ𝑜𝑚𝑠𝑜𝑛,ℎ𝑜𝑡 = Q𝑃𝑒𝑙𝑡𝑖𝑒𝑟+𝑇ℎ𝑜𝑚𝑠𝑜𝑛,𝑐𝑜𝑙𝑑 + 𝐼𝑈𝑆𝑒𝑒𝑏𝑒𝑐𝑘.  

 

Finally a model for the connected system is needed to provide a closed 

set of equations that can be solved implicitly.  

This is straightforward and can be done for any electrical configuration 

using Ohms law and Kirchhoff’s laws. In order to propose a general 
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model that could be implemented in a subgrid CFD model, a system of m 

serial connected groups, each containing n modules, was studied. A 

schematic diagram of the general system is shown in Figure 9. 

 

 

Figure 9. Schematics of general system with 𝒏 ∙ 𝒎 modules. 

 

The total voltage over the load, 𝑈𝑡𝑜𝑡 is given by the sum of voltages in 

any of the serial connected groups, according to Kirchhoff’s voltage law  

𝑈𝑡𝑜𝑡 = ∑ 𝑈𝑗𝑖

𝑛

𝑗=1

         ∀ 𝑖 ∈ {1, … , 𝑚} 
(4-14) 

 

where the voltage over each module, 𝑈𝑗𝑖, is the Seebeck voltage minus 

the Ohmic voltage drop according to Equation (4-6), which for the 

generic system is formulated as 

𝑈𝑗𝑖 = 𝑈𝑠𝑒𝑒𝑏𝑒𝑐𝑘,𝑗𝑖 − 𝐼𝑖𝑅𝑗𝑖             ∀ 𝑖 ∈ {1, … , 𝑚}, 𝑗 ∈ {1, … , 𝑛} (4-15) 

 

The load current, 𝐼𝑙𝑜𝑎𝑑, can be expressed by Ohm’s law, and it is given 

by  

𝐼𝑙𝑜𝑎𝑑 = 𝑈𝑡𝑜𝑡 𝑅𝑙𝑜𝑎𝑑⁄  (4-16) 
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The load current is also equal to the sum of current in the different groups 

according to Kirchhoff’s current law 

𝐼𝑙𝑜𝑎𝑑 = ∑ 𝐼𝑖

𝑚

𝑖=1

 
(4-17) 

 

Given a temperature difference, 𝑈𝑠𝑒𝑒𝑏𝑒𝑐𝑘,𝑗,𝑖 and 𝑅𝑗𝑖 can be calculated for 

each module since they are independent of the current. The equation 

system consisting of Equations (4-14) – (4-17) can then be solved in an 

iterative manner. This is under the assumption that the load resistance, 

𝑅𝑙𝑜𝑎𝑑 , is known.  

In order to maximize the electrical power output, the load resistance 

should match the resistance in the connected system of modules, i.e. it 

can be calculated as  

𝑅𝑙𝑜𝑎𝑑 =
1

∑ (
1

∑ 𝑅𝑗𝑖
𝑛
𝑗=1

)𝑚
𝑖=1

 
(4-18) 

 

Since none of the currents in the groups (𝐼1 … 𝐼𝑚) are known, (in general) 

these equations have to be solved in an iterative manner. Knowledge of 

the current through the different groups allows the heat flows to be 

determined by Equations (4-11) and (4-13).  

 

4.2.3 STATISTICAL EVALUATION 

In this thesis, different models have been developed by use of regression 

analysis. To evaluate the accuracy of the models, the coefficient of 

determination, R2, is used. It is a statistical measure of how well a model 

fits experimental data, and it is defined as the ratio of the variance 

explained by the model to the total variance in the measurements. 

Adjusted R2 is a modification of R2 in which the number of explanatory 

variables are taken into account. A comparison between the R2 and 

adjusted R2 is thereby a measure of whether the model is over 

parametrized [68].  
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When a regression model in used on a set of data that is not used for the 

regression analysis to determine the model parameters, R2 can be 

calculated, and it then becomes a measure of how well the model predicts 

the new data. To distinguish this measure from R2 based on the data used 

for regression, it is in this thesis referred to as “Model R2”. All statistical 

analysis were done using Matlab. 
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5 RESULTS AND DISCUSSION 

In this work, simulations of thermoelectric generators have been carried 

out from two different approaches. In Paper I, the in-house code for the 

thermoelectric effects described in Section 4.2.1 was used. In this model, 

the first principle equations, Equations (2-13) and (2-14) are solved 

directly by the solver in Fluent.  

Also in Paper II, a simulation strategy based on solving these first 

principle equations was adopted, but, in this study, the thermoelectric 

toolbox in Ansys Mechanical was used. A different approach was used 

in Paper III and Paper IV, in which models for TEG modules are 

proposed and coefficients are determined based on measurements of 

module performance under varying conditions.  

5.1 FIRST PRINCIPLE SIMULATIONS (PAPER I & II) 

5.1.1 TRANSIENT OPERATION 

The first study presented in Paper I, relies on a single thermocouple in 

conjunction with a small gas domain simulated using Ansys Fluent with 

the UDF model. Both steady state and transient simulations were 

conducted. 

The steady state simulations were done in order to study the temperature 

distribution from the hot exhaust gas to the cold side of the thermocouple. 

In the transient simulations, measurements of temperature variations in 

the exhaust gases during a vehicle test cycle, see Figure 10, were used in 

order to determine whether or not it is advantageous to smooth 

temperature fluctuations or to use high peak temperatures.  
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Figure 10. Transient temperatures in the EGR cooler inlet from a vehicle 

test cycle.  

A representative one-minute long sequence of the test cycle was chosen 

for the simulations, and the hot gas temperatures were changed in 

accordance.   

The simulated geometry consisted of one thermoelectric pair connected 

with copper plates and a small channel that allowed a flow of exhaust 

gases parallel to the hot copper plate.  

Measurement data from Ba8Ga16Ge30, developed within E4-Mistra, was 

used in the simulations [69].  

The results from the steady state analysis clearly showed that it is 

essential to reduce the heat transfer resistance in the gas in order to 

achieve a large temperature difference over the thermoelectric elements. 

As can be seen in Figure 11, about 1/3 of the temperature drop was 

located in the gas, which corresponds to approximately a loss of 33% of 

the potential power output. 

 
 

Figure 11. a) Temperature distribution across the channel and TE 

material and b) Total potential in thermocouple. 
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Transient simulations were used to predict power generation as a function 

of time during the reduced vehicle cycle. The sequence chosen from the 

driving cycle is shown in Figure 12a. Both the temperature in the exhaust 

gas manifold and the partly smoothed temperatures in the EGR cooler 

were simulated and compared to their averages. The resulting power 

output from the thermocouple in all four cases is shown in Figure 12b.  

  

Figure 12. a) Temperatures in exhaust gas manifold and EGR during a 

reduced vehicle cycle. b) Power output from one thermocouple simulated 

at 66% of ΔTmax.  

 

The power output was integrated with respect to time in order to achieve 

the energy delivered by the thermocouple during this reduced vehicle 

cycle. The result is summarized in  

Table 2. As can be seen, higher performance was achieved when transient 

data with temperature fluctuations was used instead of average 

temperatures. These results strongly depend on the TE material used and 

the temperature dependence of the ZT of the material.  

Table 2. Energy comparison over a reduced vehicle cycle. 

Analysis E [J] Etransient / Eaverage [-] 

Engine, transient temperature  0.78 
1.5 

Engine, average temperature  0.52 

EGR, transient temperature  0.58 
1.21 

EGR, average temperature  0.48 
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5.1.2 CONTACT RESISTANCES 

In the second study presented in Paper II, the thermal and electrical 

contact resistances inside a TE module were determined from the 

measurement data of temperatures, voltage, current, and heat flow 

through a module. The experimental setup is further described in Section 

3.1. A simulation model of the TE module was built in Ansys 

Mechanical, Figure 13. Temperature-dependent material data was used 

inside the TE pellets. Contact resistances were implemented at the 

interfaces inside the module, and these were varied in order to minimize 

a normalized sum of square errors with a steepest gradient method. All 

the thermal resistances inside the module and on its surfaces were 

grouped together into two different parameters in the model, one on the 

hot and one on the cold side. The electrical contact resistance was 

assumed to be identical at all material junctions. This assumption is 

acceptable since it is the sum of all resistances that is important for a 

correct description of the electric output. 

 

Figure 13. Simulation model of the thermoelectric module. 

 

A comparison between measurements and simulations with and without 

contact resistances is shown in Figure 14. As shown, there are major 

deviations between measurements and simulations if contact resistances 

are not included in the models, despite correct material data and accurate 

measurements of the internal component sizes and arrangement.  
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Figure 14. Comparison of measurements and simulations with and 

without contact resistances from TEHP1-12680-0.15 (80x80mm) a) heat 

flow, and b) electric power output. 

 

Simulations with different contact resistances on the internal interfaces 

described in Section 2.11 were carried out for the same modules, and a 

regression analysis was performed in which the normalized sum of square 

errors for heat flow, current, and voltage was minimized, i.e. 

min𝑟h,𝑟c,𝜚 (∑ (
Ui − Ûi

Ui
)

2
n

i=1
+ ∑ (

Ii − Îi

Ii
)

2
n

i=1
+ ∑ (

Qi − Q̂i

Qi
)

2
n

i=1
) 

 

(5-1) 

 

The simulation results achieved with the determined contact resistances 

in terms of heat flow and delivered electrical power can also be seen in 

Figure 14.  

The thermal contact resistances within the modules were found to be 𝑟h =

2.0·10−4 m2KW−1  on the hot side and 𝑟c = 1.0·10−4 m2KW−1on the 

cold side. The electrical contact resistance for the studied modules was 

determined to be 𝜚 = 4.8·10−9 Ωm2. 

Both the thermal and the electrical contact resistances were found to be 

in the range reported in the literature [29]. They are significant in 

comparison with the resistances offered by the bulk material. 

The R2 statistics and the adjusted R2 are statistical measures of how much 

of the total variance in the experiments can be explained by the model. 

This is further described in Section 4.2.3. R2 statistics and adjusted R2 

values are given in Table 3 
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Table 3. R2 values for the three response variables for TEHP1-12680-

0.15. 

  R2 statistics Adjusted R2 

Heat flow 98.3% 98.1% 

Current 97.5% 97.2% 

Voltage 98.7% 98.5% 

The contact resistances determined in the regression analysis for the large 

modules were used in simulations of small modules. This was done to 

determine whether or not these resistances are general for these kinds of 

modules made with the same materials and with the same process 

parameters.  The simulated and measured values of heat flow, current, 

and voltage can be seen in Figure 15. 

 

Figure 15. Simulated and measured values for TEP1-1264-1.5 a) heat 

flow, b) current, and c) voltage. 

 

As can be seen, there is almost perfect agreement between measured and 

simulated data for these modules, as well. The corresponding R2 values 

are given in Table 4. 

 

Table 4. Model coefficient of determination for the three response 

variables for TEP1-1264-1.5.  

  Model R2 

Heat flow 97.4% 

Current 97.8% 

Voltage 98.7% 
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These values are only slightly lower than the values for the large module 

and confirm that the model is capable of predicting module performance 

very well. There is no lack of fit in the model, i.e. there are no systematic 

deviations between simulated and measured values of voltage, current, 

and heat flow over the entire operating range. If no contact resistances 

had been included in the simulations, then voltage, current and heat flow 

would also have been significantly over-predicted for this module.  

 

5.2 MULTI-SCALE SIMULATIONS (PAPER III & IV) 

In order to do CFD simulations of large TEG systems, an efficient and 

accurate subgrid TEG model was developed and presented in Paper III. 

In Paper IV, this model is implemented in the heat pipe prototype 

described in Section 3.2, and the simulation results are compared with 

measurements. 

 

5.2.1 MULTISCALE MODEL 

A comparison between measured and simulated electrical power and heat 

flow for a single module is shown in Figure 16. The color scale is used 

to visualize the temperature difference the modules operate at. 

  

  

Figure 16. a) Measurements (colored according to ∆𝑇 and simulations 

(black) of electric power from a module versus current. b) Modeled 

heat flow versus measured heat flow colored according to ∆𝑇  
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As can be seen in Figure 16, the model fits the experimental data very 

well throughout the whole measured temperature and current range.  

The R2 for the voltage and heat flow of the suggested model is 

summarized in Table 5 together with the corresponding adjusted R2 and 

both confirm very good agreement between measurements and models. 

Table 5. Coefficient of determination, R2. 

 Voltage Heat flow 

 R2 R2 adj R2 R2 adj 

Module 1 0.9995 0.9995 0.9956 0.9955 

Module 2 0.9990 0.9990 0.9980 0.9980 

Module 3 0.9991 0.9991 0.9965 0.9964 

Module 4 0.9998 0.9998 0.9979 0.9979 

 

These high R2 values show that the model is able to predict thermal and 

electrical performance very well. The similar values of R2 adjusted 

indicate that the model is far from over parametrized, and additional 

parameters could potentially be included in the model. It is, however, 

hard to physically motivate additional terms in the models, and even if 

higher order polynomials would result in higher R2 values, the drawback 

would be a higher correlation between the parameters, which would 

lower the accuracy when the model is extrapolated outside the operating 

range used for determining the regression parameters. The physical 

formulation of the model is important in that it allows the model to be 

used far outside the measured operating range, i.e. when the current is 

reversed and the modules operate as Peltier coolers rather than 

generators.  

When modules in the connected system described in Section 3.1 were 

exposed to different temperatures, the current generated by the modules 

exposed to a high temperature difference forced the modules operating at 

a low temperature difference to work with a reversed current and, 

thereby, operate as Peltier coolers. This allowed the model to be validated 

when extrapolated to extreme conditions, i.e. where it was not possible 

to obtain data for individual modules with the current setup.  

Figure 17a shows the electrical power output of the different modules as 

a function of the current through the load. The corresponding modelled 

heat flow through the modules versus the measured heat flow is shown 
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in Figure 17b. The same color scale as in Figure 16 is used to visualize 

the module’s temperature difference. 

  

Figure 17. a) Measurements (colored according to ∆𝑇) and simulations 

(black) of electric power from individual modules versus load current. 

b) Modelled heat flow versus measured heat flow, colored according to 

∆𝑇  

 

When the modules operate with different temperature differences, it is 

obvious that the modules sometimes have a negative contribution to the 

system’s total electrical power output. Obviously, when there is no 

current through the load, no useful power is being generated. At this 

point, all electric current generated in the high performing modules is 

consumed in the low performing modules, where it pumps heat from the 

cold to the hot side with the Peltier effect. 

It is concluded that the simulation framework presented in Paper III 

allows very good prediction of both thermal and electrical performance 

for a wide range of operating conditions. A statistical evaluation of the 

entire data set shows that the model allows 99.6% and 99.9% of the 

variance in voltage and current, respectively, and 97.4% of all variance 

in the heat flow to be predicted, as summarized in Table 6.  

Table 6. Model R2 determined for the connected system.  

 Module 1 Module 2 Module 3 Module 4 

Voltage 0.99562 0.99676 0.99818 0.99694 

Current 0.99959 0.99959 0.99962 0.99962 

Heat flow 0.99205 0.99505 0.99287 0.97446 
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As shown in Table 6, the model R2 values for the current are identical for 

modules 1 and 2 as well as for modules 3 and 4. This is expected since 

they are connected in series, and the current through them, thereby, is the 

same.  

If measurements with reversed current should be done for individual 

models working under these conditions, the external load can be changed 

to a DC power supply, allowing different operating points with reversed 

currents to be measured. By adopting this minor modification to the 

experimental setup, the framework described in Paper III could be used 

to measure modules primarily intended for Peltier cooling, a similar 

extrapolation to modules operating as generators could then be used for 

validation. This could also be done to extend the range of validity for the 

model, but, as shown here, this should not be necessary since the model 

predicts performance very accurately even outside the measured 

operating range.  

5.2.2 CONCEPTUAL STUDIES OF CONNECTED SYSTEMS 

When modules experiencing different temperatures are connected 

electrically to one single load, the voltage and/or current cannot be 

controlled individually in the modules to achieve optimal power output. 

Since combinations of serial and parallel connections are frequently used 

to control the voltage level in larger systems of modules, it is important 

to understand and be able to predict these effects. At the same time, it is 

important to understand and predict the heat flow in these systems. By 

using the validated model presented in Paper III, two basic configurations 

were studied to further investigate the different phenomena that 

contribute to the total heat flow and to investigate the importance of a 

two-way coupling of energy, when the models are implemented in CFD 

analysis.  

In the first configuration, two modules were connected together 

electrically in series, Figure 18a, and the second configuration consisted 

of modules connected in parallel, Figure 18b. The heat conduction, 

Peltier and Thomson effects, and Joule heating were studied separately 

when the modules operated at different temperatures.  
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Figure 18. Schematics for simulation of two modules in a) serial and 

b) parallel configurations 

 

The temperature differences in each module ranged from 0°C to 270°C. 

At all the simulated points, the load resistance was chosen to achieve a 

maximal power output from the system, i.e. it was chosen to be the same 

as the internal resistance in the connected system at given temperatures. 

The internal resistance in the modules was first calculated for the 

individual modules at given temperatures from the models developed 

earlier and then combined to give the total resistance according to 

Equation (4-18), i.e. 𝑅𝑠𝑒𝑟𝑖𝑎𝑙 = 𝑅1 + 𝑅2 , and 𝑅𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 =

1 (1 𝑅1⁄ + 1 𝑅2⁄ )⁄ . For each combination of temperatures in the two 

modules, the current was determined by solving Equations (4-14) – 

(4-17) in an iterative manner. The current through module 1 as a function 

of the temperature differences over that module ( ∆𝑇1 ) and the 

temperature difference over the other second module (∆𝑇2) for both the 

serial and the parallel configurations are shown in Figure 19. 
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Figure 19. Current through module 1 for serial and parallel configuration 

versus temperature differences. 

 

As could be expected, the current was always positive when the modules 

were connected in series but was sometimes negative for some 

combinations of temperatures for modules connected in parallel. When 

both modules operated at the same temperature, the current through them 

was the same for both the serial and parallel cases, see diagonal in Figure 

19. This can be explained by the fact that, since the load resistance was 

chosen to maximize the total power output, both modules independently 

worked at their maximal power output and, therefore, did not affect each 

other’s voltage or current.   

Figure 20a shows the heat flow on the cold side generated by the Peltier 

and Thomson effects and also the total Joule effect in module 1 as a 

function of ∆𝑇1 and ∆𝑇2 for the serial connected modules. Figure 20b is 

the corresponding plot for the parallel connected modules. 

 

 



55 

 

  

Figure 20. Peltier, Thomson and Joule effects in module 1 as a function 

of ∆𝑇1 and ∆𝑇2 in a) serial and b) parallel configurations. 

 

In Figure 20, the uppermost surface in each plot is the Peltier and 

Thomson effects. The lower surface is the Joule effect. Naturally the 

shape of the Peltier and Thomson effects follow the shape of the current 

surface plot shown in Figure 19 since they have a proportional 

relationship. When the current through the module in some areas in the 

parallel configuration is negative, so will the Peltier and Thomson effects 

be as can be seen to the left in Figure 20b. The Joule heating also follows 

the current, but it never becomes negative and instead increases for 

negative currents since it contains the square of the current. In other 

words, reversing the current still heats the module with the Joule effect.  

As shown in Figure 20a and b, the Peltier and Thomson effects increase 

with the temperature difference in module 1, ∆𝑇1, when the temperature 

in module 2, ∆𝑇2, is kept at zero temperature difference for both the serial 

and parallel configurations. In this case, module 2 works as an extra load 

(increasing or decreasing the total load for the serial and the parallel 

configurations, respectively) that affects the current through the module 

and, thereby, the magnitude of the effects. When ∆𝑇1 was kept constant 

and ∆𝑇2 increased in the serial configuration, module 2 drove a larger 

current through both modules, thereby increasing the Peltier and 

Thomson as well as the Joule effects. In the parallel configuration, the 

increase in temperature difference, ∆𝑇2, resulted in a larger current in 

module 2, and since the sum of the current through the modules must 

equal the load current, the current through module 1 decreased, and, 



56 

 

thereby, the Peltier, Thomson, and Joule effects also decreased in module 

1.  

Figure 21 shows the pure heat conduction for the same conditions. The 

conduction is only a function of the temperatures and not of the current, 

which means it is independent of the other module.  

If CFD simulations of a TEG system are performed with a one-way 

coupling approach for the energy equation, only the conductive heat flow 

will be solved for. Comparing Figure 20 and Figure 21, it can be seen that 

the magnitude of the Peltier and Thomson effects are, as can be expected, 

in the order of approximately 10-20% of the heat conduction. The Joule 

heating had a much smaller but still non-negligible contribution. In a 

large system with several modules, the current might increase even more 

and, thereby, also these current-dependent thermal effects. Using a one-

way coupling results in that none of these phenomena would be fed back 

to the fluid flow with noticeable errors in the energy equation. Since the 

Peltier, Thomson, and Joule effects change the temperatures on the TEG 

surfaces, the prediction of voltage and current will also be affected unless 

a two-way coupling is implemented. 

 

Figure 21. Thermal conduction through module 1 as function of ∆𝑇1 and 

∆𝑇2. 

 

5.2.3 HEAT EXCHANGER PROTOTYPE SIMULATIONS 

In Paper IV, the subgrid models developed in Paper III were implemented 

in a CFD analysis of the heat pipe prototype described in Section 3.2. 

Experiments were done in an engine bench at different engine loads, 
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allowing predictions under different hydrodynamic conditions, 

turbulence intensity, and exhaust gas temperatures. Three different 

engine loads were simulated and compared with experiments and these 

provided a validation of the complete multiphysics multiscale model. In 

the experiments, engine speed, torque and fuel injection were varied 

resulting in different thermal flows in the heat exchanger. The load points 

were chosen in order to span a large operating range, i.e. low, moderate, 

and high thermal loads. A comparison between measurement and 

simulation results is shown in Figure 22. 

 

  

  

Figure 22. Comparison between experiments and coupled CFD and TE 

simulations, a) Current, b) Voltage, c) Pressure drop, and d) Gas 

temperature drop.  

 

In general, the simulation agrees very well with measurements. In terms 

of current, voltage, and pressure drop over the system, the agreement is 

excellent. The temperature drop of the exhaust gases from the inlet to the 

outlet shows a slightly larger difference between measurements and 
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simulations, ≤ 6% which is still acceptable. A possible reason for this 

deviation can be found when studying the temperature distribution over 

the outlet. Figure 23 shows the temperature field in a horizontal plane 

overlayed with streamlines coloured according to residence time.  

 

 

Figure 23. Temperature distribution and streamlines in a horizontal 

plane for the simulation at moderate thermal load. 

 

From Figure 23, it is clear there is a large temperature difference over the 

outlet which makes temperature measurements sensitive to the location 

of the thermocouple. In this simulation, the difference between the centre 

and the walls is as high as 150°C, which can explain the small but 

systematic differences between measurements and simulations seen in 

Figure 22d. 

Figure 24 shows the surface temperature of the heat pipes and the 

aluminium blocks.  
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Figure 24. Temperature distributions of heat pipes and aluminum 

blocks for the high thermal load case. 

 

The diffusor plate close to the inlet was designed with larger holes close 

to the sides and smaller holes in the middle. This was done in order to 

distribute the flow evenly to all the heat pipes. The higher temperature of 

the outermost heat pipes in the first row is a consequence of this design, 

i.e. the hole pattern actually over compensated and resulted in a larger 

flow and, thereby, a larger heat transfer to the outermost pipes. It is also 

clear in the figure that the temperature of the heat pipes and modules 

decreases along the heat exchanger despite the attempt to compensate for 

the lower temperatures in the gases by increasing the fin density along 

the flow direction. As mentioned earlier, this has a negative impact on 

the total electrical power output of the system since the modules are 

connected electrically. To get an estimate of the magnitude of these non-

ideal effects, and, consequently, the error that is introduced if a simplified 

TEG model is used that does not contain take the electrical connection in 

the system into account, the module surface temperatures obtained in the 

simulations were used to simulate all modules in a fictive case in which 

all modules operated individually with optimal current.  

In the three load cases studied, these optimal simulations resulted in an 

over prediction of the electrical power output of 5.4%, 5.2%, and 4.6%, 

in the high, moderate, and low load case respectively.  

Temp 

[K] 
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All these results show that the prototype is far from optimized, but it still 

serves the purpose of validating the multiphysics model. From the 

comparisons between simulation results and measurement data, it is 

concluded that by using these multiphysics simulations, reliable 

prediction of pressure drop, heat transfer, and thermoelectric power 

generation can be achieved. The non-ideal effects seen here might be 

avoided and the whole design can be improved if these simulation tools 

are used prior to building prototypes. 

The non-optimized design of the prototype also results in that just a small 

part of the available energy in the exhaust gases is transferred. In all three 

cases it was around 35%, which can be compared with the goal of around 

60-70% that is targeted if used in an EGR cooler [70]. A larger amount 

of energy extracted from the gases would result in a larger gas 

temperature drop from inlet to outlet, and if the design does not 

compensate enough with a larger heat transfer downstream, the modules 

will be exposed to increasing temperature differences resulting in larger 

non-ideal effects.  

In order to understand how such a design would perform in terms of 

generated thermoelectric power, and quantify the non-ideal effects, an 

analysis with increased heat transfer in the gas were performed. This 

simulation was done for the case with a low thermal load in order not to 

exceed the maximum temperature that modules can withstand in the heat 

exchanger. The results are summarized in Table 7. 

 

Table 7. Comparison between real and optimal power output at different 

heat transfer efficiencies and temperature profiles.  

Transferred 

energy [%] 

Real power 

[W] 

Optimal power 

[W] 

 Difference [%] 

34% 136.2 142.5 4.6 

56% 335.8 379.6 13.0 

 

As can be seen, the difference between the optimal electrical power and 

the real power in a connected system of modules increases significantly 

with the amount of energy extracted from the gases. This is a direct result 
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of the larger temperature differences between the modules. Obviously, 

the differences identified in these cases, i.e. 4.6% and 13.0%, are not 

universal, they can be both smaller and larger depending on the flow 

conditions and electrical configurations. Nevertheless, both cases clearly 

show the need for taking the electrical configuration into account when 

designing systems in which a limited heat source causes temperature 

distribution among the modules. The multi-scale model presented here 

allows these effects to be accounted for with a minimum increase in 

computational demand. 
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6 CONCLUSIONS 

This research contributes with novel modelling and simulation strategies 

for thermoelectric generators. The work relies to a large extent on 

simulations that are supported with high quality measurements.  

In Paper I, a first principle model was developed and transient 

simulations were conducted on a TE pair in contact with a small gas 

channel. The main conclusion from this study was the importance of 

having good heat transfer on the gas side while maintaining a low 

pressure drop in order to achieve an overall high power conversion. 

Also in Paper II, a first principle model was used. The aim was to develop 

a method to determine the thermal and electrical contact resistances 

inside TE modules based on simulations and measurements of module 

performance. This was shown to be successful, and allowed for high 

accuracy in predicting module performance over a large range of 

operating conditions. The contact resistances determined in the analysis 

were further validated by implementing them in simulations of similar 

modules but with completely different geometrical dimensions, and also 

these simulations showed excellent agreement with measurements. It was 

concluded that the methodology presented in Paper II allows for contact 

resistances in thermoelectric generators to be determined accurately, and 

that the effect of contact resistances should always be accounted for in 

module simulations.  

In Paper III, the goal was to develop reduced TE models that can be used 

to efficiently simulate large system of modules in a CFD analysis. This 

was achieved by the use of subgrid models that describe the electrical and 

thermal characteristics of individual modules and an electrical model of 

the connected system. These models were coupled to a CFD solver which 

allowed a two-way coupling to be used in the energy equation, i.e. a 
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simultaneous solution of fluid dynamic and thermoelectric generation 

allowing Peltier, Thomson, and Joule effects to be accounted for 

correctly. The models allows for heat flow and electrical power output to 

be predicted with just a minor increase in computational demand 

compared to standard CFD models. High quality measurements of 

module performance were used for developing the simulation models, 

and the models were validated on a system of modules connected 

together. Subsequently, validations were done under severe conditions in 

which the model was extrapolated far outside the measured operating 

range used for model development, i.e. to conditions with reversed 

current in which some modules operate as Peltier coolers rather than 

generators. Consequently, the simulation framework was able to bridge 

the scale separation problem and allowed for heat flow and electric power 

generation to be determined accurately.  

In Paper IV, the subgrid models developed in this research were used 

together with CFD to simulate a full-scale prototype of a TEG heat 

exchanger based on heat pipe technology. In this study, measurements in 

an engine bench laboratory were used to validate the multiphysics model. 

Pressure drop, temperature distribution, and electrical power generation 

were validated, and the agreement between simulations and 

measurements was excellent. The non-ideal effect that occurs when 

connected modules operate with different temperature gradients were 

investigated, and, a potential power loss of up to 13% was found. This is, 

however, no universal value; other cases could result in even larger 

deviations between optimal and real power output. By implementing the 

modelling strategy presented here, these deviations can be fully 

accounted for and the models can also be used to design heat exchangers 

with the goal of minimizing these non-ideal effects. It was found that this 

modelling approach gives very good insight into how heat transfer occurs 

and how thermoelectric modules should be integrated into heat 

exchangers for heat recovery in exhaust gas systems. More importantly, 

the model also allowed for fast and inexpensive concept evaluations by 

virtual prototyping.  
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7 FUTURE WORK 

Because of the low efficiency of thermoelectric generators, future studies 

should continue to focus on development of new, and improving existing 

thermoelectric materials in order to make thermoelectric heat recovery in 

automotive applications profitable on a large scale. As shown in this 

thesis, contact resistances have a major negative impact on module 

performance, and future studies should therefore focus on lowering these 

resistances to increase module efficiency.  

First principle simulations are highly valuable for conceptual studies and 

for the design of new TE modules, and it is advisable that researchers 

continue to use first principle models for these purposes. Due to the high 

computational demand these models require, they should, however, be 

avoided for the design of large systems of modules incorporated in heat 

exchangers. For this purpose, it is recommended that the models 

developed in this work be used instead. The generic formulation of the 

model allows for different heat exchanger concepts and designs to be 

evaluated efficiently and with high accuracy. The models presented here 

can also be used to optimize electrical connections in order to achieve 

maximum power output and at the same time keep the voltage is at a 

suitable level. Because of the efficiency of the models, this could possibly 

be done in line in a control algorithm if the modules are connected in a 

flexible, transistor-based switching network. 

In order to perform transient analysis of large systems of modules, the 

equations that describe the heat flow in the subgrid model could be 

expanded to also include an accumulation term. This would be valuable 

for automotive applications, among others, in which there are a lot of 

transients in the available thermal energy. 
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