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Abstract
The study of the dynamics of strongly confined, interacting open quantum sys-
tems has attracted great interest over the past years, due to potential applications
in nanoelectronics, metrology as well as quantum information. Most recent ex-
perimental and theoretical research in this field has shifted attention towards
electronic heat currents, recognizing their potential for practical purposes as well
as for tests of fundamental theories, and also aiming to control the inevitable heat
dissipation of any dynamically operated electronic device.
Using the generalized master equation framework and a novel second quantiza-

tion approach in Liouville space, the research articles discussed in this thesis con-
tribute to the theory of dynamics in electronic nanosystems in two related ways.
On the one hand, we study the voltage-switch induced transient electronic charge
and heat current out of a single-level quantum dot with strong local Coulomb
interaction into a tunnel-coupled reservoir. The first paper discusses how to mea-
sure the decay rates governing the transient response of the quantum dot to the
voltage switch; the second paper shows how the induced tunneling processes lead
to energy dissipation, in time and in the presence of many-body charging effects.
On the other hand, we identify a fundamental relation which represents a gen-
eralization of hermiticity for the effective Liouvillian governing the dissipative,
nonunitary dynamics of a large class of tunnel-coupled, open fermionic quantum
systems. Offering a more systematic way to characterize time-dependent decay,
two initially surprising observations in the transient heat current out of the quan-
tum dot studied in the papers turn out to be prime manifestations of this relation,
and are shown to be of general nature: the existence of a decay rate that only
depends on the coupling itself, and the signature of electron-electron attraction in
the transient dynamics of systems with repulsive Coulomb interactions.

Keywords: open quantum system, nonunitary dynamics, generalization of her-
miticity, electronic nanosystem, quantum dot, voltage switch, transient response,
relaxation rate, rate detection, heat current, Coulomb charging energy
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1 Introduction

1.1 General scientific context
At its core, the general topic of this thesis and the two appended papers I and II –
the relaxation behavior of open systems – relates to two fundamental properties of
practically any realistic physical system of interest in experiments or in applica-
tions. First, almost all systems are open, that is, they couple in some form to their
environment, which could be a measurement device, an electromagnetic field, or
simply the matter surrounding the device. Second, for a device to be useful, an
external agent must, sooner or later, modify or operate it in some time-dependent,
periodic or aperiodic fashion: an experimentalist tunes and measures a sample, a
transistor on a chip is switched on and off to control an electrical current. Any
such operation inevitably drives the open system away from the stable stationary
state it could maintain in the presence of its environment, and the response of the
system is to relax to a new stationary state, typically by dissipating energy into
the environment. It is this relaxation process which is of interest here.
The controlled time-dependent operation of a device under the influence of

relaxation becomes particularly interesting – and is still a matter of active exper-
imental and theoretical research – once the functionality of this device relies on
the quantum mechanical properties of individual particles or excitations. This is
exactly the case for the class of systems this work addresses: electronic nanoscale
devices, in particular single-electron transistors (SETs) [1–7] or nanoscale capac-
itors [8–13]. Driven by the continuous downscaling in the computer industry and
the potential perspective of building quantum computers [14], such open quantum
systems have gained much interest for potential applications. Most importantly,
they allow to time-dependently control the emission, absorption and detection
individual electrons or spins [12, 13, 15–25].
One property of relaxation that is highly relevant for this type of time-dependent

manipulation of electronic nanosystems is the simple fact that relaxation does not
take place instantly, but rather on a typical relaxation time. Namely, once the
time between two subsequent operations on the device becomes as small as this
relaxation time, the transient behavior of the system, that is, the detailed time-
dependence of the relaxation process, plays a crucial role. On the negative side,
the relaxation time yields an upper bound on the frequency at which a certain
device can work reliably, meaning here the frequency at which it can, e.g., emit
or absorb single electrons. However, on the positive side, the transient dynamics

1



Chapter 1. Introduction 2

can also be an additional source of experimentally extractable information, since
the relaxation behavior typically reflects properties which characterize the device
of interest. Time-dependently driven open quantum systems are therefore also a
topic of more fundamental research, studying, e.g., non-Markovian dynamics [26–
36], qubit gate control [37–39], or the role of fluctuations [13, 23, 40, 41].
A second general consequence of relaxation is that the energy dissipated in the

decay process heats up the environment. In fact, this is already relevant for com-
mercially available technology, such as CPUs that are typically operated at high
frequencies and thus need to be cooled in order to remain functioning. However,
for the nanoscale systems of interest here, heat dissipation is of particular inter-
est. For practical applications, it is important that these devices rely on charge
and energy quantization effects which typically only play a role at temperatures
much lower than room temperature. Apart from motivating the development
of more efficient external cooling methods to maintain such temperatures, this
has been one driving force behind the research on so-called nanoscale heat en-
gines [42–50]. Such engines can in principle be integrated directly into nanoscale
circuits in order to convert parts of the thermal energy of electrons into directed
electrical currents. From a more fundamental point of view, the possibility of
time-dependent manipulation of individual electrons also naturally leads to ques-
tions about the time-dependent heat current which is carried by such individual
electrons. This concerns, e.g., how heat flow through a nanoscale heat engine
can be controlled time-dependently [51–57], but also how the energy of individ-
ual particles relaxes as a function of time [58, 59], and in how far such transient
electronic heat currents contain more information about the physical system than
the charge currents.
As we detail below, the appended papers I and II contribute in several ways

to the above described, ongoing research on the time-dependent behavior of elec-
tronic nanosystems. From the point of view of applications, paper I theoretically
studies how to use a single-electron detector in order to measure the typical relax-
ation times of a nanoscale capacitor with strong level quantization and Coulomb
interaction. While readout of charge relaxation rates for such devices has already
been implemented experimentally [60], the paper shows that a detector that is
capacitively coupled to the capacitor has in fact access to an additional, not yet
measured time scale which contains further information about the time-dependent
relaxation of the system [61, 62]. Paper II studies the time resolved electronic heat
dissipation of the same nanoscale capacitor, and demonstrates that due to the de-
cay of the Coulomb charging energy, it is exactly this additional time scale that
paper I suggests to measure which becomes highly relevant for the heat current.
From a more theoretical point of view, paper II also identifies a fundamental re-
lation that dictates the nonunitary decay dynamics of a large class of fermionic
open quantum systems, in a way that is analogous to how hermiticity of the
Hamiltonian dictates the time evolution of closed quantum systems. Since it is



3 1.2 Charge dynamics of nanoscale devices

the transient heat dissipation of the nanoscale capacitor which most naturally ex-
poses the physical consequences of this relation, paper II further motivates recent
endeavors to experimentally realize time-resolved measurements of energy quanta
carried by individual particles [58, 59].

1.2 Charge dynamics of nanoscale devices
The basic building blocks of any classical electrical circuit are characterized by an
electrical resistance R, a capacitance C, and also an inductance L. On a macro-
scopic level, these key quantities derive entirely from the geometry, as well as
from the phenomenological properties of the circuit elements and their materials.
Together, R, C and L determine the time scales for the dynamic response of the
electrical current to some externally applied voltages or a non-stationary charge
distribution in the circuit. A simple example is the classical RC-element: a capac-
itance C and the electrical resistance R that is connected to the capacitor yield
the typical time scale on which the capacitor is charged or discharged, known as
the RC-time τRC = R · C.
However, once the electrical circuit is downsized to the nanoscale, this simple

picture has to be modified in several ways. One effect arises when a capacitance
C of a device becomes small enough that the Coulomb energy EC = e2/2C to
charge the system with an individual electron1 exceeds the energy provided by
the applied voltage or thermal fluctuations2. Namely, as illustrated in the upper
panel of Fig. 1.1(a) and first shown for small metallic tunnel junctions by Fulton
et al. [1], the system can reach a state in which transport to and from the device is
completely blocked; the system exhibits what is known as Coulomb blockade. This
effect causes the device to be charged or discharged in discrete steps of individual
electrons when the electrochemical potential of the device is decreased or increased
compared to the potential of the connected circuit.
Another important point is that once the lateral dimensions of a nanoscale

device are on the order of the typical electron wave length in the circuit, the
charging dynamics are determined by an effective charge relaxation resistance
and electrochemical capacitance [8–10]. These quantities differ from their classi-
cal counterparts by taking into account the effect of the electronic density of states
of the components in the system. In other words, the capacitance and resistance
directly reflect the quantum mechanical nature of the device: the nanoscale de-
vice becomes a quantum device. A specific example of such a quantum device is
explained in more detail in the lower panel of Fig. 1.1(a) and in Fig. 1.1(b): the
semiconductor based, gate-defined quantum dot [64–68], which laterally confines
electrons in all 3 dimensions and therefore exhibits pronounced level-quantization

1In the constant interaction approximation.
2This typically corresponds to lateral dimensions . 100 nm.
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(a) (b)

Figure 1.1: (a): Illustration of Coulomb blockade (top panel) and level quantization
(bottom panel) in an electronic nanodevice. In each case, the system couples via tunnel
barriers ΓL and ΓR to a left (L) and right (R) lead with biased chemical potentials µL >
µR. In case of Coulomb blockade, the additional charging energy EC completely blocks
transport in and out of the system. For large level splittings, ∆± > µL − µR, and a
single level ε in the bias window µL > ε > µR, it is mainly (apart from level broadening
due to the coupling) electrons with this specific energy ε that can tunnel through the
quantum dot. (b): Example of heterostructure based, gate-defined quantum dots. The
top panel shows a micrograph of two gate defined quantum dots. The white regions
indicate gate electrodes that generate an electrostatic potential beneath the surface of
the shown sample, the red circles mark electrons which are, in this case, spin aligned
and occupy two adjacent quantum dots. The lower panel illustrates how the electrons
are confined. The movement perpendicular to the sample surface is restricted by the
electrochemical potential landscape of the stacked SiGe/Si layers, trapping electrons in
a 2 dimensional electron gas (2DEG) within the thin Si layer. Inside this 2DEG, the
electrons are further confined to “zero-dimensional” quantum dots via the electrostatic
potentials generated by the gate electrodes on top of the sample surface. Source: [63].

effects. This kind of quantum dot is particularly interesting for this work, as
it can be easily integrated into an electrical nanocircuit, and since the applied
gate potentials enable a time-dependent control of the physical properties of the
quantum dot. Most importantly, the typical energy splitting ∆ in the discrete,
quantum mechanical level spectrum of these systems can be tuned to be as large,
or even much larger than the Coulomb charging energy EC [69]. This allows such
a device to not only be charged by individual electrons, but furthermore makes it
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Figure 1.2: Panel A shows a quantum capacitor [11] that is used as a single electron
source [12]. An ac top gate voltage Vexc is applied to a GaAs heterostructure based
quantum dot in order to shift its discrete energy level spectrum. Thereby, the device
emits single electrons at a fixed energy and spin via a quantum point contact (QPC)
which acts as tunnel barrier between the dot and the outside reservoir, and whose
conductance is voltage-controlled by VG. The energy-splitting inside the quantum dot
is denoted by ∆. Panel B shows, for different QPC conductances D, experimentally
obtained time traces of the applied voltage pulses and the transient response of the
quantum dot to these pulses, as indicated by the average time-dependent charge current
I(t) out of the dot. The measured exponential decay is governed by the typical response
time τ of the system. Source: [12].

possible to filter particles with a specific and tunable energy1 [4–6, 68].
The key application of the quantization effects in nanoscale devices which we

aim to address here is the dynamically controlled emission and absorption of single
electrons via electron tunneling. This has already led to technologies such as the
single-electron transistor [1–7] or the quantum capacitor [11–13], and opens up
new perspectives for, e.g., quantum information processing [12, 19] or metrological
purposes such as the redefinition of the Ampère [24, 70–73].
The basic principle is illustrated in Fig. 1.2, showing the quantum dot based

single-electron capacitor which was first experimentally studied by Gabelli et
al. [11], and later used as a single-electron source by Fève et al. [12]. At some

1Within the uncertainty given by the level broadening due to higher order coupling effects.
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initial time t0, the discrete spectrum of the quantum dot is rapidly shifted by an
external gate potential, such that one singly-occupied1 energy level is lifted above
the Fermi edge of the tunnel-coupled reservoir 2. As a response to this shift, the
particle tunnels out of the dot on a time scale given by the typical charge relax-
ation time of the quantum dot. At some later time t > t0, the dot potential is
shifted back and the dot is recharged.
The successful operation of such single-electron sources requires knowledge

about the transient quantum dot behavior: if the circuit is, e.g., operated at
a frequency that is too high compared to the decay times, the electrons do not
have enough time to leave or enter the dot. Experimentally, the relevant relax-
ation times can be determined with detectors which are sensitive enough to detect
single electrons, and which possess a bandwidth that is high enough to perform
time-resolved measurements [15–22, 24]. For the given example in [12], decay times
on the order of a few nanoseconds have been obtained [Fig. 1.2]. A theoretical
understanding can be developed by describing the response to an instantaneous
level shift with a master equation and Fermi’s Golden rule [74]. This relies on
the fact that for the systems of interest here and in the appended papers, the
tunnel coupling is assumed to be weak, meaning that the typical tunneling rates
are sufficiently small compared to the frequencies of thermal fluctuations in the
coupled environment. Publications by Splettstößer et al. [75] and Contreras et
al. [61] have applied this master equation approach to the situation shown in
Fig. 1.3. In this system, the level-splitting ∆ is large enough that only a sin-
gle spin-degenerate3 level is relevant for the emission and absorption of electrons,
but still small compared to the bandwidth ∆EB of the environment (wide-band
limit). Furthermore, the on-site Coulomb repulsion U is assumed to be both weak
enough to allow for double occupation, but large enough to see Coulomb blockade
effects [1]. Altogether, such single-level systems are thus operated in the regime
∆EB � ∆� U � T .
The first important result of [75], which has subsequently been verified exper-

imentally [60], is that if the electronic level position of the dot is tuned into
the Coulomb blockade regime [Fig. 1.3], the charge relaxation rate is enhanced4

compared to the rate for levels outside of this regime, as a consequence of the
spin-degeneracy. An even more striking result from [61] is, however, that the
time-dependent quantum dot occupation probabilities are governed by an addi-
tional decay rate, which, unlike the charge and spin rate, is independent of the
temperature, the level position, and the Coulomb interaction strength; it in fact
only depends on the properties of the tunnel barrier itself. The paper [61] has
shown observables whose time-dependent averages decay at this rate, and has

1Note that a strong magnetic field is applied in the described experiment.
2The quantum dot in fact tunnel couples to a quantum hall edge channel.
3In contrast to [12], the system in [61, 75] does not include a magnetic field.
4By contrast, the spin relaxation rate is reduced.
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Figure 1.3: Sketch of a quantum dot capacitor as considered by [61, 75]. Only a
single spin-degenerate level ε that can be tuned time-dependently with the external
gate potential Vt is available for charging via a tunnel-coupled reservoir. Since an
additional electron also needs to pay the Coulomb charging energy U to occupy the
dot if the level is already singly occupied, the level position shown in the figure leads
to Coulomb blockade. Note that the system can also be considered as a quantum RC-
circuit: the dot constitutes one plate of the capacitor C, and the tunnel barrier as well
as the reservoir yield the circuit resistance R.

furthermore suggested a method to measure the rate using the above mentioned
single-electron detection techniques. Yet, the paper has left it open how exactly
this measurement should be implemented, and what the actual physical meaning
of this rate and its remarkable protection against any changes of most of the sys-
tem parameters is. Subsequent works from Saptsov et al. [62, 76] have related
the rate to the fundamental quantum mechanical principle of fermion-parity su-
perselection1 [77–80], thereby showing that the rate exists even for strong tunnel
couplings and non-Markovian time evolution, and furthermore coining the expres-
sion “fermion-parity rate”. However, a satisfactory explanation for the physical
meaning of this rate still has not been provided.
The two appended papers I, II and this thesis attempt to shed more light onto

this problem. From the more applied point of view, paper I picks up the suggestion
from [61] to measure the fermion-parity rate by modeling a concrete setup of a
detector that is capacitively coupled to the quantum dot discussed in [61, 75].
The paper establishes a protocol that is suitable to extract this rate, and also
accounts for capacitive backaction effects exerted from the detector onto the dot
to be measured. In other words, the paper demonstrates that the fermion-parity

1The fermion-parity superselection principle prohibits any physical quantum state to be in a
quantum superposition of a many-body state with an even fermion number, and another
many-body state with an odd fermion number.
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rate has a measurable influence.
Publication II more fundamentally shows that the fermion-parity rate is a prime

manifestation of a newly found, general duality relation between the decay modes
and the corresponding excitation amplitudes in the dynamics of a large class of
open fermionic systems, including the quantum dot capacitor considered in [61, 62,
75, 76]. This relation essentially restricts the degrees of freedom in the nonunitary
decay dynamics of dissipative, open quantum systems in a way that is analogous to
how hermiticity of closed system Hamiltonians guarantees the dynamics of closed
systems to be unitary. As publication II and chapter 3 of this thesis explain, this
restriction in the dynamics not only dictates the existence of the fermion-parity
rate and its sole dependence on the tunnel barrier properties. In fact, it also offers
new insights into the interpretation of this so far elusive rate.
The second essential point presented in paper II is that whereas the charge

relaxation dynamics of the single-level quantum dot capacitor are not influenced
by the parity rate, the decay of the transient heat current carried by the tunneling
electrons is in fact even dominated by this rate. To appreciate the relevance of
paper II and the parity rate, it is thus also crucial to understand why electronic
heat currents are generally of interest in such nanoscale devices. In the following
section 1.3, we discuss this topic in more details.

1.3 Electronic heat currents in nanosystems
A formidable challenge for both the practical application as well as the funda-
mental physical understanding of electronic nanodevices is to study and control
the heat that is dissipated with each operation cycle. While heating is already a
major problem for current technology such as CPUs, it becomes an even higher
obstacle for nanodevices which operate time-dependently on single electrons, as
described in the previous section 1.2. One issue is that in order to exploit the
effects of level-quantization and Coulomb blockade, one needs to make sure that
the electronic 1 temperature T of the device always remains small compared to the
typical level-splitting ∆ and charging energy EC, meaning EC,∆ � T . For the
quantum dot devices of interest here, this corresponds to temperatures which are
at least below T . 100K, but in many cases rather on the order of T ∼ K or even
less [69]. External cooling with modern cryostats is often capable of maintaining
the necessary temperatures, but it requires a lot of money and resources.
Next to this very practical problem, there are further reasons why heat currents

are especially interesting for the electronic nanosystems addressed here. The main

1Electrons generally dissipate their energy via several relaxation channels, namely scattering
with phonons, photons or other electrons. What is, however, critical for the operation
principle of electronic devices, and what is characterized by the electronic temperature, is
the thermal excess energy that is carried by the electrons themselves.
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point is that time-dependent operation on individual electrons also implies a time-
dependent flow of energy that is carried by these individual electrons. This gives
rise to very basic questions: How can one measure and even define the energy
of a single electron in an open system with quantum correlations and many-
body interactions? How is heat time-dependently dissipated by these electrons
in a relaxation process, and in what way are such transient energy dynamics
relevant for nanosystems that rely, e.g., on energy filtering [Fig. 1.1(a)] ? Despite
the fundamental nature of these question, many of them are also relevant for
applications, since they in fact relate to the more practical issue of controlling heat
dissipation as an undesired source of perturbation for electronic nanosystems. A
prominent example which illustrates this, and which we therefore discuss more in
detail in the following, are so-called nanoscale heat engines [48–50, 81–84].
The idea of such heat engines is to employ the same type of quantum device that

is shown in Sec. 1.2, and that is used to control the flow of single charges, in order
to convert the thermal energy of electrons into electrical energy. One advantage
of nano heat engines is that they could in principle be integrated directly into
the nanocircuits which need to be cooled. However, the main reason why these
devices have originally been studied [42–47], and why they have recently attracted
attention [50, 85–89], is that their efficiency can benefit from the quantization of
charge and energy. Similarly to classical thermoelectric materials, one uses that
thermal gradients ∆T = Thot − Tcold induce directed charge currents I. These
currents carry away energy contained in the input heat current J from the hot
source which in principle yields usable electrical output power P = I ·V against a
load voltage V . The performance of nanoscale heat engines is also characterized by
the same quantities that are relevant for classical thermoelectrics: the maximum
output power Pmax and the efficiency η = P/J compared to the Carnot efficiency
ηC = 1− Tcold/Thot, in particular at maximum output power, ηmax = Pmax/J [90,
91]. The crucial difference is that due to the effect of level-quantization and
Coulomb blockade, these indicators can in general not anymore be determined by
considering currents as a linear response in the applied temperature- and electric
field gradients [92–97]. As a result, the efficiency is not anymore determined,
and hence, restricted by the figure of merit ZT = σS2T/λ, relating the Seebeck
coefficient S to the electrical and thermal conductivities σ and λ [96].
Currently studied nanoscale heat engines operate autonomously under station-

ary conditions – and hence mostly maintenance free. An important example
for this work, which indeed shows an enhanced efficiency, is the three-terminal
Coulomb blockade heat engine that was theoretically proposed by R. Sanchèz et
al. [85] and experimentally realized by Thierschmann et al. [89]. Figure 1.4 and
its caption explain the working principle: a single-level1 quantum dot is tunnel-
coupled to one hot reservoir at temperature Th – the heat source – and capaci-

1We stress again that a single-level dot is effectively realized by having a large level splitting
∆ compared to the temperature(s) T in the environment.
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Figure 1.4: Illustration of the Coulomb blockade heat engine studied in [85, 89]. Two
(spinless) electronic levels ε1 and ε2 are capacitively coupled with coupling strength U ,
and tunnel-coupled to reservoirs at different temperatures Th > Tc. The tunnel barriers
to the two cold reservoirs are asymmetric and energy-dependent, such that electrons
at energy ε1 preferably tunnel from the left reservoir, and electrons at energy ε1 + U
mostly tunnel to the right reservoir. The levels are tuned such that only one of the
two dots can be stably occupied, due to the mutually induced Coulomb blockade. The
working principle is as follows: given that an electron has entered level 1 from the left,
the hot reservoir might thermally excite electrons which have enough energy to pay the
additional charging energy U required to tunnel to level 2 (a). This then causes the
electron on level 1 to tunnel out, mostly to the right reservoir due to the asymmetric
tunnel barriers (b). Altogether, the charging energy is transfered from the hot to the
cold reservoir, and a directed charge current is generated.

tively coupled to another single-level quantum dot which tunnel couples to two
cold reservoirs at temperature Tc. Both level-positions are tuned such that they
mutually induce Coulomb blockade via the capacitive coupling. Hence, if a ther-
mally excited electron tunnels from the hot reservoir to the coupled quantum dot,
there is a finite probability that an electron occupying the dot coupled to the
cold reservoir is pushed out, thereby taking away the charging energy. If the cou-
plings to the two cold baths are furthermore asymmetrically energy-dependent,
this yields a directed current into the cold reservoir.
Although this heat engine operates only at stationary conditions, there are sev-

eral reasons why it is still interesting for this work. First, the system is formally
identical1 to the detector setup studied in paper I. If such a heat engine is in-
tegrated into a circuit which is driven time-dependently, the dynamic capacitive
backaction effects2 studied in paper I will become relevant. Second, it is already
noted [50, 85] that whereas the device can in principle reach Carnot efficiency,
the output power is relatively small (single-electron tunneling), and the Carnot
limit is only assumed at zero output power P = 0. While improved devices with
higher output powers have been studied [86–88], this nevertheless emphasizes the

1Apart from the spin-degeneracy and the on-site interaction in the dot to be measured.
2We here refer to the dynamics of the open system state; the interaction itself is described

electrostatically.
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desire to have more means or knobs to play with in order to increase the thermo-
electric performance. Energy harvesting from phonons [98–101] or other bosonic
excitations [50, 102, 103] is one option; another way is time-dependent control.
A heat engine that is time-dependently driven by an external agent loses, by

definition, its advantage of operating autonomously, and the work done by the
time-dependent driving is also expected to lead to additional heat dissipation.
The benefit of time-dependent control is, however, that it also breaks time trans-
lational invariance. Under stationary conditions, the transport properties and the
performance, as indicated by, e.g., the figure of merit ZT , are restricted by micro-
scopic time-reversal symmetry [104]. By contrast, the transport behavior and the
efficiency of time-dependently driven heat engines are no longer restricted in this
way. What is now crucial for us is the following: in order to benefit from time-
dependent control in nanoscale heat engines, one also has to understand transient
electronic heat currents, for the same reason why transient charge dynamics are
important for the time-dependent control of single charges [Fig. 1.1].
Theoretical investigations of time-dependent heat currents and work extraction

in electronic nanosystems, in particular quantum capacitors, have gained popu-
larity since the last decade [51–57]. One recently published example is a study
of a dynamic linear response theory [57]. It predicts that for a single electronic
level ε coupled to two leads at different temperatures, step-like control of the
level-position ε(t) can increase the efficiency by a factor of up to 4 compared to
the efficiency under stationary conditions. Nevertheless, this line of investigation
still faces major challenges. Apart from the fact that experiments have only just
begun to explore time-resolved measurements of energies carried by single charges
in an electronic circuit [58, 59], there are also more fundamental problems to be
solved. In strongly tunnel-coupled open systems, it is already difficult to find a def-
inition of the time-dependent heat current that is consistent with thermodynamic
laws [105, 106]. If furthermore strong local interactions are present, even weakly
coupled devices with a clear definition of time-dependent heat currents become of
fundamental interest, since the dissipation of many-body charging energies leads
to a breakdown of the tight-coupling picture: the time-dependent electronic heat
current is not anymore given by a constant energy quantum that is carried by
each electron, and hence not anymore proportional to the charge current [50].
Paper II addresses the latter issue, by studying the level-shift induced, tran-

sient electronic heat current out of a single-level quantum dot with strong local
interactions, U/T � 1, into a weakly tunnel-coupled fermionic bath. The paper
shows that the dominating time scale for the dissipation of the Coulomb energy
is not the charge relaxation rate which exclusively governs the charge current,
but instead the fermion-parity rate [61, 62] that we have mentioned at the end of
section 1.2. This result is expected to be relevant for time-dependent heat control
in any nanodevice which is based on strong level-quantization and strong local
interaction effects leading to Coulomb blockade.
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Publication II furthermore emphasizes that the transient heat current most
naturally exposes the fundamental duality relation that the paper has identified
in the transient response of a large class of fermionic open systems. The paper
therefore suggests and motivates further experimental studies on time-dependent
single-electron heat currents: their inherent dependence on many-particle effects
through the dissipation of the interaction energy allows to probe a general symme-
try relation in the dynamics of many-body physics – something that is completely
invisible to single-particle observables such as the charge current.

1.4 Organization of this thesis
Having pointed out the scientific context and value of the appended papers I and
II, the purpose of the remainder of this thesis is, on the one hand, to review the
theoretical background knowledge necessary to understand these papers. On the
other hand, we also intend to summarize as well as slightly expand on the main
results of the papers. The topical focus of this thesis is clearly on the implications
of paper II; paper I is considered and reviewed as far as its insights relate to this
general focus. The detailed structure is as follows.
First, chapter 2 gives an overview over the generalized master equation approach

which we employ to theoretically study time-dependent decay in open fermionic
quantum systems. With details being discussed either in the appendices to this
thesis and the papers, or in the cited references, the chapter mainly focuses on
explaining the crucial steps from a very general starting point – the definition of
an open system and its time-dependent quantum state – towards a concrete moti-
vation for the study presented in chapter 3: the mode-amplitude duality relation
identified in paper II. The paper derives this duality under very general assump-
tions for a broad class of models, but demonstrates its usefulness for the concrete
physical problem of time-dependent electronic heat dissipation from a single-level
quantum dot. Chapter 3 explains in detail how the duality and its application
provide theoretical insights in a more general, less model specific context. As
such, chapter 3 can be regarded as an extension of the first part of paper II.
Chapter 4 mainly summarizes the second part of paper II, which shows specific

results for the transient electronic heat current out of the single-level quantum dot,
and which links these results to the duality relation. However, since the paper
gives only a brief description of the model and the used methods, the chapter
begins with a background theory part which is more detailed in those aspects
that were either short or omitted entirely in paper II. Finally, chapter 5 gives a
review of the decay rate detection protocol discussed in paper I. Since this paper
contains, in contrast to paper II, already a very detailed background theory part
as well as some more formal discussions, chapter 5 relies mostly on intuitive,
pictorial illustrations and explanations. It furthermore incorporates, to a small
extent, later obtained insights from paper II and chapter 3 into the discussion.



2 Time-dependent decay in open
fermionic quantum systems

This work mainly focuses on the time resolved charge and heat transport through
nanoscale quantum capacitors [8, 51–59, 61, 75, 107, 108], and this chapter intro-
duces the basic theory that is required to understand the time evolution of these
open quantum systems. The main emphasis is on systems that couple weakly, in a
sense defined below, to their environment via quantum tunneling, as this case is of
main interest in the appended papers I and II. However, a large part of the more
general theoretical insights presented in chapter 3 applies to dynamical problems
emerging in a broad variety of modern and relevant fields of physics, ranging from
qubit dynamics [37–39] to cold fermionic gases [109–112]. In order to appreciate
this generality, parts of the following treatment are extended beyond the weak
coupling theory. We start by establishing the class of time-dependent models for
open systems that we aim to discuss.

2.1 General model
The model picture of open fermionic quantum systems addressed in this work is
sketched in Fig. 2.1. The figure shows a central region C and a number of contacts
in its environment, both occupied by electrons or, more generally, fermionic quasi-
particles. The central region and the contacts shall be spatially defined by the
electrochemical potential landscape, indicated by the gray shades. The contacts
are characterized by areas of roughly constant potentials µr, and are separated
from the central region by potential barriers Γr that are thin enough to allow for
quantum tunneling. The externally tunable gate potentials Vg in Fig. 2.1 shape the
potential landscape together with the underlying ion lattice and possible magnetic
fields, thereby allowing to define the open system and the thin tunnel barriers.
Typical experimental realizations are, e.g., two dimensional electron gases within
GaAs or SiGe heterostructures that are electrostatically confined by the gate
electrodes, see Fig. 1.1(b).
In this work, we study how the quantum state describing only the electrons

or fermionic quasi-particles occupying the open system C evolves in time under
exchange of (quasi-)particles with the environment via tunneling. We are not
interested in any coupling between these particles and phononic or photonic ex-
citations. The effect of the external fields is accounted for implicitly via their

13
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Figure 2.1: Simplified picture of the potential landscape for the class of open
fermionic quantum system investigated in this work. The open system is the cen-
tral region C which is coupled via tunnel barriers Γr to several fermionic reservoirs r
at electrochemical potential µr. The potential landscape as indicated by the gray and
white shades is externally tunable via gate potentials Vg.

static effect on the potential landscape, and consequently, on the energy eigen-
states of the fermionic system. With these assumptions, the Hamiltonian of the
full system, Htot, can generally be decomposed into a local part, an environment
contribution, and the tunnel coupling:

Htot = H +HR +HT. (2.1)

The local dynamics of the open subsystem is governed by H.

H =
∑
j

εjd
†
jdj +H int. (2.2)

The first term introduces creation (d†j) and annihilation operators (dj) for fermionic
(quasi-)particles in the single-particle states |j〉. These states are energy eigen-
states of only the part of the full single-particle Hamiltonian which acts on the
subspace of basis states localized within the open subsystem; the states |j〉 in
fact define the open system. The energy associated with |j〉 is denoted εj, fully
characterized in terms of the multi-index j = lj, σj, . . . labeling the orbital l, the
spin σ =↑, ↓ with respect to a fixed quantization axis, and further possible degrees
of freedom.
The interaction term H int can in principle include arbitrary multi-particle in-

teractions between the fermions occupying the open system, that is, the states
|j〉. Most importantly, we take into account the two-particle Coulomb interaction
between charged electrons or quasi-particles.
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The Hamiltonian HR describes the environment as a number of reservoirs r for
effectively non-interacting fermions whose dynamics are governed by the reservoir
Hamiltonians Hr:

HR =
∑
r
Hr =

∑
ki
εi(k)c†kicki. (2.3)

Equation (2.3) includes creation (c†ki) and annihilation operators (cki) for quasi-
particles in all the single-particle states |ki〉 which are orthogonal to the open
system states |j〉, and hence define the environment. These states have eigenvalues
εi(k) with respect to the part of the full single-particle Hamiltonian that acts solely
on the environment. They are a function of the Bloch vector k and the multi-
index i = ri, ni, σi, . . . , labeling fermions in reservoir r with band index n, spin σ,
and any further degree of freedom necessary to distinguish the states.
Finally, even though the states |j〉 and |i〉 are orthogonal, neither of them

are eigenstates of the full single-particle Hamiltonian, that is, the full potential
landscape including the tunnel barriers. In other words, the Hamiltonian couples
these states via tunneling:

HT =
∑
kij
τkijc

†
kidj + H.c., (2.4)

where τkij is the amplitude for tunnel events between any single-particle state |j〉
in the open system, and the single-particle state |ki〉 in the environment. These
amplitudes define the characteristic frequency scales

Γijj′(E) = 2π
∑
k
δ(E − εi(k)) τkijτ

∗
kij′ (2.5)

at which the tunneling through the corresponding tunnel barriers takes place.
Note that we have set ~ = 1. The systems of interest in paper I and II are in
the weak coupling regime, which can now be defined as the limit in which the
typical tunneling times ∼ 1/Γ are much longer than the typical memory time of
the reservoirs, given by their typical inverse temperature ∼ 1/T . Formally, weak
coupling thus means Γ/T � 1.
Nevertheless, the class of open fermionic quantum systems defined by the to-

tal Hamiltonian Htot [Eq. (2.1)] in principle also includes strongly coupled non-
equilibrium environments, possibly described at low temperatures, and complex
multi-level open systems with arbitrary local fermionic interactions. It therefore
captures the broad range of systems of interest in the many different fields men-
tioned in the introduction to this chapter. Starting from this general Hamiltonian
Htot, we can now set up a description for the open system dynamics.
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2.2 The quantum state of the open system

In principle, the dynamics of the above described system are already determined
by the basic rules of quantum mechanics. These rules dictate that the time-
dependent physical state of the total closed many-body system, consisting of the
open system and the reservoirs in the environment, is represented by a normal-
ized Hilbert space state vector |Ψtot(t)〉. This state obeys the time-dependent
Schrödinger equation governed by the total Hamiltonian Htot. Moreover, the
Born rule yields the probability for the system to be in a certain many-particle
state |φ〉 at time t via |〈φ|Ψtot(t)〉|2. The problem is, however, that for any realis-
tic setup, it is not even numerically feasible to solve the Schrödinger equation, as
the number of degrees of freedom described by the time-dependent state is simply
too high.
To overcome this problem, one essentially needs to rephrase the question: in-

stead of asking for the time-dependent state of the entire system, one only asks
for the quantum state of open system, containing only the information on how
the open system evolves in the presence of the environment. Unfortunately, un-
like for the total closed system, there are no quantum mechanical principles that
allow to make statements about the time evolution of this state; a priori, it is
not even clear how the quantum state of the open subsystem should be defined,
since the vector |Ψtot〉 cannot in general be written as a tensor product of two
vectors that individually correspond to the open system and the environment:
|Ψtot〉 6= |Ψ〉 ⊗ |ΨR〉. One common way to solve this issue is to switch to a den-
sity operator description, and then to perform an operation referred to as the
partial trace over the environment. This yields the reduced density operator as
an equivalent of the quantum state for the open system, since it contains all the
relevant information about its time evolution. What is, however, less commonly
discussed is what this partial trace operation actually means for a many-body
system with an anti-symmetric state of indistinguishable objects, such as for the
model introduced in Sec. 2.1. Since the central object to study the time evolution
of the systems presented in this work is exactly this reduced density operator, we
first start by physically motivating and then explicitly defining this operator.
In our concrete case, environment and open subsystem are defined by the single-

particle states which they encompass. Accounting for the fact that these states
are occupied by indistinguishable fermionic (quasi-)particles, we can characterize
how the open system evolves in time by considering the set of occupation num-
bers {nj} for all its single-particle states |j〉. First, we need the time-dependent
probability of finding a specific set of these occupation numbers. Starting from
the probabilistic interpretation of state overlaps in the full closed system, one
sees that the total probability P{nj}(t) to find the specific occupation numbers
{nj} in the open system is obtained by summing over all possible combinations
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of occupation numbers {nki} in the environment:

P{nj}(t) =
∑
{nki}
|〈{nki}; {nj}|Ψtot(t)〉|2. (2.6)

Second, we require a measure for quantum superpositions between different sets
of occupation numbers in the open system. We realize that within the total
closed system, two types of quantum superpositions can emerge: non-local super-
positions of at least two states, α|{nki}1; {nj}1〉+ β|{nki}2; {nj}2〉, for which the
occupations in both the environment and in the open system differ, and purely
local superpositions, α|{nki}1; {nj}1〉 + β|{nki}1; {nj}2〉, in which only the occu-
pations of the open system differ. The purely local superpositions, referred to as
local coherences, are quantified analogously to how one obtains the probabilities
(2.6), namely, by summing over the occupations in the environment:

P{nj},{n′
j}(t) =

∑
{nki}
〈{nki}; {nj}|Ψtot(t)〉〈Ψtot(t)|{nki}; {n′j}〉. (2.7)

Crucially, we here sum over a set of reservoir occupation numbers which are
the same in both scalar products. This means that if there are only non-local
superpositions between the subsystems, in the sense described above, the local
coherences vanish. In other words, (2.7), and in fact also all probabilities (2.6),
implicitly also contain information about the presence of non-locally entangled
superpositions between the environment and the open system. This motivates
to define the quantum state of the open system by combining the probabilities
and local coherences into what is commonly referred to as the reduced density
operator:

ρ(t) =
∑

{nki},{nj},{n′
j}

[
〈{nki}; {nj}|Ψtot(t)〉〈Ψtot(t)|{nki}; {n′j}〉

]
× |{nj}〉〈{n′j}|

≡ TrR
[
|Ψtot(t)〉〈Ψtot(t)|

]
= TrR

[
ρtot(t)

]
. (2.8)

Equation (2.8) introduces the partial Fock-space trace TrR [ρtot(t)] which yields
the reduced density operator ρ(t) from the full operator ρtot(t) = |Ψtot(t)〉〈Ψtot(t)|
by summing over the single-particle state occupations in the environment. This
definition implies that ρ(t) inherits all important properties for a state interpre-
tation: hermiticity, ρ(t) = ρ†(t), positive semi-definiteness, and a conserved total
probability, Tr ρ(t) = 1.
We stress that whereas closed system time evolution can be equally well repre-

sented by the wave function |Ψtot(t)〉 or the operator ρtot(t) = |Ψtot(t)〉〈Ψtot(t)|,
only the density operator approach straightforwardly extends the concept of time-
dependent quantum states1 to open many-body systems with indistinguishable

1To calculate observables, one can also employ non-equilibrium Green’s functions [113] or
stochastic Schrödinger equations [114, 115].
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Figure 2.2: Example of a voltage switch applied to an open quantum system with n
discrete (many-particle) eigenenergies, tunnel-coupled with tunneling strength Γ to an
electronic reservoir at chemical potential µ and temperature T . Initially, the system
is filled up to the Fermi edge µ. The voltage switch described by V (t) then leads to
an approximately instantaneous shift of the open system energies, thereby driving the
system out of stationarity. This induces tunneling process(es) which let the system
relax to a new stationary state.

fermions. This work studies the time evolution of observables such as charge and
energy currents by starting from the dynamics of the entire reduced density op-
erator ρ(t). As it will become apparent in Sec. 2.6.2, our reason to not instead
start by evaluating a particular correlation function, as commonly done in Green’s
function approaches [113], is that by first understanding all physical processes that
influence the time-dependent state ρ(t), one can more systematically identify how
all these effects reflect in the respective observables of interest. In the following,
we explain this in more detail by first formulating the underlying equations that
dictate the time evolution of ρ(t).

2.3 Transient open system dynamics after an
instantaneous switch

Our main interest is the transient behavior of the reduced density operator ρ(t) in
response to an initial non-stationarity, induced, e.g., by a switch of some externally
applied field at a fixed time t0 ≡ 0 as sketched in Fig. 2.2. Hence, the first step
to set up a theoretical description for the dynamics of ρ(t) after the switch is to
precisely define the initial state from which the system evolves. Subsequently, we
can formulate the kinetic equations that dictate how this initial state evolves.
First, we assume the open subsystem to be in a stationary state ρ(t < t0) = ρ0

for any time before the switch, t < t0. Furthermore, we make the common
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assumption that the initial state of the open system is uncorrelated with the
environment. This means that the initial density operator of the total closed
system factorizes in the many-body sense:

TrR
[
ARBρtot

0
]

= TrR
[
ARρR

0
]
· TrR [B] ρ0 (2.9)

for any operation AR that only depends on the occupations in the environment,
and any operation B that only depends on the open system occupations. In
this expression, the initial environment state, obtained by the partial trace over
the open system occupations ρR

0 = Tr ρtot
0 , forms a local equilibrium in which

each reservoir r is described by a grand-canonical ensemble, characterized by its
temperature Tr (kB is set to 1) and chemical potential µr:

ρR
0 = exp

(
−
∑
r

(Hr − µrN r) /Tr
)/

TrR

[
exp

(
−
∑
r

(Hr − µrN r) /Tr
)]
. (2.10)

The particle number operator for each reservoir r is labeled N r. The trace TrR
here does not denote the partial trace, but instead the full Fock-space trace over
the environment.
With the initial state characterized, we continue by setting up the dynamical

equations for the time-dependent reduced density operator ρ(t) = TrR [ρtot(t)].
The effect of the switch at t0 = 0 is that a number of parameters in the Hamilto-
nianHtot of the full system changes. This induces a time evolution of the quantum
state ρtot(t) = |Ψtot(t)〉〈Ψtot(t)| for the full system which follows the solution to
the Liouville von-Neumann equation:

∂tρ
tot(t) = −i

[
Htot|Ψtot(t)〉〈Ψtot(t)| − |Ψtot(t)〉〈Ψtot(t)|Htot

]
= −iLtotρtot(t)

⇒ ρtot(t) = exp
(
−iLtott

)
ρtot

0 ∀t > 0, (2.11)

where we have introduced the Liouvillian Ltot• = [Htot, •] as the commutator
with the Hamiltonian. Importantly, Eq. (2.11) assumes the parameter switch to
be instantaneous, meaning that it is fast compared to any other frequency scale
in the full Hamiltonian (2.1). This implies that during the switch, the state ρtot(t)
can be well approximated by the constant initial state ρtot

0 . Accordingly, we solve
the Liouville von-Neumann equation with ρtot

0 as the initial condition ρtot(t = 0+),
and with a time-independent total Liouvillian Ltot defined in terms of all system
parameters after the switch. This then leads to the simple exponential solution
shown in Eq. (2.11).
Finally, we use Eq. (2.8) to obtain the reduced density operator ρ(t):

ρ(t) = TrR
[
ρtot(t)

]
= TrR

[
exp

(
−iLtott

)
ρtot

0
]

= TrR
[
exp

(
−iLtott

)
ρR

0
]
ρ0

= Π(t)ρ0 ∀t > 0, (2.12)
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where we have used that the initial state factorizes according to Eq. (2.9) in order
to introduce the time propagator

Π(t) = TrR
[
exp

(
−iLtott

)
ρR

0
]
. (2.13)

This formally solves the problem of determining the time evolution of the open
system. Yet, Eq. (2.12) hardly allows for any explicit results, since the tunnel
coupling LT• =

[
HT, •

]
in the total Liouvillian Ltot = L+LR +LT makes it very

difficult to carry out the partial reservoir trace TrR. For weakly tunnel-coupled
systems such as the ones at focus in paper I and II, this is typically solved by
treating the expression on the right hand side of Eq. (2.13) perturbatively in
orders in the coupling Liouvillian LT. Using diagrammatic techniques as shown
in [116, 117], or more recently, in [62, 76], this leads to what is known as the
generalized master equation, or quantum kinetic equation, see Sec. 2.5. To discuss
this equation and its solution in an accessible way, we first need a notation that
better suits the Liouvillian approach used in Eq. (2.13).

2.4 The Liouville space of the open system
The time evolution propagator Π(t) given in Eq. (2.13) formally represents a linear
superoperator that acts on linear operators x, which in turn live in the Liouville
space of all linear operators that act on the Hilbert space of the reduced system.
Since we study the open system dynamics with its density operator ρ(t), and not
with some Hilbert space vector |Ψtot(t)〉, it is very useful to clearly distinguish
between superoperators and operators already in the notation. Here, we adopt
the approach used, e.g, in Refs. [26, 62, 76]: any operator x acting on the Hilbert
subspace of the open system is denoted as a superket vector |x), living in the
Liouville space of all operators {xn}n acting on the open system. Adjoint superbra
vectors (x|• = (|x))†• spanning the dual Liouville space are defined through the
Fock space trace over the open system. More precisely, denoting any orthonormal
basis of the Hilbert Fock space for the local system as (|φ〉), we write

|x) = x , (x|•) = Tr[x†•] =
∑
φ

〈φ|x† • |φ〉. (2.14)

The second term in this equation defines the Hilbert-Schmidt trace scalar product
of x† with any other operator •, and introduces (x|• or simply (x| as a short-hand
notation for this scalar product. The reduced density operator ρ(t) and its basis
elements are expressed as superkets |ρ), traces containing observable operators
A = A†, probability projectors Pφ = |φ〉〈φ| and general matrix element extractors
Pφφ′ = |φ〉〈φ′| acting on an operator • (e.g., a density operator) as superbras (A|,
(Pφ| and (Pφφ′|.
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Using the above defined objects, dot observable averages 〈A〉 and state matrix
elements ρφφ′ can be conveniently written as

〈A〉 = (A|ρ) = Tr [Aρ] , ρφφ′ = (Pφφ′|ρ) = Tr
[
(|φ〉〈φ′|)†ρ

]
= 〈φ|ρ|φ′〉. (2.15)

The idea of introducing this notation is to express the action of superoperators A,
such as the time propagator Π(t) [Eq. (2.13)], on the reduced density operator |ρ).
To achieve this, we first notice that since the Liouville space and its dual space
are also vector spaces, we can express superkets |x) and superbras (x| in terms of
basis vectors |vn) and (v′n|: |x) = ∑

n αn(x)|vn), (x| = ∑
n α
′
n(x)(v′n|. Note that

the basis vectors are not necessarily adjoint to each other, meaning (v′n| 6= [|vn)]†.
In fact, the basis can be built from any two sequences (|vn))n, ((v′n|)n of linearly
independent operators that span the Liouville space of the reduced system and the
dual space of scalar products. However, here we only use operators that are bi-
orthogonal to each other with respect to the scalar product defined in Eq. (2.14).
This means

(v′n|vm) = Tr
[
(v′n)†vm

]
∝ δnm , I• =

∑
n

1
(v′n|vn)

|vn)(v′n|• = •, (2.16)

where I is the superidentity which is a superoperator that acts trivially on any
|x) or (x|. For such orthogonal and complete bases, one finds

|x) =
∑
n

(v′n|x)
(v′n|vn)︸ ︷︷ ︸
=αn(x)

|vn) , (x| =
∑
n

(x|vn)
(v′n|vn)︸ ︷︷ ︸
=α′

n(x)

(v′n|, (2.17)

meaning that the basis expansion coefficients α can be determined by Hilbert-
Schmidt scalar products (a|b).
With the operator expansion given in Eq. (2.17), it is now possible to system-

atically describe the effect of superoperators A acting on the (time-dependent)
reduced density operator |ρ). Using the superoperator identity I, we obtain

A|ρ) = IAI|ρ) =
∑
nm
αnm(v′m|ρ)|vn) , αnm = (v′n|A|vm)

(v′n|vn)(v′m|vm)
. (2.18)

If the basis of the Liouville space is constructed by physical state density operators
{|vn)}, the coefficients αnm describe rates for transitions from the state |vm) to
|vn) due to the effect that is represented by the action of the superoperator A.
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2.5 Master equation and transport quantities

As concluded in Sec. 2.3, we determine the time evolution of the reduced density
operator |ρ(t)) by evaluating Eq. (2.12) perturbatively in the coupling LT, with
the help of the diagrammatic techniques shown, e.g., in [27, 62, 76, 116–118]. This
yields the generalized master equation, also known as quantum kinetic equation:

∂t|ρ(t)) = −iL|ρ(t)) +
∫ t

0
dt′W(t− t′)|ρ(t′)). (2.19)

This equation forms the basic starting point for the following analysis of the re-
duced system dynamics, and has been used in many other older [116, 117, 119] and
more recent works [120–123]. The first term on the right hand side of Eq. (2.19)
describes the purely local, coherent dynamics of the open system, governed by its
local Liouvillian L• = [H, •]. The integral and its kernel W(t− t′) are due to the
coupling to the environment, and hence depend on the parameters in the local
Liouvillian L as well as in the tunneling LT, and furthermore on the reservoir
density of states as well as the temperatures Tr and chemical potentials µr of
the initial reservoir state ρR

0 [Eq. (2.10)]. This coupling leads to non-Markovian
dynamics with memory effects, relating ∂t|ρ(t)) to the state |ρ(t′)) at an earlier
time t′ < t. The kernelW here only depends on the time difference t−t′, since the
system does not have any explicitly time-dependent parameter after the switch.
Importantly, as a consequence of the fundamental requirement of probability con-
servation (1|ρ(t)) = 1, the kernel must obey Tr [W(t− t′)•] = (1|W(t − t′) = 0
for any operator • in the Liouville space of the open system, and for any two
times t, t′ after the time of the initial switch, t0 = 0. Finally, for dissipative open
systems as studied in this work, the coupling W to the environment eventually
causes |ρ(t)) to decay to a stationary state |ρ∞) = limt→∞ |ρ(t)).
Together with the initial state |ρ0), the generalized master equation (2.19) in

principle allows us to theoretically predict the time-dependent decay of the entire
reduced density operator |ρ(t)). In experiments, it is, however, seldom feasible to
measure the complete state. Instead, one aims to measure physical observables of
the open system which yield the parts of the full information contained in |ρ(t))
which one is most interested in. In our concrete case of tunnel-coupled systems
with electrons or fermionic quasi-particles, the experimentally most natural and
relevant quantities to characterize how |ρ(t)) decays as a function of time are
the average particle- (IN(t)) and heat current (IQ(t)) into the reservoirs1, due to
tunneling induced by the non-stationarity of the initial state ρ0. For each reservoir
r, these tunnel currents can be defined by the time derivative of the respective

1For systems with Zeeman splitting, one can also consider spin resolved currents.
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average particle number and energy1:

IrN(t) = ∂t 〈N r〉 (t) = ∂t Tr TrR
[
N rρtot(t)

]
(2.20)

IrQ(t) = ∂t 〈Hr − µrN r〉 (t) = ∂t Tr TrR
[
(Hr − µrN r) ρtot(t)

]
. (2.21)

Since the particle number is conserved, meaning that each particle leaving the
reservoir enters the open system, one can easily show [App. B.1] that the particle
current can be rewritten in terms of the total charge number operator for the
open system, N , and only a part of the full coupling kernel W :

IrN(t) = −
∫ t

0
dt′(N |Wr(t− t′)|ρ(t′)) , W(t− t′) =

∑
r
Wr(t− t′), (2.22)

where Wr(t− t′) represents a coupling to the reservoir r that is renormalized by
the presence of all other reservoirs.
By contrast, the energy current IrE(t) = ∂t 〈Hr〉 (t) is generally not conserved,

since the tunnel barrier itself can store energy. To rewrite the heat current defi-
nition Eq. (2.21), one therefore has to introduce the energy current kernel Wr

E to
write [118]

IrQ(t) =
∫ t

0
(1|Wr

E(t− t′)|ρ(t′))− µrIrN(t). (2.23)

This transient heat current has one important feature: unlike the average particle
current IrN(t), which is a single-particle quantity, the heat current is directly in-
fluenced by two-particle effects, as it contains the energy due to particle-particle
interactions in the open system. This means that, much like the particle cur-
rent noise, the heat current contains more information about the evolution of the
full quantum state |ρ(t)) than the average particle current. In case of a single
spin-degenerate orbital with a maximum occupation of two electrons – the system
discussed in chapter 4 and paper II – the heat current allows, in combination with
the particle current, to determine all probabilities in the density operator |ρ(t)).
Let us now continue by showing how to extract the time-dependent decay be-

havior of the open system from the generalized master equation (2.19), given a
non-stationary initial state |ρ0) 6= |ρ∞) and a weakly tunnel-coupled environment.

2.6 Time-dependent decay for weakly coupled
systems

Starting from the generalized master equation (2.19), we aim to physically inter-
pret how the systems we are interested in – dissipative open fermion systems that
are weakly tunnel-coupled [Γ/T � 1, see Eq. (2.5)] to the environment – decay

1We acknowledge that the definition of the time-dependent heat current used here is only
consistent with thermodynamic laws in the weak coupling limit, see [105, 106].
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to their stationary state as a function of time. In this weak coupling regime, a
justified and insightful approximation of the exact solution to Eq. (2.19) that cap-
tures the essence of time-dependent decay is the Markovian, lowest order coupling
approximation, commonly referred to as Born-Markov approximation. In the fol-
lowing, we first briefly sketch this approximate solution for the master equation,
and then investigate in detail its physical implications for the time-dependent
reduced density operator |ρ(t)).

2.6.1 Born-Markov approximation
As its name suggests, the Born-Markov approximation consists in fact of two
approximations. On the one hand, the Born approximation involves calculating
the kernel W(t− t′) only up to the leading, linear order in the coupling constants
Γ [Eq. (2.5)]: W(t− t′)→W1(t− t′), where the 1 in the index indicates the first
order in the coupling. The Markov approximation, on the other hand, neglects all
memory effects due to the tunnel coupling to the environment, and thus transforms
the generalized master equation into a fully time local equation. Combined with
the Born approximation, we can write

∂t|ρ(t)) ≈
[
−iL+

∫ t

0
dt′W1(t− t′)

]
|ρ(t)) ≈

[
−iL+

∫ t

−∞
dt′W1(t− t′)

]
|ρ(t)).

(2.24)
Both the Born and the Markov approximation can be justified when realizing
that W(t − t′) is peaked around t′ = t with a typical broadening given by the
memory time of the environment. For non-interacting reservoirs as studied here,
this memory time is on the order of the inverse temperature 1/T . Therefore, we
can approximate the kernel as ∝ δ(t′ − t) if we assume that the memory time is
much smaller than the typical tunneling time 1/Γ, meaning 1/T � 1/Γ or Γ� T .
This then allows us to approximate the integral in the last step of Eq. (2.24) by
taking its lower bound to −∞. Furthermore, it justifies the Born expansion of
the kernel W in the linear order in the couplings Γ, since any higher-order effect
is suppressed by the factor Γ/T . This factor occurs because it describes the
time ratio that determines whether two or more tunneling events are seen by
the environment as simultaneous, coherent events (e.g., co-tunneling with virtual
intermediate states), or as sequential events in between which the environment
loses any memory of the respective previous tunneling event.
Here, we always work in the weak coupling regime, Γ � T , meaning that the

influence of any second order contribution becomes negligible. In this regime,
|ρ(t)) follows from the Born-Markov master equation

∂t|ρ(t)) = [−iL+W1] |ρ(t)) , W1 = lim
ω→i0

∫ ∞
0
dtW1(t)eiωt. (2.25)

The kernel W1 is the Fourier-Laplace transform W1(ω) of the first-order Γ kernel
evaluated in the limit of zero imaginary frequency ω → i0. Physically, the matrix



25 2.6 Time-dependent decay for weakly coupled systems

elements of this kernel with respect to some basis states |ij) = |i〉〈j| of the open
system Liouville space,

W1,ijkl = (ij|W1|kl), (2.26)

constitute state transition rates (i = j,k = l) as well as couplings to coherences
(i 6= j and/or k 6= l).
With a more rigorous justification for Eq. (2.25) given in Sec. 2.7, we here

continue by stating its solution. Defining the combined kernel A1 = −iL + W1,
one finds

|ρ(t)) = exp(A1t)|ρ0). (2.27)

This general result shows that the time evolution of the open system in the Born-
Markov limit behaves purely exponential. Due to its importance for our work,
we devote the next subsection to a detailed discussion of this formula. Before
we come to this discussion, we point out that in the Born-Markov limit, one also
obtains formulas for the particle- and heat current into the reservoirs which are
simpler compared to their general expressions given in Eq. (2.22) and Eq. (2.23).
Namely, applying the scheme outlined from Eq. (2.24) to Eq. (2.27) to the general
expressions for the currents, Eq. (2.22) and Eq. (2.23), one finds

IrN(t)→ −(N |W r
1 |ρ(t)) , IrQ(t)→ (1|W r

1,E|ρ(t))− µrIN(t). (2.28)

The kernels W r
1 and W r

1,E are the leading order Γ, zero frequency Laplace trans-
forms of the reservoir resolved kernels introduced in equations (2.22) and (2.23).
Note that for the systems considered in this work, the energy current is in fact
conserved in the Born-Markov limit, as shown in App. B.2. This means that the
heat current into the reservoir is the heat current out of the open system:

IrQ(t) ≈ −(H − µrN |W r
1 |ρ(t)) (2.29)

Equations (2.27), (2.28) and (2.29) together form the basic tool set for all explicit
calculations carried out in paper I and II. To understand the physics these equa-
tions involve, it is particularly important to precisely interpret the exponential
form of |ρ(t)) according to Eq. (2.27). As we show below, this can be achieved in
the eigenmode expansion of the time evolution kernel A1.

2.6.2 Time scales, modes and amplitudes
To further analyze the reduced system dynamics in the Born-Markov limit, we
continue by expanding A1 entering the time evolution (2.27) in the biorthonormal
basis of its left- and right eigenvectors, ((x′|) and (|x)), corresponding to the
eigenvalues labeled as −γx. This yields

|ρ(t)) =
∑
x

(x′|ρ0)e−γxt|x). (2.30)
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Since the kernel A1 conserves probability for any physical system, (z′| = (1| is
always a left eigenvector of A1 to the eigenvalue γz = 0: (1|A• = tr[A•] = 0. This
also implies the existence of at least one right eigenvector |z) to the eigenvalue 0,
and suggests to split the expression for |ρ(t)) according to

|ρ(t)) = (1|ρ0)|z) +
∑
x 6=z

(x′|ρ0)e−γxt|x). (2.31)

For the models of interest here, in particular in the appended papers, the zero
eigenvector |z) is the unique trace normalized stationary state1:

lim
t→∞

|ρ(t)) = |z) , A1|z) = 0 , (1|z) = 1. (2.32)

Its prefactor in Eq. (2.31) equals (1|ρ0) = 1, since the initial state is also trace
normalized by assumption. This yields the important final result

|ρ(t)) = |z) +
∑
x6=z

(x′|ρ0) exp(−γxt) · |x). (2.33)

This relation generally describes the voltage-switch induced transient behavior of
the open quantum system in the Markovian, weak tunnel-coupling limit. Let us
in the following develop a detailed understanding of Eq. (2.33).
The reciprocal values of all the γx appearing in Eq. (2.30) yield the typical time

scales on which the system evolves. For the systems and observables of interest in
paper I and II, these rates γx can be considered as real positive numbers, γx > 0,
meaning that they represent decay rates governing the exponential relaxation of
|ρ(t)) to the stationary state |z) due to dissipation into the environment2.
For any rate γx, the corresponding left and right eigenvectors (x′| and |x) in the

expansion (2.33) determine how exactly the rate enters the relaxation dynamics.
The right eigenvectors are the decay modes |x). The basis elements of these
modes specify how a certain probability or coherence evolves in relation to all
other probabilities and/or coherences on the same specific time scale determined
by γx. The corresponding left eigenvectors (x′| are called amplitude covectors,
as the overlap (x′|ρ0) of these vectors (x′| with the initial state |ρ0) determines
how strongly the given time scale influences the entire time evolution |ρ(t)) of
the reduced system in comparison to all other time scales. In particular, the
amplitude vectors yield quantities that evolve exclusively on the corresponding

1More generally, the zero eigenvalue can be degenerate, meaning that the stationary state is
a linear combination of several eigenvectors. Furthermore, it is not strictly guaranteed that
the state is reached.

2The scales γx can in general have finite imaginary parts, Im(γx) 6= 0, that correspond to
oscillations of the state |ρ(t)). However, the real parts must in any case be non-negative, as
Re(γx) < 0 would imply an unphysical divergence of |ρ(t)) for t→∞.
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time scale γx, since biorthonormality dictates that

〈x′〉 (t) = (x′|ρ(t)) = (x′|ρ0)e−γxt. (2.34)

These quantities and the corresponding modes |x) are vital1 in understanding
which physical decay process is represented by which decay rate γx. The knowl-
edge and proper analysis of modes and amplitudes is thus very important, and in
fact the main motivation behind chapter 3.

2.6.3 Statistical interpretation of the reduced dynamics
To conclude this section, we now finish with a short discussion on the statistical
interpretation of the reduced system dynamics as predicted by the central relation
(2.33). Equation (2.34) shows that in order to experimentally access an individual
rate γx entering the reduced density operator, one has to measure the quantity
defined by the amplitude covector (x′|. However, apart from the question whether
it is technically feasible to measure this quantity, it is important to understand
how the predicted exponential behavior actually reflects in experimental data.
Let us consider the simple example of the experiment by Fève et al., previously
introduced in Fig. 1.2 in Sec. 1.2, and also in Fig. 2.2. In this experiment, the level-
spectrum of a quantum dot is gate-pulsed such that only one singly-occupied level
is lifted above the Fermi edge of a weakly coupled electronic reservoir. Under the
assumption that the dynamics of the dot are well approximated by the dynamics of
the occupation of only this single level, it was shown in [61, 75] that the deviation
of the particle number N from its stationary average Nz = (N |z) is represented
by a left eigenvector of the Born-Markov coupling kernel W1, (c′| = (N |−Nz(1|.
It thus decays exponentially at a single rate γc:

(c′|ρ(t)) = N(t)−Nz = (N0 −Nz)e−γct. (2.35)

Importantly, since the reduced density operator set up in Sec. 2.2 yields a prob-
abilistic description of the open system state, Eq. (2.35) is a statistical average
of the time-dependent particle number. As illustrated in Fig. 2.3(a) and experi-
mentally demonstrated in charge counting experiments [19, 20, 22, 24], a realtime
trace of the dot charge after a voltage switch does not show an exponential behav-
ior. Rather, one notices discrete steps of the charge number at variable times ∆t
after the switch, indicating electron tunneling events. Only the time-dependent
average over many such realtime traces exhibits the exponential behavior that is
predicted by the theory, as shown, e.g., by the ensemble averages determined in
the experiment by Fève et al. [Fig. 1.2].

1Unless there is only a single rate and only two states, for which the mode is trivially fixed by
its vanishing trace, and the amplitude is mostly irrelevant since there is no other mode to
which the influence on |ρ(t)) can be compared.
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Figure 2.3: (a) Time resolved excess occupation number N(t) of a quantum dot that
is weakly tunnel-coupled to its environment, and whose levels are rapidly shifted by
a voltage-switch as shown, e.g., in Fig. 1.2 or Fig. 2.2. Assuming that the switch
lifts only one singly-occupied level ε above the Fermi edge of the reservoir, a tunneling
process from this level into the environment is induced after a typical time 1/Γ given
by the coupling strength. The blue curves show, in a simplified way, typical time traces
of N(t) that would be obtained in charge counting experiments, such as the ones shown
in [17–20, 22, 24]. The red curve represents the time-dependent ensemble average as
predicted by the Born-Markov master equation (2.25). We assume repulsive Coulomb
interactions (U > 0) on the dot. (b) Time-dependent excess charge number N(t)
of a single, spin-degenerate level with (hypothetical) strong attractive interactions
(U < 0). The system is initially prepared in a highly unstable singly occupied state,
and the level is tuned to the point where it is equally probable for the dot to be empty
or doubly occupied, referred to as particle-hole symmetric point. At this level-position,
the system decays with equal probability to an empty or doubly occupied stable state,
and then continues to oscillate between zero and double occupation due to thermal
excitations (if T/U ∼ 1).

It might appear almost as an irrelevant side remark for the simple situation
reflected by Fig. 2.3(a), but this insight is in general important for the correct
interpretation of time evolution as predicted by the generalized master equation
(2.19). An example that seems unrealistic at first, but nevertheless turns out to be
relevant for this work, is a single-level spin-degenerate quantum dot with strong
local electron-electron attraction. For this so-called attractive Anderson model, it
is known [124] that the singly occupied state is highly unstable, and thus always
decays. However, if the dot level is set to the point where the system is equally
likely in the empty or doubly occupied state – the particle-hole symmetric point –
the time-dependent state constantly oscillates between zero and double occupation
due to thermal fluctuations. In particular, since both states are assumed with
equal probability, the ensemble average of the charge number as obtained from
the theory presented above would not decay at all in this case, even though the
measured occupation would change in every single instance, see Fig. 2.3(b).
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2.7 Time evolution beyond the Born-Markov
approximation

In chapter 3, the problem of physically interpreting the rates, modes and ampli-
tudes determining the time evolution of open systems is approached by a theory
that holds also for non-Markovian dynamics and strong tunnel couplings. An
understanding of this theory therefore requires a basic overview of the formal, yet
exact solution to the generalized master equation (2.19). Consequently, we finish
this chapter by discussing time evolution in this general case.
The generalized master equation is, mathematically speaking, an integro differ-

ential equation with an integral constituting a convolution in time on finite sup-
port. Such equations can be solved exactly in the Fourier-Laplace space. Defining
the Fourier-Laplace transform |ρ(ω)) = ∫∞

0 dteiωt|ρ(t)), and assuming Im(ω) ≥ 0
for this transform to converge, the master equation yields

− iω|ρ(ω))− |ρ0) = [−iL+W (ω)] |ρ(ω)) , W (ω) =
∫ ∞

0
dteiωtW(t), (2.36)

with the initial state written as |ρ0) = |ρ(t = 0)). From this immediately follows

|ρ(ω)) = Π(ω)|ρ0) , Π(ω) = i
ω − iA(ω) , A(ω) = −iL+W (ω), (2.37)

where we have again defined the now frequency-dependent combined kernel A(ω),
in analogy to how the Born-Markov kernel is defined in Eq. (2.27). The inverse
transform of the Fourier-Laplace transform yields the solution to |ρ(t)) for t > 0.
Formally, we obtain

|ρ(t)) = Π(t)|ρ0) , Π(t) = 1
2π

∫ ∞
−∞

dωe−i(ω+iη)tΠ(ω + iη)

= −1
2πi

∫ ∞
−∞

dωe−i(ω+iη)t 1
ω + iη − iA(ω + iη) , η > 0,

(2.38)

where η > 0 is a real positive, but otherwise freely selectable constant that ensures
that the integral path lies in the region of convergence for the Fourier-Laplace
transform of the density operator, |ρ(ω)), see Fig. 2.4. To carry out the integral
in Eq. (2.38), we first set η = 0+ and then expand the kernel superoperator A(ω)
in terms of its frequency-dependent eigenvalues −γx(ω) and corresponding left-
and right eigenvectors, (x′(ω)| and |x(ω)). This leads to

|ρ(t)) = −1
2πi

∑
x

∫ ∞
−∞

dω(x′(ω+ i0+)|ρ0)e−iωt 1
ω + iγx(ω) + i0+

|x(ω+ i0+)). (2.39)

Importantly, Eq. (2.39) clarifies the difference between the Born-Markov ap-
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Figure 2.4: Carrying out the frequency integral in Eq. (2.38) by closing the inte-
gral contour (blue) in the lower half of the complex plane, both in the Born-Markov
approximation (a) in which the combined kernel A(ω) = −iL + W (ω) is taken at
zero imaginary frequency, A(ω = i0+), as well for the exact case (b). The crosses
mark the poles of the resolvent in both cases. Compared to the Born-Markov case, the
poles are modified in the exact case, and additional poles may appear. Additionally,
the exact kernel A(ω) might have branch cuts around which one has to integrate, as
illustrated by the black dashed lines in (b).

proximation and the exact solution to the generalized master equation (2.19),
thereby further justifying the Markovian treatment, and consequently the Born
approximation, if the coupling is weak: Γ� T . Namely, we notice that the time
broadening of A(t) by the memory time ∆t ∼ β = 1/T corresponds to a frequency
distribution A(ω) with typical broadening on the order of ∆ω ∼ T � Γ. In other
words, A(ω) deviates from its zero frequency value only for frequencies and rates
much higher than the ones given by the tunnel couplings. Therefore, as long as
we do not probe |ρ(t)) for times on the order of the memory time ∆t after the
initial switch at time t0, we can approximate A(ω) by its value at zero imaginary
frequency, A(i0+), and expand it only up to the first order in the couplings Γ.
This then yields the Born-Markov result |ρ(t)) = eA1t|ρ0): since all frequency
dependence of the eigenvectors and eigenvalues is neglected, and the poles of the
resolvents in Eq. (2.39) are hence simply given by −iγx, the integral can easily be
carried out by closing the contour in the lower complex plane, and by using the
Cauchy residue theorem [Fig. 2.4(a)].
However, if we study a regime in which we need to account for the frequency

dependence of the eigenvalues −γx(ω), the poles of the resolvents do not anymore
equal −iγx, but are instead given by the frequency roots of ω+iγx(ω). Since there
can be multiple roots for each γx(ω), this not only means that the reciprocal time
scales γx that are captured by the Born-Markov approximation are modified. In
fact, it also implies that there are further decay rates as well as oscillation fre-
quencies which do not even appear at all in the Born-Markov description. This
purely non-Markovian behavior is related to memory effects in the environment,
and can thus play an important role for |ρ(t)) for times after the switch which
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are small compared to the memory time ∼ 1/T [26]. Furthermore, γx(ω) and
the corresponding eigenvectors do not necessarily have to be analytic functions
of ω except for isolated poles; additionally, they could also have branch cuts [27].
As illustrated in Fig. 2.4(b), using the residue theorem to evaluate the frequency
integral in Eq. (2.39) then requires to modify the closed integral contour such that
none of these non-analytic regions is encircled by the integral contour. This mod-
ification typically leads to algebraically decaying pre-exponential factors as well
as completely non-exponential behavior [27–29, 32–34], both also not predicted
by the Born-Markov solution Eq. (2.33).
Nevertheless, it is important to note that despite the frequency dependence, the

general result Eq. (2.39) is in many respects still very similar to what we have
obtained in Eq. (2.33) within the Born-Markov limit. In particular, the right
eigenvectors |x) still represent modes of the time evolution which determine how
the different probabilities and coherences in |ρ(t)) evolve relatively to each other;
and the overlaps (x′|ρ0) of the left eigenvectors with the initial state still determine
how the different modes contribute relatively to each other. This emphasizes that
a proper physical interpretation of modes and amplitudes is not only vital in
understanding |ρ(t)) for the systems of interest here – weakly tunnel-coupled
systems in the Born-Markov limit. In fact, it is also important for much more
general cases, including non-Markovian dynamics in the strong coupling regime.





3 The fermion-parity duality
We have concluded in the previous chapter that a proper physical understanding of
transient open system dynamics requires knowledge and physical interpretations
for the modes and amplitudes in the eigenmode expansion of the time propagator
Π(t), both in the Born-Markov limit [Eq. (2.33)] as well as in the general non-
Markovian case. In this chapter, we present a theoretical approach to this problem
which is motivated by a fundamental aspect of the time evolution in open quantum
systems: its nonunitarity. To illustrate this point, we start by reviewing how
unitarity facilitates the interpretation of the dynamics in closed quantum systems.

3.1 Time scales, modes and amplitudes in closed
and open systems

Let us consider a closed system described by the Hamiltonian H. According to
the principles of quantum mechanics, the density operator |ρ(t)) of this system
evolves from some initial state |ρ0) at time t0 = 0 according to the Liouville-von-
Neumann equation:

|ρ(t)) = e−iLt|ρ0). (3.1)

In other words, the Liouvillian L• = [H, •] forms the time evolution kernel of the
system. The right eigenvectors of this kernel – the modes – are constructed from
the many-body energy eigenstates |Ei〉 of H with energy Ei:

L|Eij) = [H, |Ei〉〈Ej|] = (Ei − Ej)|Eij) , |Eij) = |Ei〉〈Ej|. (3.2)

Importantly, the time evolution in Eq. (3.1) must, again by the principles of quan-
tum mechanics, be unitary. This is guaranteed by the hermiticity of the Liou-
villian with respect to the Hilbert Schmidt scalar product on the Liouville space1:
L† = L. This ensures that the energy differences Ei − Ej are real eigenvalues of
the Liouvillian, and also dictates that the left eigenvectors of L – the amplitude
covectors – are simply adjoint to the modes given by the right eigenvectors:

(Eij|L• = Tr
[
(|Ei〉〈Ej|)† [H, •]

]
= Tr [[|Ej〉〈Ei|, H]•] = (Ei − Ej)(Eij| • . (3.3)

1With respect to the Hilbert space scalar product 〈x| . . . |y〉, the Liouvillian (L•)† = −L(•)† is
in fact anti-hermitian.

33
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The eigenmode expansion of the time evolution operator e−iLt therefore simply
yields

|ρ(t)) =
∑
ij

[
|Eij)e−i(Ei−Ej)t(Eij|

]
|ρ0) =

∑
ij

(Eij|ρ0) exp(−i(Ei − Ej)t) · |Eij).

(3.4)
In this expression, every ingredient has a clear physical meaning. The mode
|Eij) = |Ei〉〈Ej| is the operator representation of either the energy eigenstate
|Ei〉 (i = j), or of a coherent superposition between two eigenstates |Ei〉 6= |Ej〉.
The energy differences Ei −Ej are the frequencies at which the system oscillates
between the corresponding energy eigenstates if it is in a coherent superposition.
Finally, the overlap of the amplitude covectors (Eij| with the initial state sim-
ply equals a product of two many-particle wave function overlaps: (Eii|ρ0) =
|〈Ei|ρ0〉|2 for the eigenstate probabilities, and (Eij|ρ0) = 〈Ei|ρ0〉〈ρ0|Ej〉 for the
coherent superpositions. This means that the relative contribution of every energy
eigenstate |Ei〉 to the full time evolution is determined by how much the initial
state ρ0 can be represented in terms of this specific eigenstate. In particular,
|ρ(t)) does not evolve further if the initial state is already an energy eigenstate,
|ρ0) = |Eii) = |Ei〉〈Ei|.
Let us contrast these results to the discussion for open systems in Sec. 2.6.2,

where the local system H couples to the environment HR via tunneling HT. In
this case, Eq. (3.4) generalizes to the Born-Markov result written in Eq. (2.33):

|ρ(t)) = eA1t|ρ0) =
∑
x

(x′|ρ0) exp(−γxt) · |x), (3.5)

where A1 = −iL + W1(i0) is the previously introduced, combined time evolu-
tion kernel, sometimes referred to as effective Liouvillian. Since the open system
dissipates energy into the environment, its time evolution is nonunitary, mean-
ing in particular that the kernel A1 is nonhermitian. As a first consequence, the
eigenvalues −γx can have both a non-zero imaginary and real part, where the
latter constitutes a relaxation rate entering the exponential decay of |ρ(t)) due to
dissipation.
The second difference to closed systems is that the modes |x) and the amplitudes

(x′| which correspond to the rates γx are not anymore adjoint to each other
with respect to the Hilbert Schmidt product: (x′| 6= [|x)]†. Already as a mere
consequence of orthogonality to the zero amplitude (1|, no mode |x) with γx 6= 0
can have a simple physical state interpretation such as in closed systems, since the
trace (1|x) = 0 is not normalized to 1. However, given that one is indeed able to
physically interpret the form of the mode |x), this nevertheless does not tell much
about the amplitude (x′| and the overlap (x′|ρ0), as there is no obvious physical1
connection to the mode. Likewise, if a certain amplitude (y′| is understood, there

1By basic linear algebra, the basis expansion coefficient matrix of all amplitudes is mathemat-
ically related to the expansion coefficient matrix for the modes by matrix inversion.
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is no systematic and physically insightful relation to interpret the corresponding
mode |y). The aim of this chapter and the more general part of paper II is to shed
a new light onto this problem. Namely, we discuss a non-trivial, yet insightful
duality relation between modes and amplitudes that applies to a very large class
of open fermionic many-body systems. This duality and its implications form
the core of all subsequent analyses of the dynamics for the specific single-level
quantum dot system treated in chapter 4 and paper II.

3.2 Mode-amplitude duality for open fermionic
systems

The duality (Eij| = [|Eij)]† between modes and amplitudes in closed systems via
the adjoint is induced by the hermiticity of the time evolution kernel, given by the
Liouvillian L. This suggests that in order to find a mode-amplitude duality for
open systems, one has to find a generalization of hermiticity for the open system
kernel A(ω) = −iL+W (ω) [Eq. (2.37)], and in particular, for the coupling W (ω).
A detailed derivation given in paper II shows that this is indeed possible for any
fermionic open system governed by the Hamiltonian set up in Sec. 2.1, given
that the system can be described in the so-called wide-band limit. In this limit,
the tunneling constant [Eq. (2.5)] can be approximated as energy independent,
Γijj′(E) → Γijj′, since the bandwidth is assumed to be much larger than the
typical energy splitting in the open system. With this approximation, it follows
as a mere consequence of the fermion-parity superselection principle1 [77–80] that
the frequency-dependent time evolution kernel A(ω) = −iL + W (ω) introduced
in Sec. 2.7 obeys2

A(ω;L,LT, {µr}) = −Γ + PA†(ω̄; L̄, L̄T, {µ̄r})P . (3.6)

This relation generalizes hermiticity for closed systems, L† = L, to any open
system that belongs to the large class of systems defined by the general model set
up in Sec. 2.1, given energy independent but otherwise arbitrarily strong tunnel
couplings. Next to the adjoint, Eq. (3.6) involves the following

1The fermion-parity superselection principle prohibits any physical quantum state to be in a
quantum superposition of a many-body state with an even fermion number, and another
many-body state with an odd fermion number.

2Paper II in fact shows this relation only for the coupling W , but since L† = L, [P, L] = 0
and thus (−iL) = P(−i(−L))†P, the relation trivially extends to the combined kernel A =
−iL+W .
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three additional operations:

1. A shift by the real non-negative constant Γ, defined as the lumped sum over
all assumingly energy independent coupling constants Γijj with two equal
multi-indices j for the single-particle states of the open system:

Γ =
∑
ij

Γijj = 2π
∑
ijk
δ(E − εi(k)) · |τkij|2 ≥ 0. (3.7)

2. Left multiplication by the fermion-parity operator of the open system, P• =
(−1)N• = eiπN•. The total occupation number operator N = ∑

j Nj =∑
j d
†
jdj is the sum of all occupation number operators Nj for the single-

particle states |j〉 defining the open system.

3. A transformation to a dual model, defined in terms of

inverted energy signs in the open system, L̄ = −L,
inverted signs for the chemical potentials, µ̄r = −µr,

“Wick rotated” couplings, L̄T = iLT,

the same reservoir dynamics and temperatures, HR and Tr. (3.8)

In Eq. (3.6), the kernel A(ω̄; L̄, L̄T, {µ̄r}) of this dual model is evaluated
at the dual frequency ω̄ = iΓ − ω∗, with the complex-conjugated Laplace
frequency ω∗.

As we now explain, Eq. (3.6) elucidates the physical relation between modes and
amplitudes for open systems. The kernel A(ω;L,LT, {µr}) contains, according to
its perturbation expansion [27, 62, 76, 116, 117], only even orders in the tunneling
Liouvillian LT, and can thus be written as a function of the coupling constants
Γijj′ [Eq. (2.5)]. Consequently, the imaginary unit in the dual coupling L̄T =
iLT effectively leads to an inversion of the signs of all these coupling constant:
Γijj′ → −Γijj′. Altogether, this means that the dual kernel can be constructed
entirely by applying a sequence of parameter substitutions to the kernel of interest
A(ω;L,LT, {µr}) before evaluating it at the dual frequency ω̄ = iΓ − ω∗: an
inversion of the signs of all energies entering the local dynamics L as well as all
chemical potentials µr, and a parameter substitution that inverts the signs of all
couplings Γijj′. Denoting these substitutions as the operator I, we can rewrite
the relation (3.6) as

A(ω;L,LT, {µr}) = −Γ + PIA†(ω̄;L,LT, {µr})IP . (3.9)

Note carefully that by definition, I does not act on iΓ in the dual frequency
argument ω̄. We furthermore stress that due to the overall shift by−Γ in Eq. (3.9),
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the inversion of all signs of the couplings on the r.h.s. of (3.9) does not lead to an
exponential divergence in the time domain.
Importantly, the relation (3.9) non-trivially cross-links modes and amplitudes

for different eigenvalues via the fermion-parity (−1)N and the dual model (3.8).
Namely, let us assume that we know a frequency-dependent mode |x(ω)) with
A|x(ω)) = −γx(ω)|x(ω)) on a parameter and frequency space containing both
the values of interest, {εj}, {µr}, {Γijj′}, ω, . . . , as well as their dual counterparts
{−εj}, {−µr}, {−Γijj′}, iΓ − ω∗, . . . . Then, by applying (x̄(ω̄)|P with x̄ = Ix
from the left to Eq. (3.9), one obtains

(x̄(ω̄)|PA(ω;L,LT, {µr}) = −Γ(x̄(ω̄)|P + (x̄(ω̄)|PPIA†(ω̄;L,LT, {µr})IP
= −Γ(x̄(ω̄)|P + I

[
(x(ω̄)|A†(ω̄;L,LT, {µr})

]
IP

= −Γ(x̄(ω̄)|P + I
[
A(ω̄;L,LT, {µr})|x(ω̄))

]†
IP

= −Γ(x̄(ω̄)|P − I [γx(ω̄)|x(ω̄))]† IP
= −

[
Γ + (γ̄x(ω̄))∗

]
(x̄(ω̄)|P , (3.10)

where γ̄ = Iγ. We can proceed analogously if we know an amplitude (x′(ω)|.
Together, this leads to the frequency-dependent mode-amplitude duality

A(ω)|x(ω)) = −γx(ω)|x(ω)) ⇒ (y′(ω)|A(ω) = −γy(ω)(y′(ω)|
(x′(ω)|A(ω) = −γx(ω)(x′(ω)| ⇒ A(ω)|y(ω)) = −γy(ω)|y(ω))

(y′(ω)| = (x̄(iΓ− ω∗)|P |y(ω)) = P|x̄′(iΓ− ω∗))
γy(ω) = Γ+ (γ̄x(iΓ− ω∗))∗ . (3.11)

Once a frequency-dependent eigenvalue and its mode or its amplitude are known
and physically understood, the relations (3.11) provide a systematic starting point
to calculate and interpret another eigenvalue and its amplitude or mode. In par-
ticular, (3.11) imposes restrictions on the degrees of freedom in the time evolution
|ρ(t)), and these restrictions have, as we show and explain in detail in the following
sections, at least the following two general consequences:

1. The inverted sign of all energies in the local Liouvillian L in the dual model
in particular leads to an inversion of the Liouvillian describing local interac-
tions, Lint• = [H int, •] → −Lint• [Eq. (2.1)]. This dictates, on very general
grounds via the duality (3.11), that the time evolution |ρ(t)) of open systems
with repulsive local fermionic interactions exhibits signatures of fermion at-
traction, either via the mode or the amplitude corresponding to any eigen-
value −γx.

2. As a mere consequence of the fundamental requirement of probability con-
servation and Eq. (3.11), the fermion-parity operator |(−1)N) is always a
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mode of both W (ω) and A(ω). Its eigenvalue is solely determined by the
lumped sum of couplings −Γ [Eq. (3.7)]. If the open system consists of
m ∈ N single-particle states, this mode only influences the time evolution
of m-particle observables (O†m|ρ(t)), therefore reflecting non-trivial many-
particle effects.

For weakly tunnel-coupled systems in the Born-Markov limit, which includes
the quantum dot systems of interest in paper I and II, the duality (3.11) be-
comes particularly insightful. Namely, expanding both sides of Eq. (3.9) up to
the linear order in the coupling constants Γijj′ and evaluating the result at zero fre-
quency1, we obtain a duality for the modes |x) and amplitude covectors (x′| that
directly enter the Born-Markov expression for |ρ(t)) written in the time domain
in Eq. (2.33):

(x′|A1 = −γx(x′|⇒ A1|y) = −γy|y) , |y) = P|x̄′),
A1|x) = −γx|x)⇒ (y′|A1 = −γy(y′| , (y′| = (x̄|P

γy = Γ + γ̄∗x, (3.12)

where A1 = −iL + W1 is the zero-frequency Born-Markov kernel introduced in
Sec. 2.6.1 Eq. (2.27). The important additional implications of the duality (3.12)
are that

• the decay rate Γ corresponding to the fermion-parity mode |(−1)N) is the
largest decay rate of the system of interest, namely, Γ ≥ Re(γx) ≥ 0 for all
decay modes |x), as argued in the supplementary material to paper II,

• the physical properties of the dual model with inverted interactions can
possibly be directly visible in the time-dependent quantity that is determined
by the amplitude covector [Eq. (2.34)], (x′|ρ(t)), and that decays at the single
rate γx.

The general duality relation (3.11) in the frequency domain and the Born-Markov
mode-amplitude duality (3.12) are the central relations of this thesis. Their above
stated main consequences – the general existence of the fermion-parity mode and
the influence of inverted interactions – are to be explained in more detail in the
following. In chapter 4 and paper II, these consequences are furthermore illus-
trated in a concrete physical context for a single-level spin-degenerate quantum
dot in the weak coupling regime.

1More precisely, we expand both sides of Eq. (3.9) in the two dimensionless variables Γijj′/T
and ω/T around Γijj′/T = 0, ω/T = i0, and only consider the constant part which still scales
linearly in the couplings Γijj′ !
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3.3 The fermion-parity mode
As already mentioned in the discussion of the generalized master equation (2.19),
the conservation of total probability in |ρ(t)) implies that the integral kernelW(t)
entering Eq. (2.19) is traceless. In other words, (1| always constitutes the zero
left eigenvector of the kernel, both in the time domain but in particular also in the
frequency domain: (1|W (ω) = 0 for arbitrary frequencies ω and for any model
parameter choice. Together with (1|L• = 0, this also implies the vanishing trace
of the combined kernel, (1|A(ω) = −i(1|L + (1|W (ω) = 0. Using the duality as
written in Eq. (3.11), this immediately gives the important result

W (ω)|(−1)N) = A(ω)|(−1)N) = −Γ|(−1)N) . (3.13)

For a weakly tunnel-coupled single-level quantum dot, this mode and its corre-
sponding rate Γ given by the lumped sum of couplings (3.7) was first noted in [61];
its general existence even for non-Markovian dynamics was shown in [62, 76]. Here
and in paper II, it is revealed that both the mode |(−1)N) and the parameter-
independent rate Γ are in fact completely determined by probability conservation,
via the duality relation (3.6) based on the fermion-parity superselection principle
and the wide-band limit.
To get a first impression of how this affects the time evolution |ρ(t)), we apply

Eq. (3.13) to the general frequency-dependent eigenmode expansion of |ρ(t)) given
in Eq. (2.39), and obtain

|ρ(t)) = ap · e−Γt|(−1)N) + |ρrest(t)), (3.14)

where ap is the amplitude of the parity mode which we discuss in more detail in
Sec. 3.4, and |ρrest(t)) is the part of the density operator that does not depend on
the parity mode. In other words, the fermion-parity yields a completely Markovian
contribution that is characterized by a simple exponential decay at the parity rate
Γ > 0 – a surprising result given the general complexity of |ρ(t)).
To understand which time-dependent physical observable can in principle be

influenced by the parity rate Γ, we realize from Eq. (3.14) that the parity mode
enters an expectation value 〈O〉(t) = (O†|ρ(t)) whenever the observable operator
O obeys (O†|(−1)N) 6= 0. As shown in App. C, this requires that O must be
linearly dependent on the product of all occupation number operators Nj of single-
particle states |j〉 defining the open system:

O
!= α ·

∏
j

Nj +Orest , α ∈ R 6=0, (3.15)

with the remaining part Orest defined to be linear independent of ∏j Nj. Equation
(3.15) has two main implications:
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• In an open system comprised of m ∈ N single-particle states |j〉, the m-
particle fermion-parity mode |(−1)N) and its rate Γ only influencem-particle
observables, namely those which are linearly dependent on the product∏
j Nj measuring full occupation by m particles. This implies that the time-

dependent expectation value of any observable for a subsystem of the open
system, such as the occupation Nj of a specific single-particle state |j〉, is not
influenced by the fermion-parity mode. A typical example is the setup dis-
cussed in paper I, in which a quantum dot and another sensor quantum dot
form two subsystems of one big open system. In this case, the fermion-parity
mode associated with the full open system combining the two subsystems
does not affect any observables localized on the dot to be measured or on
the sensor dot.

• The fermion-parity mode |(−1)N) does not affect off-diagonal elements of
|ρ(t)) written in the occupation number basis for the single-particle states of
the open system |j〉. Hence, if the occupation number states are eigenstates
of the local many-body Hamiltonian H, which is the case for the specific
setups studied in paper I and II, the parity mode is not at all seen in the
decay of the coherences.

For the nanoscale capacitors of interest here [8, 51–59, 61, 75, 107, 108], the
typical level splitting ∆ε is at least on the order of the typical potential bias ∆µ =
µr − µr′ in the environment, ∆ε & ∆µ. Hence, the open system and its dynamics
|ρ(t)) can effectively be described by the occupations of only a small number of
single-particle states with energies close to the Fermi edge, and the parity mode
consequently becomes important already for few-particle observables. This is in
particular true for the time-resolved heat current out of the spin-degenerate single-
level quantum dot discussed in paper II and chapter 4. For this system, the parity
mode is even the dominant relaxation mode for the dissipation of the two-particle
Coulomb interaction energy. Moreover, as discussed in paper I and chapter 5,
the parity rate Γ can in principle even be measured by single-particle observables
if the corresponding open system is capacitively coupled to another open system
acting as a measurement device.
Interestingly, paper I also shows that the influence of capacitive measurement

backaction on the parity rate associated only with the measured single-level dot is
relatively weak compared to the effect on all the other decay rates governing the
dynamics of the probed system. This observation can be better explained once
we clarify which decay process is represented by the parity mode, and which is
so little influenced by the measurement. To understand this in more detail, we
now end this chapter by analyzing the amplitude covector of the parity mode. As
we will see, this closely connects to the influence of inverted interactions as the
above mentioned, second main consequence of the duality relation (3.11) next to
the general existence of the parity mode |(−1)N).
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3.4 The amplitude of the fermion-parity mode

In Sec. 2.6 and, more generally, in Sec. 2.7, we have shown that the amplitudes
to the given decay modes entering |ρ(t)) determine how strongly the modes con-
tribute to the time evolution for a given initial state |ρ0). Thereby, the amplitudes
directly relate to the actual physical decay processes that are reflected by the re-
spective modes. In particular, for weakly tunnel-coupled systems which are at
focus here, we have pointed out in Sec. 2.6.2 that the amplitude covectors (x′|
yield quantities that evolve exponentially on a single time scale [Eq. (2.34)]. The
following section analyzes the amplitude corresponding to the fermion-parity mode
|(−1)N) in order to reveal more about the decay process which is represented by
this mode and its rate Γ.

3.4.1 The parity amplitude covector

We start by deriving the parity amplitude covector from the duality relation (3.11).
Since (1| is a left zero eigenvector of the frequency-dependent kernel A(ω), there
exists a single, possibly frequency-dependent, corresponding right zero eigenvector
|z(ω)) that is trace normalized1, (1|z(ω)) = 1. Applying the mode-amplitude
duality (3.11) to this mode, we obtain an amplitude covector to the rate Γ:

(p′(ω)|A(ω) = −Γ(p′(ω)| , (p′(ω)| = (z̄(iΓ− ω∗)(−1)N | , z̄ = Iz. (3.16)

This vector is, by construction, the single covector normalized to the fermion-
parity operator 2, (p′(ω)|(−1)N) = 1, and hence the frequency-dependent am-
plitude covector corresponding to the parity mode |(−1)N). With this insight,
we can use the general frequency-dependent eigenmode expansion (2.39) of |ρ(t))
and the Cauchy residue theorem to rewrite the contribution of the parity decay

1In general, there can be several left and right eigenvectors of A(ω) to the eigenvalue 0, but
the subspace of right zero eigenvectors can always be spanned by a single vector |z(ω)) with
(1|z(ω)) = 1 and other eigenvectors obeying (1|zj(ω)) = 0. The corresponding subspace of
left eigenvectors is then analogously spanned by (1| and further left zero eigenvectors with
(z′j(ω)|z(ω)) = 0.

2We use that |z(ω)) is, by construction (see previous footnote), the only trace normal-
ized zero right eigenvector for any value of the system parameters and the frequency
ω, including the ones for the dual model obtained from the parameter substitution I:
1 = (1|z̄(iΓ − ω∗))∗ = (z̄(iΓ − ω∗)|1) = (p′(ω)|(−1)N). In particular, since any other
right zero eigenvector obeys (1|zj(ω)) = 0 = (zj(ω)|1) for any parameter and frequency
value, the corresponding covector obtained from the duality is orthogonal to the parity
mode: (z̄j(iΓ− ω∗)(−1)N |(−1)N) = (z̄j(iΓ− ω∗)|1) = 0.
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mode to the reduced density operator shown in Eq. (3.14):

|ρ(t)) = −1
2πi

∫ ∞
−∞

dω (1|ρ0)︸ ︷︷ ︸
=1

e−iωt 1
ω + i0+

|z(ω + i0+))

+ −1
2πi

∫ ∞
−∞

dω(p′(ω + i0+)|ρ0)e−iωt 1
ω + iΓ + i0+

|(−1)N)

+ . . . (3.17)
= |z(ω = −i0+ + i0+)) + (z̄(ω = iΓ− (−iΓ)∗)|ρ0) · e−Γt|(−1)N) + |ρrest(t))
= |z(i0)) + (z̄(i0)(−1)N |ρ0) · e−Γt|(−1)N) + |ρrest(t)), (3.18)

where |ρrest(t)) here includes the contributions from all other modes, that is,
|x(ω)) 6= |z(ω)) and |x(ω)) 6= |(−1)N), and also any algebraically decaying
term that could possibly emerge from the frequency integrals in Eq. (3.17). This
means that we have identified the amplitude ap of the parity mode introduced in
Eq. (3.14) as the overlap of the following two vectors: the trace normalized zero
right eigenvector of the zero-frequency kernel Ā(i0) for the dual model (3.8), and
the initial state ρ0 multiplied by the fermion-parity operator (−1)N :

ap = (zi|(−1)N |ρ0) , |zi) = |z̄(i0)) , z̄ = Iz . (3.19)

This expression for ap generally holds for any fermionic system belonging to the
class of models set up in Sec. 2.1, even without any approximation except for
energy-independent couplings Γijj′. However, its physical meaning is particularly
clear for the weakly tunnel-coupled (Γ � T ), dissipative quantum dot systems
with strong local Coulomb repulsion (U � T ) we are interested in, most impor-
tantly the ones studied in the two appended papers. In these cases, |z) = |z(i0))
represents the unique stationary state |z) = limt→∞ |ρ(t)) in the Born-Markov
limit, and |zi) consequently becomes the stationary state 1 of the respective dual
model. This state is also denoted as the inverted stationary state, since it is de-
termined with respect to inverted local energies L → −L and inverted chemical
potentials {µr} → {−µr}, see Fig. 3.1. As we now discuss, the key to a physi-
cal interpretation of the parity mode for weakly coupled open systems lies in the
properties of this inverted stationary state |zi).

1We assume that the parameter substitution I generating the dual model does not map |z) into
any unphysical regime. This particularly relies on the shift by the lumped sum of couplings
Γ in the mode-amplitude duality (3.12).
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Figure 3.1: Illustration of how the duality relation (3.12) links the system of interest
(blue) to the dual model with an inverted spectrum (red), resulting in a particle-hole
transformed and interaction inverted dual stationary state. The shown example system
is a spin-degenerate single-level quantum dot, characterized by the level position ε
and local interaction strength U , which is tunnel-coupled to a reservoir with chemical
potential µ.

3.4.2 The stationary state of the dual model
The first step to a better understanding of the parity mode for weakly tunnel-
coupled systems is, as we see further below, to realize that in the Born-Markov
limit, |zi) is a valid physical density operator. Thus, we start this subsection by
summarizing the formal properties of the vector |zi) = |z̄) = |Iz) which verify
this. We find: (1) zi = z†i is hermitian because the stationary state operator z is
hermitian by assumption, and because the parameter substitution I does not in-
volve any complex conjugation. (2) |zi) is trace normalized by biorthonormality of
the parity amplitude covector (zi(−1)N | [Eq. (3.16)] to the fermion-parity mode,
dictating that 1 != (zi(−1)N |(−1)N) = (zi|1) = (1|zi) = Tr [zi]. (3) Finally, as
argued in the supplementary material to paper II for an open system with a finite
amount of single-particle states and reservoirs in the wide-band limit, the mere
parameter substitution I does not map the assumingly positive stationary state
|z) into an unphysical regime with negative probabilities. Consequently, zi = Iz
also has positive probabilities, and is thus a valid density operator. Together with
Ā1|zi) = 0 for the dual Born-Markov kernel Ā1, this confirms that |zi) is indeed
the density operator that represents the stationary state of the dual model.
Next, let us explain the physical properties of the inverted stationary state |zi).

As illustrated by Fig. 3.1, this state is obtained from the stationary state |z) of
the open system of interest by inverting all single-particle potentials, (εj − µr)→
−(εj − µr), and all interaction energies, U → −U , after the initial switch which
induces the time evolution |ρ(t)), see Sec. 2.3. The inversion of the single-particle
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energies in |zi) has the simple effect of particle-hole transforming the occupations
in the stationary state |z), since the reservoir occupations are antisymmetric with
respect to the chemical potentials µr. The inverted sign of the interactions gen-
erally leads to additional, and less straightforwardly interpretable effects. Never-
theless, for spinful fermions and strong local Coulomb repulsion, we can already
identify one important consequence of the interaction inversion. Namely, for typ-
ical Coulomb energies U much larger than the typical temperature T and the
Zeeman splitting due to any external magnetic field B, it is clear that the strong
attraction in the dual model generally forces the dual fermionic (quasi-)particle
occupation number to be an even number. The reason is that fermionic levels for
non-zero spin always have an even number of Zeeman splittings or degeneracies,
and an occupation of one such level immediately attracts more fermions that fill
the remaining levels if the interaction is strongly attractive. This means that the
inverted stationary state becomes, up to corrections ∼ max(B, T )/U , a mixed
state in the even parity sector: (−1)N |zi) ≈ |zi). This is, as we now show, a
second key insight for a better understanding of the parity mode.

3.4.3 The decay process represented by the parity mode
With the main properties of the inverted stationary state |zi) pointed out, we can
finally discuss the relevance of the parity mode and its rate Γ for the dynamics
of the class of open systems considered in paper I and II: weakly tunnel-coupled
(Γ� T ) spinful1 multi-level sites with strong local repulsive Coulomb interactions
(U � T ). First of all, the fact that |zi) is a physical state density operator
implies that the parity amplitude ap = (zi(−1)N |ρ0) at which the mode |(−1)N)
contributes to |ρ(t)) [Eq. (2.33)] for a given initial state |ρ0) lies in the interval

− 1 ≤ ap = (zi(−1)N |ρ0) ≤ 1. (3.20)

Using zi = z†i , from which follows (zi(−1)N |ρ) ∈ R, and the mixed state property
0 < (zi|zi), (ρ0|ρ0) ≤ 1, the relation (3.20) readily follows from the Cauchy-
Schwartz inequality applied to

∣∣∣(zi(−1)N |ρ0)
∣∣∣2. This relation is important when-

ever one is interested in the relative influence of the parity mode on a certain
observable, as Eq. (3.20) imposes a restriction on this influence. We use this
result in paper II when evaluating the relevance of the parity mode for the time-
dependent heat current out a single-level quantum dot.
Next, to explain exactly which decay process is reflected by the parity mode

|(−1)N) and its rate, we consider the time-dependent average (zi(−1)N |ρ(t)) of
the quantity defined by the parity amplitude covector (zi(−1)N |, as this average

1For the analytical treatment, paper I assumes a spinless detector level. However, we also show
numerical results for the more realistic case of a spin-degenerate detector with strong local
repulsion.
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decays exclusively at the parity rate Γ [Eq. (2.34)]. Using the dual state property
(−1)N |zi) ≈ |zi) previously deduced for open systems with strongly repulsive
Coulomb interactions, we see that the parity amplitude ap = (zi(−1)N |ρ0) be-
comes a mixed state overlap between the inverted stationary state and the initial
state; the quantity that decays exclusively at the parity rate Γ likewise becomes
the overlap between |zi) and the time-dependent system state |ρ(t)):

ap ≈ (zi|ρ0) , (zi(−1)N |ρ(t)) ≈ (zi|ρ(t)) ≈ (zi|ρ0)e−Γt ∀U � T,B. (3.21)

From a fundamental point of view, this relation is interesting because the interpre-
tation of an amplitude as a state overlap is completely analogous to closed system
dynamics, see Sec. 3.1. More practically, Eq. (3.21) provides a more concrete
understanding of the fermion-parity mode:

Given that |ρ0) has a finite overlap with |zi) in the even parity sector –
such that ap > 0 and the mode is excited – the fermion-parity mode and
the rate Γ essentially represent the time-dependent effect of the first of
several tunneling processes induced by the initial switch, as this process
drives |ρ(t)) to the odd parity sector in which (zi|ρ0)e−Γt = (zi|ρ(t))→ 0
must have decayed.

The crucial point is that for the systems discussed here, the parity mode cannot in
general be associated with any specific physical observable with a straightforward
physical interpretation, such as charge or spin. Rather, the mode reflects a specific
tunneling process that can, however, be clearly identified within the sequential
tunneling picture in the lowest order Γ approximation. Namely, each physical
observable of which the time-dependent average is dominated by the first of several
sequential tunneling events is strongly affected by the parity mode. Furthermore,
in order to see a sizable effect of this mode, the initial state |ρ0) and the final
parameters after the switch specifying |zi) have to be chosen to achieve a large
initial overlap (zi|ρ0), meaning that one has to induce, on average, more than one
tunneling event. In the following chapters 4 and 5, which review the appended
papers I and II, this interpretation of equation (3.21) is put into a concrete physical
context for the interacting single-level quantum dot.
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3.5 Summary
Let us summarize the main insights of this chapter.

1. We have discussed a general duality relation [Eq. (3.11)] between the frequency-
dependent modes and amplitudes governing the time evolution of the reduced
density operator for open fermionic quantum systems. This duality was first
identified in paper II. It applies to all systems that can be described by
• an arbitrary fermionic local Hamiltonian H,
• an environment HR consisting of a number of effectively non-interacting
fermionic reservoirs at arbitrary temperature and electrochemical poten-
tial,
• and a bilinear (tunnel) coupling between the local system and the en-
vironment that is characterized by assumingly energy-independent, but
otherwise arbitrarily strong couplings.

2. This duality generally dictates the fermion-parity of the open system to be a
decay eigenmode |(−1)N) whose decay rate equals the lumped sum Γ of cou-
pling constants (3.7). The rate is thus independent of any reservoir or open
system parameter. In an open system consisting of m ∈ N single-particle
states, this mode only affects the time evolution of m-particle observables.
For the concrete models discussed in the appended papers, the parity mode
governs the transient open system behavior which reflects the first of several
sequential tunneling events.

3. Finally, the duality links the decay behavior of the open system to the phys-
ical properties of a dual model with inverted energies. This predicts, on
very general grounds, that the time-dependent decay of open systems with
repulsive local interactions exhibits signatures of fermion attraction. This
becomes most explicit for systems with spinful fermions and strong repulsive
Coulomb interaction, U � T , described in the Born-Markov limit. In those
cases, the parity mode and its rate Γ govern the decay of the time-dependent
overlap between the system state |ρ(t)) and the stationary state of the dual
model, |zi). This inverted stationary state derives from the stationary state
of interest, |z), via a particle-hole transform combined with an inversion of
the interaction, and the latter leads to signatures of attraction in the time
evolution of the system. The properties of the inverted state allow to iden-
tify the parity mode as the mode reflecting the effect of the first tunneling
process after the initial switch whenever more than one tunneling event is
induced by this switch.



4 Time-dependent energy
relaxation of an interacting
quantum dot

While one key result of paper II is the general duality relation Eq. (3.6) discussed
in the previous chapter 3, the actual aim of this paper is to study a very concrete
and recent, yet up to now only little discussed issue in the field of electronic
heat transport through nanoscale systems [50–59, 81–84, 108, 125]: the transient
electronic energy dissipation of a small open electron system, characterized by
a large level splitting and strong local Coulomb repulsion, into a weakly tunnel-
coupled reservoir. One main aim of this chapter is to summarize the findings of
paper II which relate specifically to this topic. However, since this paper is very
brief in providing the more basic, yet necessary background knowledge, we first
expand on a few aspects concerning the description of the time-dependent density
operator |ρ(t)). Let us start by setting up the model Hamiltonian.

4.1 Model
We study the system depicted in Fig. 4.1. It consists of a single-level spin-
degenerate quantum dot – the open system – that is tunnel-coupled to a single
electronic reservoir. Accordingly, the full Hamiltonian Htot = H + HR + HT set
up in Sec. 2.1 Eq. (2.2) - Eq. (2.4) simplifies to a local part H governing only
the quantum dot, an environment part HR with only one reservoir, and the tun-
nel coupling HT between reservoir and dot. The dot part H describes a single
spin-degenerate electronic level of which the level position ε can be controlled
time-dependently by an external gate potential Vt. If the dot is doubly occu-
pied, we also take into account the on-site Coulomb interaction giving rise to the
additional charging energy U . The Hamiltonian reads

H =
∑
σ=↑,↓

εd†σdσ + UN↑N↓ = εN + UN↑N↓. (4.1)

The first term is the single-particle contribution, which is proportional to the
dot occupation number operator N = ∑

σ=↑,↓ d
†
σdσ and thus quadratic in creation

(annihilation) operators d†σ(dσ) for dot electrons with spin σ ∈ {↑, ↓}. The second
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Figure 4.1: Sketch of the spin-degenerate single-level quantum dot tunnel-coupled
to an electronic reservoir. The level-position of the dot is denoted by ε. It can be
tuned time-dependently via the applied gate potential Vt. The Coulomb interaction
strength on the quantum dot is given by U , the spin-independent tunneling strength
by Γ↑ = Γ↓ = Γ/2. The reservoir is described by a non-interacting Fermi sea which
is characterized by its chemical potential µ and its temperature T . Our main interest
is the time-dependent response of the system to a sudden shift of the level-position
at some initial time t = 0, as indicated in the sketch. We work in the weak tunnel-
coupling regime, Γ/T � 1, but assume strong Coulomb interaction, U/T � 1.

contribution is the quartic 2-particle interaction term, given by the product of the
two occupation number operators Nσ = d†σdσ for the individual spins times the
interaction strength U .
The Hamiltonian of the single non-interacting reservoir is, apart from the ab-

sence of the reservoir quantum number r, equal to the general Hamiltonian of the
environment HR discussed in Sec. 2.1 [Eq. (2.3)]:

HR =
∑
ki
εi(k)c†kicki, (4.2)

with the Bloch vector k and the multi-index i = ni, σi, . . . for electrons with spin
σ, band index n, and any further quantum number required to fully characterize
the single-particle states.
The dot shall couple to the environment via spin-conserving and spin-symmetric

electron tunneling. The corresponding general coupling HamiltonianHT [Eq. (2.4)]
therefore simplifies to

HT =
∑
ki

[
τkic

†
kidσi + H.c.

]
, (4.3)

where the tunneling amplitudes shall obey τk,↑,... = τk,↓,.... This Hamiltonian
yields the spin-symmetric tunneling frequencies according to the general expres-
sion Eq. (2.5):

Γ(E)/2 = Γ↑(E) = Γ↓(E) = 2π
∑
ki
δσi↑δ(E − εi(k)) |τki|2 . (4.4)
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The crucial assumption to exploit the insights of the duality relation (3.11) given
in Sec. 3.2 is the wide-band limit, in which the tunneling strength can be regarded
as effectively energy independent:

Γ(E)/2→ Γ/2 = Γ↑ = Γ↓, (4.5)

where Γ = Γ↑ + Γ↓ is the lumped sum of coupling constants [Eq. (3.7)]. Impor-
tantly, we are interested in the experimentally relevant [50, 89] regime of weak
coupling, Γ� T , which in the following allows us to treat the transient dynamics
of the quantum dot in the Born-Markov limit [Sec. 2.6].
More precisely, we are interested in how the above described open quantum dot

system dissipates its stored energy in time via electron tunneling due to an initial
non-equilibrium, induced by a fast level shift ε0 → ε at a fixed initial time t0 ≡ 0,
see Fig. 4.1. Our aim is to study the transient transport using the general Born-
Markov expressions for the charge and heat current into the reservoir, Eq. (2.28),
and in particular the simplified heat current formula Eq. (2.29) which is valid for
the spin-degenerate single-level quantum dot [App. B]:

IN(t) = −(N |W1|ρ(t)) , IQ(t) = −(H|W1|ρ(t))− µIN(t), (4.6)

whereW1 is the coupling kernel entering the Born-Markov master equation (2.25).
To understand these expressions, paper II first establishes the time-dependent
reduced density operator |ρ(t)). However, due to length restrictions, the paper
focuses mainly on the new aspect, which is to illustrate the implications of the
Born-Markov duality relation (3.12) for the heat current IQ(t); some more basic
intermediate steps are only briefly discussed or omitted entirely. In the following
section 4.2 and in the appendices referenced therein, we intend to fill these gaps.
Readers which are already familiar with the Born-Markov treatment of the given
quantum dot system may, however, continue directly with Sec. 4.3. This section
discusses a concrete illustration of the inverted stationary state for the studied
single-level dot.

4.2 Reduced density operator of the quantum dot
The system described in the previous section belongs to the general class of open
fermionic quantum systems discussed in Sec. 2.1. Hence, we can follow the proce-
dure outlined in Sec. 2.3 and Sec. 2.6 to arrive at the Born-Markov limit solution
[Eq. (2.33)] to the generalized master equation governing the quantum dot dy-
namics |ρ(t)) due to an initial non-stationarity:

|ρ(t)) = |z) +
∑
x 6=z

(x′|ρ0)e−γxt|x), (4.7)

with the initially prepared dot state |ρ0) before the switch at t = 0, and the
stationary state |z) = limt→∞ |ρ(t)), which for a single reservoir is simply given
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by the thermal equilibrium state |z) = e−(H−µN)/T/Tr
[
e−(H−µN)/T

]
. Importantly,

as shown explicitly in App. A.2, the kernel A1 governing the Born-Markov time
evolution |ρ(t)) = eA1t|ρ0) [Eq. (2.27)] for a single-level quantum dot with spin
conserving tunneling does not couple the coherences in |ρ(t)) to the eigenstate
probabilities. This implies that we can reduce the description of |ρ(t)) to the
Liouville space spanned solely by the projectors for the energy eigenstates of
the quantum dot many-body Hamiltonian H. These are constructed from the
occupation number states representing zero occupation, single spin-up or spin-
down occupation, and double occupation of the dot orbital:

|0) = |0〉〈0| = |n↑ = 0;n↓ = 0〉〈n↑ = 0;n↓ = 0|
|↑) = |↑〉〈↑| = |n↑ = 1;n↓ = 0〉〈n↑ = 1;n↓ = 0|
|↓) = |↓〉〈↓| = |n↑ = 0;n↓ = 1〉〈n↑ = 0;n↓ = 1|
|2) = |2〉〈2| = |n↑ = 1;n↓ = 1〉〈n↑ = 1;n↓ = 1|. (4.8)

In this subspace, only the reservoir coupling W1 of the time evolution kernel
A1 = −iL + W1 is relevant for the dynamics1. As explained in App. A.2, this
coupling describes dot eigenstate transitions via the well known Fermi’s Golden
rule transition rates [74], implying positive relaxation rates γx > 0 as well as the
uniqueness of the stationary state |z) [App. A.3]. Moreover, since the coupling
is fully spin-symmetric and since we are not interested in any spin resolved ob-
servables, we can use the mixed state |1) = 1

2 [| ↑) + | ↓)] to further reduce the
dimension of the relevant Liouville space to 3. The basis vectors are then simply
|0),|1) and |2), and the dual space of scalar products is analogously spanned by
(0|, (1|, (2|. In paper II, we determine the reduced density operator |ρ(t)) within
this subspace, using the general insights provided by the Born-Markov duality
relation (3.12) introduced in chapter 3:

|ρ(t)) = |z) + (zi(−1)N |ρ0) · e−Γt|(−1)N) + N0 −Nz

2 e−γct(−1)N [|N)−Ni|1)] .

(4.9)
The state |zi(ε, U, µ, T )) = |Iz) = |z(−ε,−U,−µ, T )) is the inverted stationary
state of the dual model [Eq. (3.8)] for the single-level quantum dot in the weak
coupling limit; it enters directly in the amplitude covector (zi(−1)N | to the parity
mode |(−1)N) [Eq. (3.13)], corresponding to the parity rate Γ = Γ↑+Γ↓, but also
through its average occupationNi = (N |zi). Furthermore, N0 = (N |ρ0) andNz =
(N |z) are the initial and stationary occupation number of the dot. The only decay
rate in Eq. (4.9) next to the parity rate is given by γc = Γ

2 [f+(ε) + f−(ε+ U)],
written in terms of the Fermi functions f±(ε) = [exp(±(ε− µ)/T ) + 1]−1. This
rate exclusively governs the time-dependent decay of the charge number N(t) =

1Note that the energy eigenstate projectors |E) are zero eigenmodes of the dot Liouvillian,
L|E) = 0, and thus not influenced by the coherent dynamics governed by L.
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(N |ρ(t)) as the only relevant single-particle observable for the system [61, 75],
and is therefore called charge rate.
Importantly, Eq. (4.9) clearly shows that the inverted stationary state of the

dual model is crucial for the understanding of |ρ(t)), as it enters both through the
parity amplitude covector (zi(−1)N | and through its occupation number Ni in the
mode decaying at the charge rate γc. In paper II, we focus on how this peculiar
dependence on |zi) influences the transient heat current IQ(t), but only provide a
short discussion on the inverted stationary state itself. Given its importance for
|ρ(t)), let us therefore in the following first describe |zi) in more detail before we
summarize the results for the transient heat current IQ(t).

4.3 The inverted stationary state
We have pointed out in Sec. 3.4.2 that |zi) is derived from the stationary state
|z) by inverting the sign of all interaction energies, and by applying a particle-
hole transform. For the concrete case of a spin-degenerate single-level quantum
dot, this yields the particle-hole transformed stationary state of an attractive
Anderson model [124] with switched stationary probabilities for the empty and
doubly occupied state, as explicitly shown in the supplementary material to paper
II. To illustrate how such a system behaves, Fig. 4.2 graphically compares |z) and
|zi), as well as their average occupations Nz and Ni, for different level positions
ε−µ and a strong interaction, U � T . Let us state the main insights that emerge
from this comparison:

1. The attractive interaction prohibits a stable single occupation in the dual
model, |zi) 6= |1) (up to corrections ∼ T/U), even at the particle-hole sym-
metry point1, ε − µ = −U/2, where the average dual occupation number
equals Ni(ε − µ, U) = Nz(−ε + µ,−U) = Nz(U/2,−U) = 1 because of the
even mixture between zero and double occupation. This explicitly confirms
(−1)N |zi) ≈ |zi) and hence Eq. (3.21), predicting that the fermion-parity
rate governs the decay of the overlap between the inverted stationary state
and the time-dependent dot state, (zi|ρ(t)) ∝ e−Γt. For a doubly occupied
stationary state |z) → |2), this overlap describes the decay of an initially
empty state |0) [Fig. 4.2(a)]; for a stationary zero occupation, |z) → |0),
it represents the relaxation of the doubly occupied state |2) [Fig. 4.2(b)].
At the particle-hole symmetric point, the decay of both |0) and |2) to the
stable singly occupied state |z) → |1) of the quantum dot (not the dual
model) is governed by the parity rate Γ = Γ↑ + Γ↓ [Fig. 4.2(c)]. In agree-
ment with the interpretation of the parity mode given in Sec. 3.4.3, the rate
Γ in any case yields the temperature-, level-, and interaction-independent

1Note that the charging energy U is always defined positive.
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Figure 4.2: (a,b,c) Comparison between the stationary state |z) and the inverted
stationary state |zi) of the quantum dot for several level positions ε relative to the
chemical potential µ of the environment. The + sign in (b) indicates that |zi) is
a statistical mixture between the zero and doubly occupied state. (d) The average
particle number in the stationary state, Nz = (N |z), and in the inverted stationary
state, Ni = (N |zi), as a function of the level position. In each plot, we assume a weak
tunnel coupling, Γ � T , and a strong local Coulomb interaction strength, U � T ,
where T is the temperature of the reservoir.

typical time scale for the first tunneling event whenever more than one such
event is induced by the level-shift.

2. A related consequence of the unstable single occupation in the dual model is
that its stationary occupation number Ni takes a rapid transition between 0
and 2 when sweeping the level position through the particle-hole symmetry
point ε− µ = −U/2 [Fig. 4.2(d)]. Since Ni influences the charge mode and
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the overlap (zi(−1)N |ρ0), see Eq. (4.9), this jump is expected to be visible
in the parameter dependence of the quantum dot decay behavior.

The results of paper II which are summarized in the following show that the
two above mentioned points are directly reflected in the behavior of the time-
dependent heat current IQ(t) into the environment.

4.4 Transient heat transport
In this final section, we summarize the main findings of paper II for the time-
dependent electronic heat current IQ(t) out of the dot into the reservoir due to
an instant dot level shift ε0 → ε [Fig. 4.3(a, b)]. Assuming a constant interaction
strength and temperature, U � T , these results follow by evaluating the formu-
las Eq. (4.6) for the transient electronic particle current IN(t) and heat current
IQ(t) with a time-dependent state |ρ(t)) described by Eq. (4.9). We choose the
stationary state with respect to the initial level ε0 as the initially prepared state:
|ρ0) = |z(ε0, U, µ, T )). The final result, which is derived and directly linked to
the duality relation (3.12) in paper II, can be summarized by the following set of
expressions1:

IN(t) = γc (N0 −Nz) e−γct

IQ(t) =
[
ε− µ+ 2−Ni

2 U

]
IN(t) + UΓ(zi(−1)N |ρ0)e−Γt

= ace
−γct + ape

−Γt

ac = γc ·
[
ε− µ+ 2−Ni

2 U

]
· (N0 −Nz)

ap = UΓ(zi(−1)N |ρ0) = UΓ
2

{
(Ni − 1) (N0 − 1) + 1

2 (pi + p0)
}
. (4.10)

The main insights that paper II extracts from these equations, and in particular
from the amplitudes ac and ap that are shown in Fig. 4.3(c,d) as a function of the
initial (ε0) and final (ε) level of the switch, are:

1. The electronic heat current consists of two contributions: (I) a “tight-coupling”-
part [50] that is proportional to the charge current IN(t), and hence describes
the average energy that is carried by each tunneling electron, and (II) a
particle-particle correlation term that arises solely as consequence of the
Coulomb energy dissipation in the heat current, and is thus not visible in
the charge current which constitutes only a single-particle observable.

1In contrast to chapter 3, the parity amplitude ap is here defined to include the factor UΓ.
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Figure 4.3: (a,b) Illustration of the time-dependent heat dissipation from the quan-
tum dot after a shift of the initial level position ε0 from the regime of stable double
occupation, ε0 − µ < −U , to the Coulomb resonance ε − µ = 0 (a), and from an
empty dot, ε0 − µ > 0, to the resonance ε − µ = −U (b). In each case, only the
first tunneling event leads to heat dissipation, since the following charge fluctuations
occur at resonance with the chemical potential µ of the reservoir. (c,d) Amplitudes
ac and ap entering the time-dependent heat current IQ(t) [Eq. (4.10)] as a function
of the initial and final level, ε0 and ε. The blue dashed line at ε − µ = −U/2 marks
the characteristic energy of the attractive dual model, see Sec. 4.3. We set T/U = 0.1
and assume Γ/T � 1.

2. The time dependence of the two-particle interaction term is described by
the fermion-parity mode, exponentially decaying at the rate Γ = Γ↑ + Γ↓.
In Sec. 3.3, we have shown that, as a consequence of the duality relation
(3.11) and the fundamental requirement of probability conservation, this
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rate is protected against changes of any parameter except for the couplings
Γ themselves. This explains the, a priori, surprising observation that the
rate Γ is independent of the interaction strength U , even though entering
the heat current IQ(t) only because of the interaction.

3. To excite the parity mode and observe it in the heat current, the switch
needs to start either in the zero occupation [(ε0 − µ)/T � 1] or in the
double occupation [−(ε− µ+ U)/T � 1] regime. This is directly related to
the fact that the inverted stationary state |zi) is always a mixture between
the zero and double occupation, as illustrated in Sec. 4.3. Namely, the parity
amplitude ap ≈ UΓ(zi|ρ0) [Eq. (3.21)] can only assume a sizable value if |ρ0)
is either the empty or doubly occupied state.

4. Both excitation amplitudes, ac and ap, exhibit a sharp transition when sweep-
ing the final level ε through ε − µ = −U/2, as marked by the blue dashed
line in Fig. 4.3(d). The origin of this jump is the dependence of both am-
plitudes on the stationary occupation number of the attractive dual model,
Ni = (N |zi), which abruptly changes between 0 and 2 at the characteristic
energy ε− µ = −U/2, see Fig. 4.2(d).

5. Finally, we notice that for switches ε0 → ε within the Coulomb window
−U < ε− µ+ U

2 < U , the parity mode yields the dominant contribution to
the heat current whenever it is excited: as indicated by Fig. 4.3(c,d), the par-
ity amplitude ap then assumes its constant maximal value UΓ [Eq. (3.20)],
whereas the tight-coupling contribution ∝ IN(t) enters at an amplitude
|ac| . UΓ/2. This difference is particularly pronounced at the Coulomb
resonances ε−µ = 0,−U , where the tight-coupling contribution vanishes al-
most completely. The reason for this is, as illustrated by Fig. 4.3(a,b), that
the heat transfer at these level positions is entirely due to the first tunneling
event, and that it is, according to Sec. 3.4.3, precisely this first event which
happens on the typical time scale given by the parity rate.

We furthermore argue in paper II, based on the above stated results, that by
measuring the time resolved heat current IQ(t) into the environment, one should
be able to experimentally expose both the constant fermion-parity rate Γ as well
as the signatures of the dual attractive model in the excitation amplitudes. This
then even allows to fully characterize the time evolution of all probabilities in the
quantum dot density operator |ρ(t)) [Eq. (4.9)]. However, it is already interesting
to only measure the constancy of the parity rate, and to achieve this, one can
also exploit the core result of paper I, stating that the parity rate is in fact
also visible in the particle current through a properly tuned, capacitively coupled
sensor quantum dot. Hence, the now following chapter 5 gives an overview over
paper I, focusing in particular on the procedure used to extract the parity rate.





5 Detecting the fermion-parity rate
The main motivation behind paper I comes from an earlier publication from
Contreras-Pulido et al. [61]. This publication has noted the parity rate as an
additional rate next to the charge relaxation rate in the exponential decay of the
previously discussed single-level quantum dot. Importantly, the paper has also
predicted that, despite the fact that this rate is not visible in the transient charge
current out of the dot, it should be possible to measure this rate with a nearby
charge detector. In paper I, we discuss a concrete model of such a detector – a
sensor quantum dot (SQD) that is capacitively coupled to the quantum dot (QD)
to be measured [21] – and devise a protocol that extracts the parity rate by ap-
plying the same type of sudden level switch to the QD that is considered in the
previous chapter 4. We show in particular that this protocol is not susceptible
to any backaction effects on the dynamics of the QD that can emerge due to the
capacitive coupling to the SQD.
This chapter reviews the basic working principle behind the SQD detector and

the detection scheme that is theoretically suitable to measure the parity rate.
Since paper I already provides a detailed theoretical formulation of this working
principle within the master equation framework, we refer to this paper for any
further reading on the more technical or formal aspects of this work. Here, we
instead focus on the important physical explanations and interpretations. We
start by describing the detector setup.

5.1 Sensor quantum dot detector
The dot-detector setup we consider in this chapter is displayed in Fig. 5.1. The
top part of the figure shows the single-level spin-degenerate quantum dot (QD)
that has been discussed in detail in Sec. 4.1. We here denote its externally tunable
level position as εd, and the on-site Coulomb interaction strength as Ud; the wide-
band limit tunnel coupling is labeled ΓC, and the electrochemical potential of
the coupled reservoir defines the energy reference µ = 0. The decay dynamics of
this dot due to a sudden shift of the level-position εd, induced by a switch of the
gate-potential Vg,d, shall be observed by a sensor quantum dot (SQD). As shown
in the lower part of Fig. 5.1, this sensor dot is in principle another single-level
quantum dot with a level position εSQD, tunable by the gate voltage Vg,S, that
is capacitively coupled to the QD with coupling strength U . However, the SQD
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Figure 5.1: Model of a single-level quantum dot (QD) capacitively coupled to an
effectively spinless sensor quantum dot (SQD). We denote the level-position of the
dot by εd, and of the SQD by εSQD. Both levels are time-dependently tunable via the
applied gate potentials Vg,d (QD) and Vg,S (SQD). The Coulomb interaction strength
on the quantum dot is given by Ud, the capacitive interaction between QD and SQD
is quantified by a coupling energy U which is smaller than the local dot interaction,
U < Ud, but still strong compared to the common temperature T of the environment,
U � T . The dot is tunnel coupled to a single reservoir with chemical potential µ ≡ 0,
and the SQD to two leads L and R whose chemical potentials µL and µR are biased
by the source-drain voltage Vsd. We assume ΓC � ΓL,R for the generally weak and
spin-independent tunnel couplings, ΓL,R,C � T .

differs from the QD in two crucial aspects which distinguish it as a measurement
device.
First of all, the SQD is tunnel coupled to two biased leads L and R at chemical

potentials µL 6= µR, where eVsd = µL−µR is the applied bias voltage. This reflects
that in an actual experiment, electronic external readout of the SQD necessarily
requires it to be integrated into an electrical circuit that is either current biased
or, as in our case, voltage biased [7, 126]. Second, the coupling constants ΓL
and ΓR of the detector must be much larger1 than the coupling between the QD
and its reservoir, ΓL/R � ΓC. This is crucial for a time-resolved readout of the
transient dot behavior. Namely, the latter is only possible if the SQD reacts
quickly enough to changes of the QD state, requiring the tunneling between the
SQD and its coupled leads to be much faster than the tunneling between the dot
and its reservoir.

1We are, however, still in the weak coupling regime, implying: T � ΓL,R � ΓC.
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Finally, note that we consider an SQD with a very large on-site interaction
that can only be either zero or singly occupied. For simplicity, we describe the
SQD as a single spinless level, and explicitly justify this simplification in paper I.
Namely, the paper shows no significant difference between the results for a truly
spinless SQD, and the results for the experimentally more realistic situation of
a spin-degenerate sensor dot that prohibits double occupation by a large on-site
interaction.

5.2 Time-resolved readout of the quantum dot
dynamics

Let us now consider a concrete example that shows how to use the sensor quantum
dot as a detector for the dynamics of the quantum dot. The basic principle is
shown in Fig. 5.2. In the given example, we assume that the dot is initially
doubly occupied and then level-shifted into the regime of stable zero occupation,
εd − µ � T . The electrochemical potential of the SQD is tuned into the bias
window between µL and µR, such that initially, a finite particle current ISQD flows
from the left to the right lead via the SQD [Fig. 5.2(a)]. The important point is
now that the SQD potential εSQD + 2U is initially given by the sum of the orbital
energy εSQD and the charging energy 2U due to the capacitive coupling to the
two electrons occupying the QD. After the first QD electron has tunneled out,
that is, after a typical time 1/ΓC, the SQD potential has decreased to εSQD + U
and does not lie in the bias window anymore. It therefore does not any longer
allow for a current, regardless of whether and when the second electron tunnels
out of the QD [Fig. 5.2(b, c)]. In other words, the SQD can be tuned such that
the time dependence of its particle current ISQD(t) [Fig. 5.2(d)] reflects the time-
dependent probability for the dot to be in a particular state – here given by the
doubly occupied initial state. An average over many such measurements with
different SQD configurations then allows to characterize all time-dependent QD
probabilities for a given level switch εd,0 → εd.
To experimentally determine the current ISQD(t), one can measure the current

through the lead either on the left (L) or right (R) side of the SQD: IL,R(t).
Importantly, due to the fact that the average occupation of the SQD changes in
the measuring procedure, the sum of these transient currents into the left and right
lead – the displacement current – does not vanish: IL(t) + IR(t) = −∂tNSQD(t) =
−∂t(NSQD|ρ(t)) 6= 0, where NSQD is the occupation number operator for the SQD,
and |ρ(t)) is the time-dependent state of the QD-SQD system. To eliminate the
influence of this displacement current from the measured data, IL/R(t), one inverts
the bias voltage, µL ↔ µR, and performs a second measurement, yielding ĪL/R(t).
As argued in paper I, the difference between the two time traces, ISQD(t) =
IL/R(t) − ĪL/R(t), then yields only the part of the current through the detector
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Figure 5.2: Time resolved readout of the quantum dot (QD) state |ρQD(t)) =
TrSQD |ρ(t)) using the time-dependent current through the sensor quantum dot,
ISQD(t). (a) The dot is initially (t < 0) in the doubly occupied state, and the SQD
level εSQD is tuned such that the SQD potential εSQD + 2U is initially in the bias
window between the electrochemical potentials of the left and right lead connecting to
the SQD, thus supporting a particle current. (b,c) The voltage-switch induced dot
potential shift εd,0 → εd at time t = 0 drives the dot into the regime of stable zero
occupation, causing two electrons to sequentially tunnel out of the QD (weak coupling,
ΓC/T � 1). (d) Comparison of the average dot occupation NQD(t) and the sensor
particle current ISQD(t) as a function of time after the dot level shift at t = 0. The
current has mostly vanished already after the first tunneling event, when the time-
dependent average dot charge NQD(t) . 1 and the SQD potential εSQD +U has fallen
below the bias window, see (b).

dot that is exclusively due to the bias. This current decays mainly on the typical
time scale of the dot, 1/ΓC, determining how long the SQD potential remains
within the bias window after the switch, see Fig. 5.2(b).
In paper I, we detail protocols on how to use ISQD(t) to extract the dot charge

relaxation rate γc, and, in particular, the so far not experimentally detected dot
parity rate ΓC. However, based on the insights from all previous chapters and
paper II, it is clear that we need to apply a switch that drives the dot between
zero and double occupation, and then tune the SQD level to support only a
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current until the first of possibly two tunneling processes has happened. This is
exactly the process that Fig. 5.2 illustrates, and which according to paper I indeed
yields ISQD(t) ∼ e−ΓCt, thereby allowing to extract the parity rate. The paper
also explicitly verifies that by eliminating the displacement current as described
above, the remaining contributions from the internal SQD dynamics in the data
ISQD(t) are at least two orders of magnitude smaller than the terms due to the
QD relaxation. Moreover, by setting 1/ΓL,R � 1/ΓC, we make sure that these
terms decay on a much smaller timescale, and can thus be neglected in practice.
Yet, there is one fundamental aspect of this measurement scheme that in princi-

ple poses a problem and that we have not addressed so far. Namely, we have only
argued that the capacitive effect of the QD on the SQD allows the latter to detect
the dynamics of the former, but we have not shown how strongly the capacitive
effect of the SQD onto the QD affects the quantum dot dynamics. In particular,
the general theory behind the parity rate shown in Sec. 3.3 holds exactly only for
the combined QD-SQD system but not for any subsystem. We can thus only be
sure to measure the parity rate ΓC = ΓC,↑ + ΓC,↓ of the quantum dot1 once we
have verified that the rate is sufficiently well protected against capacitive back-
action. Let us therefore finish by briefly pointing out the effects of this detector
backaction on the relaxation rates – in particular on the dot parity rate.

5.3 Capacitive detector backaction
In general, the relaxation rates which govern the reduced density operator |ρ(t))
are a combination of rates describing the decay of the quantum dot and of the
sensor dot respectively. More precisely, for vanishing capacitive coupling, |ρ(t))
factorizes into a QD and SQD part, and the combined decay rates are simply
given by a sum of rates for the subsystems. For the spinless detector dot, there
exists only the zero eigenvalue and the charge2 relaxation rate ΓSQD; for the dot,
we find, according to Sec. 4.2, the zero eigenvalue, the charge relaxation rate γc
and the parity rate ΓC = ΓC,↑ + ΓC,↓. This leads to 2× 3 = 6 combined rates3:

0, γc,ΓC,ΓSQD,ΓSQD + γc,ΓSQD + ΓC. (5.1)

When accounting for the capacitive coupling between QD and SQD, the gen-
eral theory presented in Sec. 3.3 only guarantees that the zero eigenvalue and
the combined parity rate ΓSQD + ΓC stay unaffected; the remaining rates can be
influenced by the capacitive coupling, see Eq. (26)-(28) from the paper. More
precisely, paper I elucidates that the QD-SQD interaction manifests itself in the
rates in the following different ways:

1Note that in paper I, we define the dot parity rate to be 2ΓC, where ΓC = ΓC,↑ = ΓC,↓.
2For only one single-particle state, the charge relaxation rate is in fact the parity rate.
3In paper I, we in fact also consider the spin rate for the dot, leading to 8 rates for the combined
system.
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Figure 5.3: Illustrations of the possible effects of the capacitive coupling between the
quantum dot (QD) and sensor quantum dot (SQD) on the decay rates of the system.
(a) The capacitive coupling of the dot to an already occupied SQD prevents electrons
from tunneling into the QD. As the grayed out dot level εd is below the Fermi edge of
the reservoir, such tunneling events would be possible without the coupling. (b) Both
the QD and the SQD are initially occupied, but due to the coupling, simultaneous
occupation of both the QD and SQD is not stable, forcing an electron to tunnel out
of one of the two dots. Note that in (a) and (b), we neglect, for simplicity, the bias
which is applied to the SQD. (c,d) Effect of the SQD on the tunneling events for
dot-level switches between the regimes which support either stable double occupation
without capacitive coupling to the SQD (c), or stable zero occupation with capacitive
coupling (d). Since U < Ud, at least one electron tunnels to or from the QD regardless
of whether the SQD is occupied or not, and this tunneling event happens on a typical
time scale given by the dot parity rate, thereby explaining the robustness of the latter.

1. Capacitive shift: In case the SQD is occupied regardless of how many
electrons are in the dot, the only difference in the description of the QD
dynamics is that the potential of the dot is effectively shifted by the charging
energy: εd → εd + U . This implies in particular γc(εd)→ γc(εd + U) for the
charge rate of the dot.

2. Coupling induced blockade: Fig. 5.3(a) illustrates a situation in which
a tunneling process into/out of the QD or SQD would be possible without
interaction between the systems, but is blocked due to the shift of the ef-



63 5.3 Capacitive detector backaction

fective potentials by the capacitive coupling U . In this case, the relaxation
rate which is related to the corresponding decay process that is blocked is
reduced, depending on the respective level-positions and the ratio of the
temperature and the coupling strength, T/U . Since this effect is completely
analogous to the effect of Coulomb blockade due to the on-site interaction in
the quantum dot, we also refer to this rate reduction as externally induced
Coulomb blockade.

3. Coupling induced decay: The complementary effect to the externally
induced blockade is that a certain occupation of the dot and the SQD would
be stable without the interaction, but becomes unstable in the presence of
the capacitive coupling [Fig. 5.3(b)]. This leads to an enhancement of the
corresponding decay rate.

Paper I furthermore shows that the capacitive interaction leads to a coupling
of decay modes for the individual systems. For example, there exists one exact
eigenmode of the combined QD-SQD system which in most cases takes the role of
the quantum dot charge relaxation mode with rate γc, but for some level switches
also couples to the dot parity mode.
By contrast, we find the QD parity mode and its rate ΓC to remain relatively

uninfluenced by the above mentioned effects as long as (Ud − U)/T � 1, that is,
as long as the on-site interaction strength in the QD is larger than the capacitive
coupling. The reason for this can be understood using the insights from Sec. 3.4.3.
It follows from this section that whenever the decay process of the QD involves on
average more than one tunneling process to or from the QD, the parity mode and
its rate ΓC is excited and reflects the time-dependence of the dot state due to the
first of possibly two tunneling events. Hence, the parity rate can only be affected
by the capacitive coupling if this first tunneling event is blocked as a consequence
of the coupling. Carefully contemplating Fig. 5.3(c,d), one realizes that this is
only possible for level-positions −Ud < εd − µ < −U , under the physically hard
to realize1 condition U > Ud. This explains the robustness of ΓC.
In conclusion, the paper I therefore shows that it is theoretically possible to

operate a sensor quantum dot as described in Sec. 5.2 in order to perform time-
resolved measurements of the dot dynamics which expose the dot parity rate ΓC.

1Due to the 1/r dependence of the Coulomb interaction and the geometry of the setup, U > Ud
is very unlikely.





6 Conclusion

6.1 Summary
Based on the appended papers I and II, this thesis has studied the time-dependent
charge and energy relaxation for a driven single-level quantum dot with strong
local Coulomb interaction and a weak tunnel coupling to an electronic bath. Paper
I has investigated the detection of the typical decay time scales in the transient
dynamics of the quantum dot; paper II has identified and discussed a general
duality relation dictating the dynamics of a large class of fermionic open systems
with a tunnel-coupled fermionic environment. This duality and its implications
for the quantum dot dynamics has been the central topic of this thesis.
We have started with an introduction to the scientific context and relevance of

the appended papers in chapter 1, followed by a review of the necessary theoret-
ical background knowledge of time-dependent decay in open fermionic quantum
systems in chapter 2. Chapter 3 has discussed general implications of the central
mode-amplitude duality relation Eq. (3.11) identified in paper II. We have shown
that this duality generally dictates the existence of the fermion-parity decay mode
[Eq. (3.13)], with a decay rate which only depends on the properties of the tunnel
coupling between the open system and the environment. Furthermore, we have
demonstrated that the duality links the entire decay behavior of the open system
to the physical properties of a dual model with inverted energy signs, implying in
particular inverted signs for the interactions.
In chapter 4, we have summarized the results of paper II which relate to the

time-dependent heat current out of the quantum dot. These results show how
the duality relation and the parity mode influence the level-switch induced, tran-
sient heat current emitted from a single-level spin-degenerate quantum dot with
strong local interaction and a weakly coupled bath. Most importantly, we have
found that the parity mode is the dominant decay mode for the dissipation of the
Coulomb interaction energy. Moreover, the level-position dependence of the exci-
tation amplitudes of each decay mode present in the time-dependent heat current
has been shown to reflect the physics of electron-electron attraction emerging in
the effective dual model for the quantum dot.
Finally, chapter 5 has reviewed paper I, which theoretically studies the working

principle of a sensor quantum dot as a detector for the transient decay behavior of
the single-level quantum dot discussed in paper II. We have addressed the effect
of capacitive backaction on the quantum dot due to the coupling to the sensor
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quantum dot, which generally leads to both a suppression or an enhancement of
the dot rates compared to the situation in the absence of the detector. Most
importantly however, we have demonstrated that the dot parity rate ΓC can be
extracted from time resolved measurements of the current through a properly
tuned sensor dot. Furthermore, we have shown that the parity rate remains
mostly unaffected by capacitive backaction effects.

6.2 Open questions
Many open questions of this work are raised by the generality of the duality
relation Eq. (3.11). Most importantly, we need to investigate if and how far the
relation can be extended to bosonic systems or systems with couplings between
fermions and bosons (electron-phonon coupling). Moreover, an extension of the
duality beyond the wide-band limit is desirable, since many devices of potential
interest here rely on energy-dependent couplings [50, 85–89, 127].
While we have shown a proof of the general duality relation Eq. (3.11), we

have not yet fully established which fundamental physics and symmetries are
behind this relation, and which are responsible for it to hold for almost arbitrary
fermionic open systems, and even for strong couplings leading to highly non-
trivial non-Markovian physics. The inverted sign of the energies in the dual model
(3.8) clearly suggests a relation to time reversal. This in return leads to the
question whether the duality can be formulated as a fluctuation relation that,
similarly to the quantum Crooks and Jarzynski relations [128–132], allows to
make fundamental statements about thermodynamic quantities. It would, e.g.,
be of interest if and how the parity rate Γ is generally related to heat or entropy.
Since the duality has so far only been used either in its exact form (3.11) or

in the Born-Markov limit, see Eq. (3.12), it is also interesting to investigate how
the second and higher orders in the coupling, and also real time renormalization
group schemes beyond the standard perturbative treatment, are restricted by the
duality. In particular, one needs to check how the parity rate and the inverted
stationary state enter.
Finally, what requires further attention is the problem of measuring the parity

rate and, more generally, possible signatures of the dual model. One possibility
is to re-examine the sensor quantum dot system studied in paper I with the
duality taken into account from the start. In paper II, we also propose a way to
experimentally study the parity mode with the time-dependent heat current, but
so far, the development of time-resolved measurements of single energy quanta is
still in its infancy, and has not yet reached the precision necessary to study the
energy scales to which our theory applies, that is, interaction energies on the order
of a few meV. One can alternatively check whether signatures of the dual model
are already visible in stationary quantities or in time averages of observables in
periodically driven systems, as such quantities are experimentally more accessible.
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Appendix A

Coupling kernel in the Born-Markov
approximation
In Sec. 2.6.1, we introduce the coupling kernel W1 as the Fourier-Laplace trans-
form of the time evolution kernelW(t−t′) [Eq. (2.19)], expanded up to the lowest
order in the coupling Liouvillian LT• = [HT, •] [Eq. (2.4)] and evaluated at zero
imaginary frequency, ω = i0. Here, we derive an explicit expression for this kernel.
We focus on systems in the single channel limit, implying that each spin resolved
reservoir only couples to one single-particle state in the open system1. Further-
more, we only consider Hubbard type interaction terms, meaning that the particle
number states are the many-body energy eigenstates of the open system Hamilto-
nian. The environment shall be described by an effectively non-interacting Fermi
gas or liquid. We do not consider Bogoliubov quasi-particles used to describe,
e.g., superconductors or superfluids. Importantly, all the mentioned restrictions
are fulfilled by the two quantum dot models studied in paper I and II.
Note that in this appendix, we assume that the reader is familiar with the

diagrammatic perturbation theory based on the causal superfermion approach,
developed in [62, 76] and also briefly introduced in the supplementary material to
paper II.

A.1 Superfermions and tunneling Liouvillian
We first write the tunneling Hamiltonian Eq. (2.4) for fermionic (quasi-)particles
in a more compact notation:

HT =
∑
j,i

Tj;idjci. (A.1)

Creation and annihilation operators of orthonormal single particle states in the
open system are labeled as d; for the environment, we use c. The multi-indices

j = ηjljσj , i = ηirikiνiσi. (A.2)
1This is, for example, not the case for an open system with two spinless quantum dots that
also tunnel couple to each other to a double dot system [Fig. 1.1(b)], therefore exhibiting
two states – the bonding- and anti-bonding state – to which each reservoir can couple.
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attached to the open system operators d and to the reservoir operators c here
mean the following: the particle-hole indices ηj, ηi ∈ {+1,−1} define whether the
operator is a creation (η = +1) or annihilation operator (η = −1). The orbital
indices kiνi, including the Bloch vector ki and any further quantum numbers νi,
as well as the spin projection σi ∈ {↑, ↓} onto a fixed quantization axis (prefer-
ably parallel to a homogeneous magnetic field ~B) comprise all quantum numbers
describing the single particle orbitals with energy εi = εrikiνiσi in the reservoirs ri.
Analogously, ljσj represent the states in the reduced system with spin σj and any
other quantum number lj necessary to describe the orbitals. A barred multi-index
ī = η̄i . . . is equal to the unbarred multi-index i apart from a negated charge index
η̄ = −η. Finally, the tunneling amplitude Tj;i is given by

Tj;i = (Reτj;i − ηj · i · Imτj;i) · δηj η̄iδσjσiδlj lri (A.3)

with Kronecker deltas δ..., and with the tunneling matrix element τj;i between
single-particle state ljσj in the open system, and the state rikiνiσi in the envi-
ronment. Notably, the tunneling conserves the spin, as expressed by δσjσi, and
furthermore connects each reservoir ri only to a single orbital in the open system.
We denote this particular orbital as lri, where the index here simply signifies that
this is the only single-particle state to which the reservoir ri couples.
With this more compact notation, we now continue by writing the tunneling

Liouvillian LT• = [HT, •] in terms of fermionic superoperators [62, 76]. Let us
first state their definition:

G
qj
j • = 1√

2
[
dj •+q(−1)N • (−1)Ndj

]
Jqii • = 1√

2

[
ci •+q(−1)N

R
• (−1)N

R
ci

]
, (A.4)

with the Keldysh1 index q = ±1. Next, let us express the left and right action
of field operators for the open system and for the reservoirs in terms of these
superoperators:

dj• = 1√
2

∑
qj=±1

G
qj
j • , ci• = 1√

2
∑
qi=±1

Jqii •

•dj = 1√
2

∑
qj=±1

qjG
qj
j (−1)LN• , •ci = 1√

2
∑
qi=±1

qiJ
qi
i (−1)LNR • . (A.5)

with LN• = [N, •] being the commutator with the total open system number
operator N = ∑

j δηj+djdj̄, with the fermion-parity superoperator (−1)LN• =
(−1)N • (−1)N , and with the analogous superoperators LNR and (−1)LNR for the
reservoir number operator NR = ∑

i δηi+cicī.
1The name Keldysh index stems from the analogy to Keldysh rotated Greens functions.
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Using Eq. (A.5), we can rewrite the tunneling Liouvillian LT• =
[
HT, •

]
:

LT• =
∑
j,i

Tj;i [djci • − • djci]

=
∑
qj ,qi
j,i

Tj;i
2
[
G
qj
j J

qi
i + qiJ

qi
i (−1)LNRqjG

qj
j (−1)LN

]
•

=
∑
qj ,qi
j,i

Tj;i
2
[
G
qj
j J

qi
i + qiqjJ

qi
i G

qj
j (−1)LNtot

]
•

=
∑
qj ,qi
j,i

T
qj ;qi
j;i G

qj
j J

qi
i •, (A.6)

where we have defined the total particle number N tot = N + NR as well as the
coefficient

T
qj ;qi
j;i = Tj;i · δqjqi = (Reτj;i − ηj · i · Imτj;i) · δηj η̄iδσjσiδlj lriδqjqi. (A.7)

To derive Eq. (A.6), we have used [Gqj
j , J

qi
i ] = 0,1 and we have furthermore ex-

ploited that due to the fermion-parity superselection principle, (−1)LNtot• = • for
any relevant physical object • on which the tunneling Liouvillian acts.
The form of the coupling Liouvillian given in equation (A.6) is a central ingre-

dient in the proof of the duality relation Eq. (3.9) shown in the supplementary
material to paper II. Here, it is used to calculate the Born-Markov coupling kernel
W1 using the diagram rules established in [62, 76].

A.2 Lowest order coupling kernel in the time and
frequency domain

In the following calculations, we use the particle hole occupation functions fηr (ε) =
[exp(η(ε− µr)/Tr) + 1]−1 for the reservoirs r at chemical potential µr and tem-
perature Tr (kB = 1). With the local Liouvillian of the open system defined
as L• = [H, •], we now write down the lowest order contribution to the kernel
W1(t−t′) =W1(∆t) [Eq. (2.24)] as obtained from the diagrammatic perturbation
theory (~ = 1) [62, 76]:

1This is based on the fact that one is free to choose [dj , ci] = 0 for field operators of single-
particle states on orthogonal subspaces of the single-particle Hilbert space.
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W1(∆t) = −
∑

η,r,k,ν
σ,q

(Re(τlrσ;rkνσ) + iη Im(τlrσ;rkνσ)) (Re(τlrσ;rkνσ)− iη Im(τlrσ;rkνσ))

× eiηεrkνσ∆t
[
fηr (εrkνσ)− qf η̄r (εrkνσ)

]
G+
η̄lrσe

−iL∆tGq
ηlrσ

= −1
2π

∑
η,ν,r
σ,q

∫ ∞
−∞

dE Γrνσ(E))
[
fηr (E)− qf η̄r (E)

]
G+
η̄lrσe

i[ηE−L]∆tGq
ηlrσ. (A.8)

We have switched to a continuum limit description of the reservoirs by summing
over the Bloch vector k and by introducing a delta distribution, together defining
the tunnel-coupling strength

Γrνσ(E) = 2π
∑
k
δ(εrkνσ − E) τrkνσ;lrσ (τrkνσ;lrσ)∗ = (Γrνσ(E))∗ . (A.9)

As the next intermediate step, we calculate the matrix elements of this kernel in
the Liouville space basis spanned by the many-particle energy eigenstates |X〉 for
the open system Hamiltonian H, meaning H|X〉 = EX |X〉 . We first introduce

|XαXβ) = |Xα〉〈Xβ|
|Xα + η(lr, σ)Xβ) = |Xα + η(lr, σ)〉〈Xβ| = dηlrσ|Xα〉〈Xβ|
|XαXβ + η(lr, σ)) = |Xα〉〈Xβ + η(lr, σ)| = |Xα〉〈Xβ|dη̄lrσ, (A.10)

with |Xα + η(lr, σ)〉 being the state that has one particle more (η = +1) or less
(η = −1) compared to |Xα〉 in the single-particle state lrσ ( |Xα + η(lr, σ)〉 van-
ishes if η = +1 and lrσ already occupied, or if η = −1 and lrσ unoccupied), and
which is, by assumption (see above), an energy eigenstate as well. Next, we define

∆EXα,Xβ
= EXα − EXβ

∆Eη(lr,σ)
Xα

= EXα+η(lr,σ) − EXα

∆EXα

η(lr,σ) = EXα − EXα+η(lr,σ). (A.11)

We furthermore write Nηlrσ
X as the particle (η = +1) or hole (η = −1) number

for the single-particle state lrσ in the many particle state |X〉, and introduce1

the state Kronecker delta δXα
Xβ

= 〈Xα|Xβ〉. Using the definition for the fermionic
superoperators Gq

ηlrσ given in Eq. (A.4), we now calculate the matrix element

1The notation δXαXβ instead of δXα,Xβ is only introduced to make the symbol shorter, and has
no other meaning (such as covariant vs. contravariant, etc.) here!
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(XX| • |XαXβ) of the dot superoperators appearing in Eq. (A.8):

(XX|G+
η̄lrσe

−iL∆tGq
ηlrσ|XαXβ)

= 1√
2
[
(XX|G+

η̄lrσe
−iL∆t| [Xα + η(lr, σ)]Xβ)

+ q(XX|G+
η̄lrσe

−iL∆t|Xα [Xβ + η̄(lr, σ)])
]

= 1√
2
[
e
−i∆EXα+η(lr,σ),Xβ∆t(XX|G+

η̄lrσ| [Xα + η(lr, σ)]Xβ)

+ qe
−i∆EXα,Xβ+η̄(lr,σ)∆t(XX|G+

η̄lrσ|Xα [Xβ + η̄(lr, σ)])
]

= 1
2
{
e
−i∆EXα+η(lr,σ),Xβ∆t [

N η̄lrσ
Xα

(XX|XαXβ)− (XX| [Xα + η(lr, σ)] [Xβ + η(lr, σ)])
]

+qe−i∆EXα,Xβ+η̄(lr,σ)∆t
[
(XX| [Xα + η̄(lr, σ)] [Xβ + η̄(lr, σ)])−Nηlrσ

Xβ
(XX|XαXβ)

]}
=
δXα
Xβ

2

{
e−i∆Eη(lr,σ)

Xα
∆t
[
N η̄lrσ
Xα

δXXα
− |〈X|dηlrσ|Xα〉|2

]
−qe−i∆EXα

η̄(lr,σ)∆t
[
Nηlrσ
Xα

δXXα
− |〈X|dη̄lrσ|Xα〉|2

]}

=
δXα
Xβ

2
∑
Xγ

{
e−i∆Eη(lr,σ)

Xα
∆tδ

Xγ

Xα+η(lr,σ)

[
δXXα
− δXXγ

]

−qe−i∆EXα
η̄(lr,σ)∆tδ

Xγ

Xα−η(lr,σ)

[
δXXα
− δXXγ

]}
. (A.12)

Using this relation, we can explicitly evaluate the matrix elements of the coupling
kernel (A.8), (XX|W1|XαXβ). Subsequently summing over q, we arrive at

(XX|W1(∆t)|XαXβ)

=
δXα
Xβ

2π
∑
η,ν,r
σ,Xγ

∫ ∞
−∞

dE Γrνσ(E)

×
{
fηr (E)e−i∆Eη(lr,σ)

Xα
∆tδ

Xγ

Xα+η(lr,σ)

[
δXXγ
− δXXα

]
+f η̄r (E)e−i∆EXα

η̄(lr,σ)∆tδ
Xγ

Xα−η(lr,σ)

[
δXXγ
− δXXα

]}
× eiηE∆t

=
δXα
Xβ

π

∑
ν,σ
r,Xγ

∫ ∞
−∞

dE Γrνσ(E)

{
f+
r (E)δXγ

Xα+(lr,σ)

(
δXXα+(lr,σ) − δXα

X

)
cos

(
(∆E+(lrσ)

Xα
− E)∆t

)
+f−r (E)δXγ

Xα−(lr,σ)

(
δXXα−(lr,σ) − δXα

X

)
cos

(
(∆EXα

−(lrσ) − E)∆t
)}
.

(A.13)
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Together with Eq. (A.8), the appearance of the Kronecker delta δXα
Xβ

in Eq. (A.12)
already proves that the, yet to be calculated, zero Laplace frequency Born-Markov
coupling kernelW1 [Eq. (2.25)] for the systems of interest here does not couple the
dynamics of the probabilities (XX|ρ(t)) to the coherences (XαXβ 6=α|ρ(t)). This
in particular implies that the combined kernel A1 = −iL + W1 [Eq. (2.27)] does
not couple probabilities to coherences, as claimed and used explicitly in Sec. 4.2.
Since we are only interested in the probabilities, we continue by studying the
matrix W defined as

WXX ′(t) = (XX|− iL+W1(t)|X ′X ′) = (XX|W1(t)|X ′X ′). (A.14)

For this matrix, we now calculate the Fourier-Laplace transform ∫∞
0 dtW(t)eiωt

for Im(ω) > 0. First, we use that the unbounded energy integral ∫∞−∞ dE can in
fact, due to the finite bandwidth, be replaced by the bounded integral ∫ µr+Dr

µr−Dr
dE

for each individual reservoir r, where µr is the electrochemical potential of the
reservoir r, and the constant Dr is defined such that the interval (µr−Dr, µr+Dr)
encloses the entire energy band for each reservoir. With this substitution, it
is possible to first carry out the improper time integral of the Fourier-Laplace
transform:

WXX ′(ω) =
∫ ∞

0
dtWXX ′(t)eiωt

(A.13)= 1
2πi

∑
ν,σ
r,Xγ

∫ µr+Dr

µr−Dr

dE Γrνσ(E)

f+
r (E)

[
δ
Xγ

X ′+(lr,σ)

(
δXX ′+(lr,σ) − δX

′

X

)]

×


1

E −
[
∆E+(lrσ)

X ′ + ω
] − 1

E −
[
∆E+(lrσ)

X ′ − ω
]


+ f−r (E)
[
δ
Xγ

X ′−(lr,σ)

(
δXX ′−(lr,σ) − δX

′

X

)]
×
 1
E −

[
∆EX ′

−(lrσ) + ω
] − 1

E −
[
∆EX ′

−(lrσ) − ω
]
 .

(A.15)

We can evaluate the bounded energy integral if we assume that on a simply
connected subset U in the upper half of the complex plane including the finite
real interval (µr−Dr, µr+Dr), the functions f±r (E)Γrνσ(E) are analytic functions
in any point within U except for a finite amount of isolated points {zi}i with
Im(zi) > 0 and zi 6= ε + ηω for any1 real energy ε. While this is true for the
Fermi functions f±, this assumption is in general not true for coupling Γ, as there

1Since we are interested in the limit ω → i0, we can always choose a reasonably small ω such
that zi 6= ε+ ηω is fulfilled.
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can, e.g., be von-Hove singularities on the real axis. However, if one is interested
only in energies which are close to the Fermi edge on the scale of the bandwidth,
and if Γ is analytic in such a close environment around the Fermi edge (we do
not consider a superconducting gap), our assumption is a justified approximation.
This then allows us to carry out the energy integrals in Eq. (A.15) by closing the
contour with a curve CU in the above defined set U , such that the area inside
the closed contour contains the pole from the resolvent 1/(E − ε − ω), with ε
representing the respective energy differences ∆E appearing in Eq. (A.15), and
a finite amount of poles from the function f±r (E)Γrνσ(E). The Cauchy residue
theorem then gives rise to the following terms (η = ±1):

1
2πi

∫ µr+Dr

µr−Dr

dE
f±r (E)Γrνσ(E)
E − ε− ηω

= δη+Γrνσ(ε+ ω)f±r (ε+ ω)

+
∑
i

Res
(
f±r (z)Γrνσ(z)
z − ε− ηω

, z = zi, Im(zi) > 0
)

− 1
2πi

∫
CU
dz
f±r (z)Γrνσ(z)
z − ε− ηω

. (A.16)

By assumption, the pole from the resolvent only contributes for η = +1, since
Im(ω) > 0, and the poles zi from f±r (E)Γrνσ(E) are independent of, and unequal
to ε+ ηω. Substituting this result into Eq. (A.15) and taking the limit ω → i0+,
the secular terms in the Born-Markov time evolution kernel therefore simplify to

WXX ′ =
∑
r,ν,σ

Γrνσ(∆E+(lrσ)
X ′ )f+

r (∆E+(lrσ)
X ′ )

∑
Xγ

[
δ
Xγ

X ′+(lr,σ)

(
δXX ′+(lr,σ) − δX

′

X

)]

+Γrνσ(∆EX ′

−(lrσ))f−r (∆EX ′

−(lrσ))
∑
Xγ

[
δ
Xγ

X ′−(lr,σ)

(
δXX ′−(lr,σ) − δX

′

X

)] .
(A.17)

These are the well-known Fermi’s Golden rule transition rates for sequential tun-
neling events between the open system and its non-interacting fermionic environ-
ment [74], as claimed in Sec. 4.2 of the main thesis.

A.3 The unique stationary state
In Sec. 4.2, we have used that the transition matrix representation W of the Born-
Markov kernel A1 [Eq. (2.27)] that we have found in Eq. (A.17) for the systems
of interest here implies a unique stationary state of the dynamics. In this last
section of App. A, we argue why this property holds.
First of all, it is immediately clear from the definition of the matrix via the Born-

Markov kernel A1 that Tr W = 0. This means that it has a left eigenvector to
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the eigenvalue 0 which is given by the row vector eT = (1, 1, . . . , 1). Furthermore,
this guarantees the existence of a right eigenvector Pz that obeys W · Pz = 0,
and that is trace-normalized, eT ·Pz = 1.
Second, we notice that for truly positive temperatures Tr > 0, the off-diagonal

elements are either given by 0 or by Γrνσ(E)f±r (E) > 0 (assuming that Γ does
not vanish on its support), and are thus non-negative: WX 6=X ′ ≥ 0. Due to
eT ·W = 0, this means that the diagonal elements are truly negative. By the
following argument, this implies that the right zero eigenvector Pz is the unique
stationary state for systems whose probabilities are given by the probability vector
P(t) = eWtP0, with the transition matrix W determined by Eq. (A.17):

Pz = lim
t→∞

P(t) , eT ·Pz = 1 , Pz,X > 0, (A.18)

where we denote the vector components of Pz as Pz,X . To see this, we first define
the matrix

V = W + λmax1 , λmax > max
X

(−WXX) . (A.19)

The matrix V is not only non-negative by definition, but in fact also primitive,
meaning that there exists an m ∈ N such that every matrix element of Vm is truly
positive. The primitiveness of the matrix V can be seen as follows. The truly
positive off-diagonal elements VXX ′ = WXX ′ together represent the rates for all
possible transitions X ← X ′ 6= X between eigenstates differing by the occupation
of a single fermion in the open system [Eq. (A.17)]. Since all energy eigenstates
are occupation number states for the systems we consider, this means that every
possible eigenstate transition can be decomposed into a sequence of such single
occupation transitions with truly positive rates (e.g., a transition between zero
and double occupation of a single spinful level is accomplished by a sequence of
two transitions). Hence, there must be a maximum number of sequences m such
any state transition X ← X ′ can be achieved in m or less steps. In other words,
there exists an nX←X ′ ∈ N≤m such that (Vn(X←X ′))XX ′ > 0. The crucial point
is now that the diagonal elements in V, which can be interpreted as the non
probability-conserving rates (in contrast to W) to stay in the same state during
a single transition step (= one multiplication by V), are also truly positive by
definition, VXX > 0. This means that any transition X ← X ′ as defined by V is
in fact realized with a certain positive rate by exactly m steps, and this implies
the primitiveness for V which means that (Vm)XX ′ > 0 for any two states X,X ′.
The important point of this property is that it allows us to apply the Perron-

Frobenius theorem [133, 134] to V. This theorem states that V has only one
left and one corresponding right eigenvector that can be normalized to have only
positive components, and that the corresponding eigenvalue λp – the Perron root –
is non-degenerate, truly positive and equal to the spectral radius. In other words,
any other eigenvalue λV,x of V obeys Re(λV,x) < λp.
In our case, we know from the definition (A.19) that eT = (1, 1, . . . , 1) is a

left eigenvector of V with strictly positive components and eigenvalue λmax. By



77 A.3 The unique stationary state

the Perron-Frobenius theorem, λmax must be the non-degenerate Perron root.
The corresponding right eigenvector is hence unique up to a prefactor, and this
prefactor can be chosen such that the vector only has positive components. We
again already know from Eq. (A.19) and the Perron-Frobenius theorem that Pz

is, up to a prefactor, the only right eigenvector of V to the eigenvalue λmax.
Therefore, it can be written as

Pz = αPp , α ∈ C 6=0, (A.20)

where Pp is a right eigenvector to the Perron root which has only positive com-
ponents, Pp,X > 0, and hence obeys eT · Pp > 0. Moreover, since Pz is trace-
normalized, eT · Pz = 1, multiplying Eq. (A.20) by eT on both sides implies
α = 1/(eT · Pp) > 0. The right zero eigenvector Pz to the transition matrix W
is thus not only trace-normalized, but furthermore only has positive components,
Pz,X = αPp,X > 0. In other words, Pz is a representation of a legitimate physical
state with positive1 probabilities which are properly normalized to 1.
Finally, it is clear from Eq. (A.19) that the eigenvalues λW,x of W are obtained

from the eigenvalues λV,x of V by a shift of −λmax < 0:

λW,x = λV,x − λmax. (A.21)

Since λmax is the non-degenerate eigenvalue of V with the largest real part,
Eq. (A.21) and λmax > 0 dictate that the zero eigenvalue λW,z = λmax+(−λmax) =
0 is the non-degenerate eigenvalue of W with the largest real part, meaning
Re(λW,x) < 0 for any other eigenvalue λW,x 6= 0. This proves that Pz =
limt→∞P(t) is the unique, physical stationary state of the dynamics, indepen-
dently of the initial state of the system.
We stress that our argument relies on the assumption that all possible transi-

tions exclusively occur as a sequence of state transitions with truly positive rates
Γf± > 0. This only holds for the probabilities of the given class of systems in the
Born-Markov limit for which the transition matrix is given by Eq. (A.17), and
only if the temperatures are positive, Tr > 0. If, for example, the probabilities
coupled to the coherences, these couplings could be described by complex transi-
tion rates for which the Perron-Frobenius theorem cannot be applied. Similarly,
if Tr = 0,2 some transition rates would be 0, breaking the primitiveness of the
above defined matrix V. In fact, the Born-Markov treatment of the single-level
Anderson model [61] already shows a vanishing spin rate γσ = 0 for T = 0 and
certain level positions ε, and hence a non-unique stationary state.

1Interestingly, this also shows that the state represented by Pz cannot be strictly pure. How-
ever, the probabilities can be peaked, allowing to approximate the state as pure.

2Note that T = 0 is not a physical limit in the Born-Markov approximation!





Appendix B

Current kernels
In this appendix, we sketch the derivation of the expression Eq. (2.22) for the
particle current into a specific reservoir, and furthermore show Eq. (2.29) to hold
for the heat current into the reservoirs in the Born-Markov limit. We again assume
the reader to be familiar with the diagrammatic techniques shown in [27, 62, 76,
116–118].

B.1 Particle current
For the particle current, we first note the following easy to verify commutator
relations [

N r, HR
]

= [N r, H] = 0[
N r, HT

]
=
[
N r, HT,r

]
= −

[
N,HT,r

]
, (B.1)

where HT,r is the part of the full tunnel Hamiltonian HT [Eq. (2.4)] which couples
only to reservoir r. Importantly, the second commutator relation reflects the
fact that the tunneling conserves the particle number. This property allows us,
together with Htot = H + HR + HT and the general mathematical properties of
commutators in traces, to write the particle current (2.20) as

IrN(t) = ∂t Tr TrR
[
N rρtot(t)

]
= −i Tr TrR

[
N rLtotρtot(t)

]
= −i Tr TrR

[[
N r, Htot

]
ρtot(t)

]
= −i Tr TrR

[[
N r, HT,r

]
ρtot(t)

]
= i Tr TrR

[[
N,HT,r

]
ρtot(t)

]
= −Tr

[
N TrR

[
−iLT,rρtot(t)

]]
. (B.2)

Using diagrammatic perturbation theory as explained in the references cited
above, this then leads to Eq. (2.22). Furthermore, it becomes clear how the
kernel Wr in (2.22) is defined. Namely, the full coupling kernel W entering the
generalized master equation (2.19) arises when evaluating

∂tρ(t) = TrR
[
−iLTρtot(t)

]
. (B.3)

For the current, we need to evaluate almost the same expression, except that the
leftmost tunneling Liouvillian in the trace is given by LT,r, only describing the

79
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tunneling to the single reservoir r. Therefore, the resulting integral kernel Wr

must be understood as the coupling to a single reservoir r, but renormalized by
the presence of the other reservoirs if higher orders in the coupling are taken into
account. In the Born-Markov approximation and in the single-channel limit, see
App. A, the reservoir resolved coupling can, however, be written as a matrix which
simply equals the matrix for the coupling kernel [Eq. (A.17)] except for a fixed
reservoir index r:

Wr
XX ′ =

∑
ν,σ

Γrνσ(∆E+(lrσ)
X ′ )f+

r (∆E+(lrσ)
X ′ )

∑
Xγ

[
δ
Xγ

X ′+(lr,σ)

(
δXX ′+(lr,σ) − δX

′

X

)]

+Γrνσ(∆EX ′

−(lrσ))f−r (∆EX ′

−(lrσ))
∑
Xγ

[
δ
Xγ

X ′−(lr,σ)

(
δXX ′−(lr,σ) − δX

′

X

)] .
(B.4)

In the following section, we will use this form of the reservoir resolved kernel.

B.2 Heat current in the Born-Markov,
single-channel limit

Let us now turn to the expression for the heat current in the Born-Markov limit.
We again focus on systems in the single-channel limit (each spin resolved reservoir
couples spin-conservingly to only one single-particle state in the open system) and
for which the particle number states are the many-body energy eigenstates of the
open system Hamiltonian. We also again stress that these restrictions are fulfilled
by the two quantum dot setups studied in paper I and II.
We start from the definition of the energy current into the reservoir r given in

Eq. (2.21). Using[
Hr, HR

]
= [Hr, H] = 0 ,

[
Hr, HT

]
=
[
Hr, HT,r

]
(B.5)

we follow a procedure analogous to Eq. (B.2) to arrive at

IrE(t) = ∂t Tr TrR
[
Hrρtot(t)

]
= Tr TrR

[
−i
[
Hr, HT,r

]
ρtot(t)

]
. (B.6)

Since the tunnel barriers themselves can store energy, the energy current is not
conserved, and we cannot replace Hr by −H in the commutator on the right hand
side of the above expression; instead, we have to explicitly calculate the commuta-
tor. Using the definitions and notation established in Sec. A.1, a straightforward
calculation yields

ÎrE(t) = −i
[
Hr(t), HT,r

]
= −i

∑
j,i

εiδrirηiTj;idjci. (B.7)
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To evaluate Eq. (B.6), we have to express (B.7) in terms of the fermionic super-
operators shown in (A.4). For this, it turns out to be more convenient to rewrite
Eq. (B.7) into a symmetric form using an anti-commutator {•, •}, which is always
possible since Tr TrR [Oρ] = Tr TrR

[
1
2 {O, ρ}

]
. One finds

1
2
{
ÎrE, •

}
= −i

2
∑
qj ,qi
j,i

εiδrirηiTj;iδqj q̄iG
qj
j J

qi
i • . (B.8)

Using this expression, one can now evaluate the contribution to Eq. (B.6) in
the lowest order in the coupling. One finds this contribution to be the same as for
the coupling kernel [Eq. (A.8)], apart from an additional factor 1/2, the fact that
the reservoir index is fixed to r, that the expression in the sum is multiplied by
εrkνσ, and that the Keldysh index of the left open system superfermion is given
by q = − instead of q = +:

Wr
1,E(∆t) = −1

2
∑
η,k,ν
σ,q

(Re(τlrσ;rkνσ) + i · ηIm(τlrσ;rkνσ))

× (Re(τlrσ;rkνσ)− i · ηIm(τlrσ;rkνσ))
× ηεrkνσeiηεrkνσ∆t

[
fηr (εrkνσ)− qf η̄r (εrkνσ)

]
G−η̄lrσe

−iL∆tGq
ηlrσ

= −1
4π

∑
η,ν
σ,q

∫ ∞
−∞

dE ηE · Γrνσ(E)
[
fηr (E)− qf η̄r (E)

]
G−η̄lrσe

i[ηE−L]∆tGq
ηlrσ.

(B.9)

Note that we have used Im(Γ) = 0 [Eq. (A.9)].
Since we require the trace ∑

X(XX|Wr
1,E•, we calculate the matrix element

(XX|Wr
1,E|XαXβ). Performing a calculation analogous to Eq. (A.12) yields

(XX|G−η̄lrσe
−iL∆tGq

ηlrσ|XαXβ) =
δXα
Xβ

2
∑
Xγ

{
e−i∆Eη(lr,σ)

Xα
∆tδ

Xγ

Xα+η(lr,σ)

[
δXXα

+ δXXγ

]

+qe−i∆EXα
η̄(lr,σ)∆tδ

Xγ

Xα−η(lr,σ)

[
δXXα

+ δXXγ

]}
.

(B.10)

In comparison to Eq. (A.12), we find a + instead of a − in front of the q as well
as between the Kronecker deltas in the square brackets.
Next, taking matrix elements in Eq. (B.9), we use Eq. (B.10) and subsequently
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sum over q and η. We obtain

(XX|Wr
1,E(∆t)|XαXβ)

= −
δXα
Xβ

2π
∑
ν,σ
Xγ

∫ ∞
−∞

dE Γrνσ(E) · E

{
f+
r (E)δXγ

Xα+(lr,σ)

(
δXXα+(lr,σ) + δXα

X

)
cos

(
(∆E+(lrσ)

Xα
− E)∆t

)
−f−r (E)δXγ

Xα−(lr,σ)

(
δXXα−(lr,σ) + δXα

X

)
cos

(
(∆EXα

−(lrσ) − E)∆t
)}
.

(B.11)

This again shows that we only need to consider the secular terms of the kernel.
We therefore introduce the matrix (Wr

E)XX ′ = (XX|Wr
1,E|X ′X ′), and continue

by calculating the zero frequency Laplace transform of this matrix. Following the
steps carried out from Eq. (A.15) to Eq. (A.17), we arrive at

(Wr
E)XX ′ = −

∑
ν,σ

∆E+(lrσ)
X ′ Γrνσ(∆E+(lrσ)

X ′ )f+
r (∆E+(lrσ)

X ′ )
2

×
∑
Xγ

[
δ
Xγ

X ′+(lr,σ)

(
δXX ′+(lr,σ) + δX

′

X

)]

−
∆EX ′

−(lrσ)Γrνσ(∆EX ′

−(lrσ))f−r (∆EX ′

−(lrσ))
2

×
∑
Xγ

[
δ
Xγ

X ′−(lr,σ)

(
δXX ′−(lr,σ) + δX

′

X

)] . (B.12)

This is the explicit form of the energy current kernel that can be used to calculate
the heat current for the single-level quantum dot in Sec. 4.4. However, we have
already claimed in Sec. 2.6.1 that the energy current in the Born-Markov limit
is conserved, allowing us to rewrite the heat current as a current out of the open
system [Eq. (2.29)]. With the explicit expression (B.4), this is now straightforward
to prove.
The main trick is to use that we only need to calculate the trace over the

current kernel times the probabilities PX(t) = (XX|ρ(t)) entering the reduced
density operator, that is, terms of the general form

∑
X ′

∑
X

(Wr
E)XX ′

PX ′. (B.13)
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We use this explicitly by combining Eq. (B.12) with Eq. (B.4):∑
X

[(−Wr
E)XX ′ − EX (Wr)XX ′]

=
∑
X,ν,σ

∑
Xγ

δ
Xγ

X ′+(lr,σ)
Γrσ(∆E+(lr,σ)

X ′ )
2 f+

r (∆E+(lr,σ)
X ′ )

×
[
δXX ′+(lr,σ)

(
∆E+(lr,σ)

X ′ − 2EX
)

+ δX
′

X

(
∆E+(lr,σ)

X ′ + 2EX
)]

−
∑
Xγ

δ
Xγ

X ′−(lr,σ)
Γrσ(∆EX ′

−(lr,σ))
2 f−r (∆EX ′

−(lr,σ))

×
[
δXX ′−(lr,σ)

(
∆EX ′

−(lr,σ) + 2EX
)

+ δX
′

X

(
∆EX ′

−(lr,σ) − 2EX
)]}

=
∑
ν,σ

∑
Xγ

δ
Xγ

X ′+(lr,σ)
Γrσ(∆E+(lr,σ)

X ′ )
2 f+

r (∆E+(lr,σ)
X ′ )

×
[
−EX ′+(lr,σ) − EX ′ + EX ′+(lr,σ) + EX ′

]
−
∑
Xγ

δ
Xγ

X ′−(lr,σ)
Γrσ(∆EX ′

−(lr,σ))
2 f−r (∆EX ′

−(lr,σ))

×
[
EX ′ + EX ′−(lr,σ) − EX ′ − EX ′−(lr,σ)

]}
= 0, (B.14)

where EX are the energies of the many-body energy eigenstates |X〉. In other
words, we find ∑

X

(Wr
E)XX ′ • = −

∑
X

EX (Wr)XX ′ •, (B.15)

which together with Eq. (B.13) proves the simplified heat current formula (2.29).
Physically, this means that for the systems of interest here and in paper I and II,
the energy current is conserved in the Born-Markov limit.
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Influence of the fermion-parity mode
In Sec. 3.3 in Eq. (3.15), we claim that any correlator (O†|(−1)N) of an operator
O can only be non-zero if O is linearly dependent on the product of all occupation
number operators Nj of single-particle states |j〉 = |ljσ〉 [Sec. 2.1] defining the
open system:

O
!= α ·

∏
j

Nj +Orest , α ∈ R 6=0, (C.1)

with the remaining part Orest defined to be linearly independent of ∏j Nj. In this
appendix, we prove this relation. For a convenient notation, we here write field
operators for the open system states as

d
ηj
j =

d
†
j ηj = +1
dj ηj = −1

. (C.2)

The occupation number states are in the following denoted as |{nj}〉, with nj :=
nljσj being the particle number in state j = (lj, σj).
First, we note that due to the anticommutation relation for field operators

acting on the open system, {
d
ηj
j , d

ηj′
j′

}
= δjj′δηj(−ηj′), (C.3)

we can expand any linear operator A acting on the many-body Fock space of the
open system which does not have the form (C.1) into a sum of operators which are
all a product of the following two operators: one term A 6=j which is a product of
field operators that do not create or annihilate a particle in the state j = (lj, σj),
and another operator which is either the identity or one fermionic operator dηjj ,
either creating (η = +) or annihilating (η = −) an electron in the single-particle
state j = (lj, σj):

A =
∑
{j}
βjA 6=j ·

(
αjd

ηj
j + 1− αj

)
, αj = 0, 1, (C.4)

where the sum goes at least1 once over all states j. In the following, we prove
1We allow for multiple summands for each state j with different coefficients βj , such that we
also include any possible linear combination 1 and dηjj .
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Eq. (C.1) by showing that

(
[
A 6=j ·

(
αdηj + 1− α

)]†
|(−1)N) = 0 (C.5)

for each summand in the sum (C.4). Using

〈{nm}|• |{nm}〉 = 〈{nm}, nj = 0| (njdj + 1− nj)•
(
njd

†
j + 1− nj

)
|{nm}, nj = 0〉,

(C.6)
the splitting (−1)N = (−1)Nj(−1)

∑
m 6=j Nm, and the anticommutation relation

(C.3), we find

(
[
A6=j ·

(
αd

ηj
j + 1− α

)]†
|(−1)N)

=
∑
{nm}
〈{nm}|A6=j ·

(
αd

ηj
j + 1− α

)
(−1)N |{nm}〉

=
∑
{nm}
〈{nm}, nj = 0|

[
(njdj + 1− nj)A 6=j(−1)

∑
m6=j Nm

×
(
αd

ηj
j + 1− α

)
(−1)Nj

(
njd

†
j + 1− nj

)]
|{nm}, nj = 0〉

=
∑

{nm}m 6=j

〈{nm}, nj = 0|A6=j(−1)
∑

m6=j Nm

×
∑
nj

[
(σnjdj + 1− nj)

(
αd

ηj
j + 1− α

)
(−1)Nj

(
njd

†
j + 1− nj

)]
× |{nm}, nj = 0〉, (C.7)

where the factor σ ∈ {±1} is the result of commuting dj with A 6=j [Eq. (C.3)],
and α is chosen to be 0 or 1 [Eq. (C.4)].
Next, let us simplify the sum over nj. Using the fermionic anticommutation

relations and (−1)Nj = 1− 2Nj, we find∑
nj

[
(σnjdj + 1− nj)

(
αd

ηj
j + 1− α

)
(−1)Nj

(
njd

†
j + 1− nj

)]
=
(
αd

ηj
j + 1− α

)
(−1)Nj + σdj

(
αd

ηj
j + 1− α

)
(−1)Njd†j

= ηjαd
ηj
j + (1− α) [1− σ − (2− σ)Nj] . (C.8)

Substituting this back into Eq. (C.7) and using

〈{nm}, nj = 0|A 6=jdηjj |{nm}, nj = 0〉 = 〈{nm}, nj = 0|A6=jNj|{nm}, nj = 0〉 = 0,
(C.9)

for any choice of A6=j, one obtains

(
[
A 6=j ·

(
αd

ηj
j + 1− α

)]†
|(−1)N)

=
∑

{nm}m 6=j

〈{nm}, nj = 0|A6=j(−1)
∑

m6=j Nm(1− α)(1− σ)|{nm}, nj = 0〉. (C.10)
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For α = 1, this obviously vanishes. For α = 0 and σ = −1, corresponding to an
odd number of field operators in A 6=j, the correlator (A†6=j|(−1)N) vanishes merely
as a consequence of the cyclic property of the trace. However, as apparent from
Eq. (C.10), it also vanishes for σ = 1. We have therefore derived that

(
[
A 6=j ·

(
αjd

η
j + 1− α

)]†
|(−1)N) = 0. (C.11)

With Nj(−1)Nj = −Nj, it becomes clear that in order for (O†|(−1)N) to be non-
zero, the operator O needs to contain one creation and one annihilation operator
forming the occupation number operator Nj = d†jdj. Repeating the same argu-
ment for A6=i with all other states i ≡ (li, σi) 6= i and finally using (1|(−1)N) = 0,
one can conclude that the Eq. (C.1) must hold for the correlator (O†|(−1)N) to
be non-zero.
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