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Abstract

Pure electric vehicles and hybrid electric vehicles arencféasing interest in
the automotive industry, much due to challenges such assemitevel legislations and
the environmental impact of the transportation sector. M@ntinuously striving for
better performing and more energy efficient electric poraars, with high drivability
and redundancy, there is an ever increasing need for furtsearch and developmentin
the areas of controls, design and system level optimization

Over the past decade, noise and vibrations from electn@slias increasingly
become an area of attention for both academia and industry.absence of the broad
band noise from the internal combustion engine brings nasenwibration and harsh-
ness (NVH) challenges for electric propulsion applicasioMagnetic noise from elec-
trical machines is of particular interest in automotive laggtions. It is not only related
to the physical design and mounting of the electrical mazhint also to the choice of
control approach and voltage modulation strategy.

This thesis is focused on energy efficiency enhancementseirelectric drive
system, primarily on the control of the three phase invehteaddition to the energy effi-
ciency perspective, also the appearance of electromadgoates and NVH-perspectives
are considered. Alternative modulation techniques arestigated, where the so called
discontinuous pulse width modulation is is proven to desedhe inverter losses, sub-
stantially.

The appearance of electromagnetic forces is investigatiedigvely, with focus
on radial forces acting as attractive or repulsive forcéwben the rotor and the stator. Its
influence on stator deformations, and consequently noidevidnations, is investigated
where also influence of machine design, modulation teclesignd perceived annoyance
of the radiated sound are included.

The scientific contribution can be summarized with two paffstly, the in-
terdisciplinary research where energy efficiency enhaecgsnare coupled to NVH-
performance. Secondly, the cause and effect of electroetagiorces as the link be-
tween machine design, controls and NVH-perspectives.

Itis proven that when using discontinuous PWM (DPWM) indtesynchronous



PWM (SPWM), the inverter losses can be decreased with upitpefcent. While com-
plementing the modulation with randomization of the swiitghfrequency the increase in
perceived annoyance, due to increased radiated noise wshren@PWM, is significantly
decreased. At rotational speeds above base speed, nediféein perceived annoyance
between DPWM and SPWM could statistically be ensured whedamization is used.
At a randomization level with a variance of= 1000 Hz the noise is comparable with
the magnitude of the harmonics themselves, hence furtimeloraization in terms of
increased variance is without any gain.

Index Terms: Energy efficiency, modulation techniques, noise assessmpemanent
magnet synchronous machine (PMSM).
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Chapter 1

Introduction

1.1 Problem background

Seemingly, electric propulsion is an area of focus for batddgmia and industry. Striv-
ing for better performing and more energy efficient elegtadevertrains, with high driv-
ability and redundancy, there is an ever increasing needef®arch and development
within the fields of controls, design and system level optation. In the application of
electrified vehicles, it is of most importance to maintaigthenergy efficiency by elec-
trical losses minimization. Out of many advantages, lossmization is beneficial from
cooling, driving range and life cycle perspectives. Unsisipgly, enhancements within
one field seldom comes without drawbacks in another.

Over the past decade, noise and vibrations from electriesifias increasingly
become an area of attention as well. The absence of the bevatinwise from the in-
ternal combustion engine brings new noise, vibration andhress (NVH) challenges
for electric and electric hybrid vehicle applications. &temagnetic noise is in literature
pointed out as one of the main contributors to the noise incled) usually perceived
as very annoying due to its tonal appearance [1]. Electrowmtgnoise is of particular
interest in the automotive industry, its appearance is nbt elated to the physical de-
sign of the machine but also to the selection of control apgih@nd voltage modulation,
which is further elaborated and investigated in this work.

High frequency noise in permanent magnet machines (PMShglinating from
the inverter switching, has previously been researchetheSoteresting works are pre-
sented in[[2| 3,14,15,16]. Different modulation techniqued awitching frequency ran-
domization are frequently researched areas as well. Afthpusually evaluated from an
electrical perspective [7,) 8] 9,110,]111]. (A [7] and [8], fsoug on harmonic spreading



Chapter 1. Introduction

and efficiency, different random PWM techniques are ingas#id, concluding a signif-
icant decrease in harmonic intensity and advocates beffrefitsan EMI perspective.
Most often harmonic spread of inverter output current, posgectral density and en-
ergy efficiency are considered, while noise emissions adtendisregarded. Addition-
ally, application-based or interdisciplinary evaluasasre seldom seen. In summary,
missing in literature is more comprehensive analyses whddiional adverse effects
are incorporated, such as energy efficiency enhancemefit@mnce on NVH. Moreover,
understanding the cause of effect when it comes to NVHadl&sues, force densities
and electromagnetic behaviour is needed to completelyratatel the interlinked phe-
nomena, which is a major part of this work.

1.2 Purpose of the thesis and contributions

The purpose of the work presented in this thesis is to enhifigceesearch on the topic
of electric machines, energy efficiency enhancements artd.dviergy saving measures
have been previously researched, both in the context ofygreficiency improvements
for inverters as well as for electrical machines. Howevepi@viously discussed, miss-
ing in literature are comprehensive analyses and invegiigmaof adverse effects and
relations which usually are of an interdisciplinary natigech as inverter switching in-
fluence on vibrations and radiated sound. Summing up, the omitributions can be
itemized as

» Methods for inverter energy efficiency enhancements arestigated. Primarily,
different modulation techniques are investigated from aergy efficiency per-
spective with the purpose to quantify benefits and poteatlaerse effects.

 Analytical expressions for the spatial and temporal cotndé the airgap flux den-
sity and force density are derived and verified with finitexedat analysis (FEA).
The purpose of this is to increase the understanding andrtbelidge of how
electromagnetic forces arise. Moreover, the knowledgesemtial to grasp the
impact of machine control and voltage modulation on gemanaif electromag-
netic forces and NVH-issues related to electromagneti®moi

» Energy efficiency enhancements are evaluated both fromeny efficiency per-
spective and from an NVH-perspective. Acoustic listeniegig are used to evalu-
ate how the acoustic noise from different solutions areqieed, with the purpose
of quantifying differences and statistically ensure thdifigs validity.

* FEA and experimental testing have been conducted withuhggses of verifying
theory, studying phenomena that are either too complexamdricertain to inves-



1.3. Thesis outline

tigate numerically and to increase the scientific value effifidings. Additionally,
the experimental testing fulfills an educational purpose.

1.3 Thesis outline

Chapter 2 covers essential theory of electric drive systerdatting. Modelling of the
PMSM is covered and necessary analytical expressions asemed. The maximum
torque per ampere technique is discussed as well as difie@atulation techniques such
as the discontinuous PWM. Chapter 3 is assigned to electyoetia forces in the ma-
chine. Spatial and temporal content of both airgap flux dgresid force density are
explained and analytically expressed. Necessary theonctrporate electromagnetic
quantities with NVH-related issues is discussed.

In Chapter 4 the basis for the experimental testing is pteseifhe methodology
used is presented along with technical descriptions of thepenent used. Chapter 5
covers the finite element modelling, which parts of the figdiare based upon. The first
part of the chapter presents the 2D model of the electricehine, the second part of
the chapter describes the methodology used to perforrgeétacited FEM-simulations
with a switched voltage source. The last part covers the Lisrithi-physics simulations
where electromagnetic forces are coupled with mechaniodkts to study its impact of
noise and vibrations.

Chapter 6 is a continuation on the third chapter and is basédite element mod-
elling. The influence of stator slots and inverter switchimigvestigated focusing on low
vibrational orders. Primarily, the influence of stator slahd its influence on NVH-issues
are discussed. In Chapter 7, different modulation techesdare investigated, primarily
from an energy efficiency perspective. Lastly, in Chapteh8 perceived annoyance for
different modulation techniques is investigated. Listgniests are presented complet-
ing the chain from energy efficiency enhancements to pezdedcoustic sensation for
persons subjected to the emitted noise from the machine.

1.4 Publications

The following list of publications have been made during¢barse of the project. The
publications are to a large extent reflected in the work prieskin this thesis.

» Andersson, A. Thiringer, TAn analysis of inverter switching loss minimization
based on discontinuous PWM for a salient-pole PM&Nnference: 18 Euro-
pean Power Electronics Conference, Lappeenranta 2014.
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» Andersson, A. Thiringer, Tinverter losses minimization using variable switching
frequency based on multi-objective optimizati@onferenceX X" International
Conference on Electrical Machines, Berlin 2014.

* Andersson, A. Lennstrom, D. Nykanen, ifluence of inverter modulation strat-
egy on electric drive efficiency and perceived sound qualdyrnal: IEEE Trans-
actions On Transportation Electrification, 2015 (in revig% round).



Chapter 2

Electric drive system

The selection of machine topology in electric and hybriat&le propulsion systems for
automotive use is to a large extent unambiguous, the PMSkrisoften used. Walker et
al. [12] presents a comprehensive topology selection tigeg#on of electrical machines
based on requirements from the US Department of EnErggdomCar 202Qargets.
FreedomCartargets for hybrid propulsion machines by the year 202Quitie$, but are
not limited, to performance indices such as rated and pealepanaximum rotational
speed, minimum peak efficiency, unit weight and cost. Thedystucludes more conven-
tional topologies such as the PMSM, induction machine aadymchronous reluctance
machine, but also topologies such as transverse flux machine

The findings indicate that despite well known issues withabsgociated cost of
permanent magnet (PM) machines and the relatively poorielakening capabilities,
the PMSM is the favourable choice, both for today and in tharki This is primarily
due to significant benefits such as high efficiency and highep@nd torque density. In
particularly, the interior PM synchronous machine (IPMS#/Mfavourable in front of the
surface mounted PM machine (SPMSM), findings that are inviitle the performance
comparison between IPMSM and SPMSM presented by Pellegtimb. [13]. In the
comparison presented by Pellegrino et al.l [13], the radftipoor overload capabilities
and field weakening capabilities are drawbacks that ardiglgbd for the SPMSM.

Clearly, there is a wide range of machine topologies swgtétnl hybrid/electric
propulsion. The IPMSM topology selected in this work is asm@able choice for hy-
brid/electric vehicles. The work presented in this theslsised upon a IPMSM currently
in production, used in a mass produced hybrid vehicle. Theesaachine is used both
in numerical simulations as well as the experimental tgstin

In this Chapter, the modelling of the electric drive systerdéscribed. Modelling
of the electrical machine, inverter and a suitable vehmtefectric propulsion is covered

5



Chapter 2. Electric drive system

as well as the machine controls and the basics of differeiutation techniques.

2.1 Salient-pole PMSM modelling

The machine used in the thesis is, as previously mentionedR?BSM. The magnet
placement is in a v-shaped configuration with the benefit oégating reluctance torque
in addition to the Lorentz torque. The magnet configuratésults in different reluctance
in the direct and quadrature direction, hence differentatancesl(y andLg), commonly
known as a salient-pole rotor.

2.1.1 Equivalent circuit model

The mathematical model of a salient-pole PMSM in the synobus reference frame can
be presented with the circuit equivalent model shown in[Ei§.wherd_4 andLq are the
inductances in the direct and quadrature directigrandug are the dg-stator voltages,
ig andiq are the dg-currents is the stator resistancey is the electrical rotor speed,
Wn is the flux linkage originating from the magnets aid andWy are the direct and
guadrature flux linkages, respectively[14].

L, R w.L,i

s T4

Figure 2.1 Equivalent circuit for the PMSM in the dg-refererframe

The stator equations, representing the relations betweaésr soltage and phase
current can be expressed as

di . .
de—;j :Ud*Rs|d+(L}Lq|q (21)
di . ,
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based on the illustration in Fi._2.1. The relation betweenr lihkage, inductance and
current are expressed as

Yy = Ldid—i-‘-l-’m (23)

Ws| = /W5 + W2, (2.5)

The expression for the electromagnetic torque can be wréts{14]

Te= 3—2"(L|Jdiq—wqid) (2.6)
whereny is the number of pole pairs.

In addition to the model previously presented, which inesidnly fundamental
components without any secondary effects such as harmiartfesinduced voltage, also
variations inLg, Lq and¥m are considered. The variations are dependerig @ndig
and occur due to magnetic saturation in the iron materiak fwcross saturatiohy is
not only affected byy andLq is not only affected byq. Since the path in the g-direction
is more easily saturatetlg usually varies more thalny [15].

2.1.2 PMSM control

In the work presented, the machine is controlled using a fieleinted control (FOC)
method comprised of a speed controller cascade couplegwitimer current controller.
The controllers are derived using the internal model cér{tMC) strategy [14] and
implemented using the synchronously rotating refereramadr(dg-reference frame). For
the dg-current, two parallel controllers are used wheredthend the q-component are
controlled separately. This is enabled by decoupling thedidgpaxes from each other by
feedforwarding of the coupling terms. These are the partherstator equation where
ig influencesq and vice versa. For enhanced performance, features sucti-agied up
and active damping are implemented.

By feed forwarding the back-emf and the coupling term, theSRMmodel stator
current relation in the g-direction can be rewritten as

di . . A
qu—;‘ = Ug— Rdig— @ (Laig + Wm) + & (Laig + Pm) (2.7)
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wherely and Wy, are estimated values &f; and W, respectively. Assuming perfect
parameters, i.elq = Ly andLq = Lq, the following transfer function is obtained

ug(S) 1
G(9 === .
S iq(S)  slg+Rs
By defining the closed-loop system for the current contr@kea low-pass filter
with the bandwidtto, the closed-loop system is defined as

(2.8)

_ _F(S6(9 _ ac
Ca(S =17 F(SG(S) s+ac (2.9)

The g-controllerF4(S), then becomes

Kic

a acR
Fa(S) = Kpe+ - = ?CG(S)fl = OcLq+——

(2.10)

The same procedure is used to derive the parameters ford¢hereat controller
and the speed controller. In Fig._P.2 the control systeniustilated. As can be seen, it
is a closed loop system where the phase current and the diion are measured. The
rotational speed of the machine is estimated using an dstirhased on the phase lock
loop (PLL) principle.

id.h;i 53
MTPA (R Ugguer %, Three
N L dqg-current > PWM sb /
[ &It ur;]uc o controller —»%‘3 modulator se phase \PMSM
mmiter

| inverter

Phase

Tey Teer b
" el ‘ dq! current !
sampling c

Speed
controller Speed 0 Position
A estimator (PLL) ) sensor

Figure 2.2 lllustration of the PMSM control system

2.1.3 Maximum torque per ampere with variable inductances

In (2.8) the electromagnetic torque equation is presemtedhe equation describes, the
torque is a function of botly andiq. Consequently, different combinations of these
can be used to obtain the same torque. In order to achievenaehigrgy efficient drive
system the maximum torque per ampere (MTPA) approach isfosall simulations and
all experimental testing. For a given torque referenceséhection ofy andiq references
is based on minimization of the RMS current. VariationkdnLq and¥r, are considered

8



2.1. Salient-pole PMSM modelling

as functions of botly andig, which adds additional complexity. The maximum torque
per ampere is obtained by solving the following minimizatgoblem

minimize §(iq,iq)

st. fi(ig.iq) <O (2.11)
hi(ia,iq) = 0
where
i - 31
fi(id,iq)z\/ud(id,iq)2+uq(id,iq)2—\% (2.12)

h(id, iq) = 1.5npiq [LIJm(id, iq) + (Ld(id, iq) - Lq(id,iq)) id] —Tgref

whereuq(ig,iq) andug(iq,iq) are calculated using the stator equations in steady state,
described in[(Z]1) an@(2.2) for the direct and quadratues aespectively. The objective
function, fo, equals the RMS phase current. The inequality constréifig,iq), acts as
voltage limitation. When this is active, field weakeningésgjuired. Lastly, the equality
constrainth(ig,iq), defines the electromagnetic torque function which is atemé in
(2.8). The problem definition implies that for each comhimratof torque and speed,
there is a combination df andiq that minimizes the phase current RMS value, which
aims to minimize the resistive losses in the inverter andntlaehine. The trajectory
obtained by this approach is not the optimum in a global seinggrovements can be
made by extending the problem by including, for instana®) ipsses in the machine in
accordance with the research presented by Meifen ef al.. [H6vever, the selection
of only minimizing the RMS value of the phase current is cdasid to be a reasonable
trade-off between efficiency-enhancing measures and tivested in development of
the optimization algorithm. Furthermore, during loadihg topper losses is the most
significant loss component in the drive system! [17], moigathe solution approach
proposed here.

The variation inLy, Lg andWr, adds an additional degree of complexity, since
these are not constants in (2.11) and (R.12). Thereforesaiion for all combinations
of torque and rotational speeds are calculated offline arttidu implemented in the
control system by the use of look-up tables.

In Fig. [2.3 the electromagnetic torque is presented asifumof iy andig. As
one can see, the rightmost edge of the colored part, whicttisated with the solid red
line, gives maximum torque per ampere under the assumjptadritte rotational speed is
below base speed) < wy,. If the rotational speed exceeds the base speed, the iitgqual
constraintfi(ig,iq) becomes active. As a consequence, the dg-current refevahoes

9



Chapter 2. Electric drive system

will deviate from the MTPA-line. At such instanceg,is decreased ang is increased
in the negative direction in order to maintain the refereiocgue.

150
—MTPA, w< W,
60
100
< 40
._C'
50
20
8 0
-200 -150 -100 -50 0

i [A]

Figure 2.3 lllustration of electromagnetic torque as fiorcof iy andiqg

2.2 Three-phase voltage source inverter

To allow for variable speed operation, a voltage sourcertavean be used to control
voltage magnitude and frequency. A typical topology usethdtustrial applications

is the two-level inverter, illustrated in Fid._2.4. Besidég two-level inverter, there
are additional topologies such as variations of multi-léweerters and the neutral point
clamped inverter (NPC-inverter). Both have recently beinareasing interest target-
ing automotive use [18, 19, P0]. Although, it is not eviderttieh inverter topology to

favour. The research presented [inl[18] [19, 20] indicatesrthadti-level inverters are

likely to operate with higher inverter efficiency than a tewel inverter. On the other
hand, commonly highlighted drawbacks are the increasedeuof switches and gate
drivers and more complex control and modulation stratedidslitionally, due to the dif-

ferent current harmonic content, losses in for example #itety might increase when
using a multi-level inverter instead of a two-level inverfEs,19].

A two-level inverter topology is used in this work. It is bdsen six switches
arranged in three legs, each with two in series. All six swé&; in this case IGBT-
modules, are equipped with free-wheeling diodes to allavetmrent passing in the non-
conductive direction of the IGBT, when needed.

Each of the three phases (v, Vc) can be connected to eitheiy./2, indepen-
dently of each other. Consequently,2 8 voltage vectors can be created where six of
them are active and two are zero vectors, illustrated in[Ef§. Note that voltage vector
up11 anduggo are the so called zero vectors implying that all three phsisesitaneously

10



2.2. Three-phase voltage source inverter

are connected to eithetVyc/2. During operation the vectors are combined to achieve an
average voltage corresponding to the references for eaadeph

R
A B A"Bn

C4
TT 2 4@ 2

Figure 2.4 lllustration of a three-phase voltage sourceriev

In the stationary reference frame §-reference frame) the output vectgyg are
limited to [14]

_ Vdc z\/dc
Vo = <o, = 3 > (2.13)
zvdc)
vg = |0, £ ; 2.14
’ ( V3 (244

which is a result of the amplitude invariamB-transformation according to

Va Sa

2 1 1 2 1 1

Va| |3 T3 73 ~ Vac |3 T3 73
vl 1o o —al [ T2 g o _a|®
B V3 V3 v V3 V3 S

The largest voltage magnitude that momentarily can be etdat

2V,
Vaglmax= =5, (2.15)
whereas the limit for linear modulation is
Vdc
Vop|l = —. 2.16

In Fig.[Z.3 this can be seen as the largest circle that candagert inside of the hexagon,
illustrated by the dashed circle.

11



Chapter 2. Electric drive system

u. ./
c ¥ Uy Uy

Figure 2.5 lllustration of voltage vectors for a two-leveSV

2.3 Pulse width modulation techniques

Pulse width modulation (PWM) is essential for operation @fage source inverters. In
principle, each of the three legs of the inverter is altexlyatonnected to eithetVyc/2
to obtain a specific average voltage level. What differéesidifferent modulation tech-
nigues is the way in which the voltage vectors are combinediegpecially how the zero
vectors are used. Clearly, different selections of voltegetors can be combined, in
different orders, to create an average over one switchiriggheorresponding to a given
reference. However, the choice of voltage vectors and timbamation will affect the per-
formance of the drive system in terms of energy efficiency @mase current harmonics
[14).

Different modulation techniques and switching frequeraydomization are fre-
guently researched and evaluated from an electrical petrepd21,[7/8[ 9] 10, 11]. In
[21] different discontinuous PWM (DPWM) methods are inigasted focusing on in-
verter energy efficiency. The authors conclude that DPWMésmodulation technique
of choice due to a substantial decrease in losses as a résiuét decreased number of
switching events, i.e. number of commutations.

In [7] and [&], focusing on harmonic spreading and efficierdifferent random
PWM techniques are investigated. The authors concluderdfisent decrease in har-
monic intensity and advocates benefits from an EMI perspeci¥lost often harmonic
spread of inverter output current, power spectral densityenergy efficiency are con-
sidered while potential drawbacks such as noise emissites are disregarded.

Although, modulation techniques’ influence on magnetisadiave been inves-
tigated by several researchers as well[2,13,14.15, 6] 22, 232%,[26]. Specifically,
[2,13,[4,[5]6] covers permanent magnet synchronous machReesdom switching fre-

12



2.3. Pulse width modulation techniques

quency PWM has been pointed out as the main technique, sésitteasing the switch-

ing frequency, for improving the acoustic sensation [3,2/23,24[ 25] thanks to the

non-tonal spectrum around the switching frequency and itkiptes. However, despite

utilization of suggested sound quality metrics for quacifion of the acoustic exposure
as by Ma and Zud_]5], Sarrazin et al.| [6] and Cho et al.| [23]eBtigations on the

perception due to modulation techniques have not been fouanhilable literature.

For industrial applications, such as electrification offarigion systems in the au-
tomotive industry, sideband harmonics around the switgfriiequency is normally in the
hearable frequency range due to switching frequency ing¢g@n of 5-10 kHz. Obvi-
ously, the switching frequency can be increased and thgvetsntial issues related to
noise and vibrations can easily be suppressed. With inedez@mputational power and
alternative switch topologies, such as silicon carbidebtasvitches, it is a very realistic
possibility. However, increasing the switching frequeintgombination with switches
with enhancediV/dt capabilities might be problematic from an electrical iféegnce
perspective. It is likely that additional interferenceuiss will arise in the electrical sys-
tems.

Consequently, the effects of randomization of the switgtifequency is of inter-
est to investigate, primarily from a noise perspective. fubnique is simple and seems
like a yet effective measure to decrease the switching rfoise electric drive units.
Simply by the smearing out the harmonic components and lilgedecrease the tonal-
ity. However, it is not evident that this will have any positieffects on the experienced
noise, which at first thought might seem contradictory. Teeson for this is that tonality
is not by any means the only sound quality metrics. Alongsielity, measures such
as overall sound pressure level might be more influentiahenperceived annoyance.
Although, the technique is simple and seems like a yet efieateasure to decrease the
switching noise from electric drive units. Another areargérest is the combination of
for example DPWM and randomization of the switching freqryeim order to harvest
the benefits of DPWM while at the same time suppress its drekgha

The modulation techniques investigated in this work is Hase carrier wave
comparison. In Fig[216 the carrier wave comparison istitated. The times located
on the x-axis illustrates a total time equal to the switchiegiod time. As can be seen,
the switching period is divided into 7 sections marked wiite timedy, t1, t, andt;. Of
these onedyp andt; are zero vectors wheregsandt, are active vectors. The voltage
references are obtained from the control system and awéage one switching period,
hence the output average equals the reference value fopbask.

13



Chapter 2. Electric drive system

Y

Y

Y

L
3

ol

Figure 2.6 Carrier wave comparison example

2.3.1 SPWM with third harmonic injection

As previously discussed in Sectibn 2.2, the theoreticait lfior linear modulation is
Vo |max = Vae/v/3. However, this limit can not be reached without any form et r
erence alterations. For example, if a voltage reference, pf= Vge/V/3+ jO is to be
realized, the average values of the switching states redjaiuring a switching period
are[2/v/3, —1/v/3, —1/v/3] (according to the amplitude invariant transformation pre-
sented in[(ZR)). Note tha, = 2/v/3 > 1 which will cause overmodulation. Conse-
qguently, the maximum output voltage magnitude possiblaauit any alterations of the
three-phase voltage references is

Vg max = ?% = Y (2.17)
resulting in average switching states[df —1/2, —1/2], which is achievable in the lin-
ear modulation region.

To overcome the previously explained issue with the linotabf not being able
to utilize the entire hexagon, presented in Hig] 2.5, zequeece injection is used. In
accordance with three-phase theory of wye-connected mes/a zero sequence compo-
nent of arbitrary magnitude can be added to all three phaiskeswtin any way affecting
the resulting three-phase system. A prerequisite is theatdaid is symmetrical, which
is a reasonable assumption for electrical machines. Timigee used to maximize the
utilization of the hexagon is the symmetrical suboscitlatimnethod. The zero sequence
component), to be added to the three references is calculated based arstantaneous

14



2.3. Pulse width modulation techniques

values of the three phases according ta [14]

max(Ua, Up, Uc) + Min(Ua, Up, Uc)

- 2
In practice, the method creates a continuous symmetry leehtlee maximum

and minimum values of the phase voltage references, anelthenabling higher output
voltage without overmodulation. In Fig,_2.7 dnd]2.8 the aptds illustrated. In Fig._2]7
the zero sequence component can be seen. With the propotieatiitdhas the shape of
a triangular wave. In Fig_2.8 the results of adding the zeguence to the sinusoidal
references are seen. Note that there is a symmetry where; titee, the maximum value
of the three phases has the same magnitude but oppositeodiga tinimum value of
the three phases.

A

. (2.18)
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Figure 2.7 Sine phase potential references Figure 2.8 Resulting phase potential
and the zero sequence component references obtained by addition
based on the symmetrical the zero sequence component to
suboscillation method all three phases

2.3.2 Discontinuous PWM

Discontinuous PWM (DPWM) is a category of modulation tecjugis where the com-
mon objective is to clamp phase voltages to eith¥./2 to reduce the number of com-
mutations and thereby the inverter losses. Several appesawith the aim to increase
energy efficiency are presented in literaturel [27, 28]. LIf] [@ace-vector based syn-
chronized DPWM for applications with large ratios betweba switching frequency
and fundamental frequency is evaluated. The work focusesviinhing losses and total
harmonic distortion (THD) of both the voltage and the phaseent, using a three-level
inverter. Four DPWM strategies (DPWM I-1V) are investight& he author differentiate
among these based on when the clamping occurs and the asgrdad of the clamping,
i.e. the number of electrical degrees one phase is clampezlpdper concludes several
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Chapter 2. Electric drive system

benefits using DPWM in general, such as decreased switobésgs and unsurprisingly
even a decrease in phase current THD for the given load case.

Hadj [2€] investigates DPWM using a fixed clamping interv&l6® electrical
degrees. The author conclude that the method reduces thigangwitching losses for
the given load case. However, results for operational paittier than the one covered
as well as the impact on electromagnetic torque charatitsrare not treated.

However, lacking in available literature are analyzes daoggethe effects on elec-
tromagnetic torque ripple, more comprehensive energyiefity investigations and the
results on machine losses and radiated noise and vibrations

In this section a few DPWM methods are considered, closdéhtae to what is
described as DPWM 11 and Il by Beig et al._[27]. Initially,sltDPWMMIN and DP-
WMMAX are discussed, thereafter the DPWM30 and DPWM60 mestare covered.

DPWMMIN and DPWMMAX are two methods that are conceptuallg #ame,
but operates as the inverse to each other. When using DPWMM#eXobjective is to
clamp the phase with the highest reference voltageMg,/2 whereas the DPWMMIN
method clamps the phase with the lowest reference voltag&/§e/2. The objective is
to decrease the number of commutations and lower the imiegges. As for the afore-
mentioned techniques, third harmonic injection is utiizey adding additional signal
content to the three phases, as discussed in the previdi@sec

Mathematically, DPWMMIN and DPWMMAX are expressed as

Un = \% - maX(Ua7 Up, Uc) DPWMMAX
T 7\%7min(uavubauc) DPWMMIN

whereug is the zero sequence component to be subtracted from the pbliage refer-
ences.

In Fig. [2.9 and2.11 phase voltage references and the ctddutaro sequence
components are presented for DPWMMAX and DPWMMIN, respetyi In Fig.[2.10
andZ.12 the resulting phase voltage when the zero sequemmmoent is subtracted are
presented for both methods.

As can be seen, both methods clamp one phase at the timeeo-£iff,/2 during
a total of 120 electrical degrees. Considering the consempseof this technique, it
is evident that in total one of the phases remains clampedi¢iir out each and every
switching period reducing the number of commutations by 1TBe attentive reader
obviously questions the reason for centering the clampéarggd over the peak voltage
when it would decrease the losses even further if it is phhgted to clamp during a
period when the transmitted power is at its peak. Clearbrefare a few options in how
to place the clamping region. This study is limited to clangparound the peak voltage
as an initialization to DPWM methods.
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Figure 2.9 Sine phase potential references
with zero sequence component
using DPWMMAX

Figure 2.10 Resulting phase potential
references using DPWMMAX
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Figure 2.11 Sine phase potential references
with zero sequence component

using DPWMMIN

Figure 2.12 Resulting phase potential
references using DPWMMIN

2.3.2.1 DPWM30 and DPWM60

The DPWMMIN and DPWMMAX methods can be combined and switcineloetween
as the voltage reference propagates indffiereference frame. Combining these differ-
ently gives rise to additional sub-categories of DPWM. Tvithese are covered in this
section; DPWM30 and DPWMGEO.

Instead of only using DPWMMIN or DPWMMAX, both can be combihto
increase performance while still keeping the number of comations to a minimum.
Conceptually, DPWM30 and DPWM60 are the same. The methoidst®s between
DPWMMIN and DPWMMAX, using the one that is the more favourabl

In Fig. [2.13 it is illustrated how DPWMMIN and DPWMMAX are useand
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Chapter 2. Electric drive system

combined. For DPWM30, the active clampif@) occurs during 30 electrical degrees,
whereas for DPWMB60 the active clamping occurs during 60tetat degrees. In Fig.
[2.12 and2.75 the DPWM60 method is illustrated. As can be,gberphase potentials
are clamped to eithetVy.. Clearly, a consequence of the method is distortion to the
reference potentials. In this work, the DPWM60 method islugethe remaining of the
thesis the shortened abbreviation DPWM is used for DPWMG60.

max min

8

5/—‘[010] «—\ 110

max \_},” min J
3 3

001] 101]

Figure 2.13 lllustration of where to use DPWMMIN (min) and WRIMAX (max)
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Figure 2.14 Sine phase potential references
with zero sequence component
using DPWM60

Figure 2.15 Resulting phase potential
references using DPWMG60

2.3.3 Random PWM

In order to decrease the tonality in the emitted noise froemtlachine, randomization of
the switching frequency can be used. As previously discliasd further evaluated in
ChaptefY and8, the tonality of the emitted noise is thoumhéta variable of importance
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2.4. Loss calculations

for the perception of noise hence motivating the need foestigation. In the work
presented, the randomization is based on a given disoibutith an expected value and
a variance. Both Uniform and Gaussian distributions haealwensidered, implemented
and evaluated.

Implementation of variable switching frequency can be diondifferent ways.
In the configuration selected, the switching frequency @sfthe data sampling and the
update frequency of the control system. The phase curremlsg is synchronous with
the trigger wave for the PWM and samples are collected attdré af each switching
period. The data collection from the rotor position resoligedone synchronously as
well. This data is collected in the center of each switchiegigd. This selection is
based on limitations in the equipment used in the experiat¢asting. Subsequently,
the second half of the switching period is intended for thetic system to calculate the
next reference values to be supplied to the PWM modulator.

When the switching frequency is changed, the delay from fiamo execution
needs to be supervised and known to a high certainty for ate@ompensation to be
possible. Moreover, the integrators in the controllersdsele be considered when the
update frequency is changed in the control system, to asksatesrrors are not intro-
duced. Collectively, scheduling and timing is of importawehen randomization of the
switching frequency is used.

2.4 Loss calculations

2.4.1 Core loss calculations

The machine losses are divided into two categories, cosesoand copper losses. Mag-
net losses are not included in the work presented. The cesesanclude eddy current
and hysteresis losses in the stator teeth and the statoy gokeell as the rotor.

Eddy currents are introduced when a conductive materiakigested to a varying
magnetic field, losses due to this phenomena is known as entiognt losses. Typically,
thinner lamination sheets are used to reduce the eddy ¢lyerestricting the ability
for the current to flow. As presented in [15], the eddy curtesses are proportional to
the square of the lamination thickness. Hysteresis lossasr® due to that the magnetic
domains of the ferromagnetic material is forced to changie #lignment. It is dependent
on material properties such as grain size and the externghatia fields intensity and
frequency.

The combined contribution can be summarized with the sfiegiBertotti-model
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Chapter 2. Electric drive system

as

Pte = Kn f Bmax+ kcszﬁqax (2.19)

wherek, andk; are constantsf is the fundamental frequency amhay is the peak
flux density [15]. The first part constitutes the hysteresssés and the second part the
eddy current losses. Excess losses, which sometimes adeasse complement to the
hysteresis and the eddy current losses, added by an acditiord term is not included
in this work. The motivation for this is that the hysteresisdes and the eddy current
losses are representing the total losses hence the exssss kre zero.

For analytical calculations the domain bf (2.19) is limithek to its usage of only
a fundamental component. If the flux density were to be decs®g and evaluated
for each harmonic according o (2]119), it is reasonablehigtt frequency flux density
harmonics might cause non-negligible core losses evemththeir magnitude are much
lower than the fundamental, especially considering thdrimrtion of the eddy current
losses. The resistive losses in the stator windings areatkéia

Pou=p / 32dv (2.20)

wherep is the resistivity and is the current density in the windings. The volume inte-
gral covers the conductor area times the stack length, remat&inding effects are not
included. Effects such as skin effect and proximity effecesneglected.

2.4.2 Inverter losses

The inverter loss calculations are based on the energy kssfdr the IGBT modules
provided by the manufacturer. The energy loss during turrtunm off and reverse re-
covery is used to derive a complete outlook over the invéosses.

The provided loss data is only valid for a single operatingpf@nd is therefore
linearly scaled with current and voltage to be universale Energy losses for IGBT
switching on or off and diode reverse recovery are therelsgrilged as

V h
Eon = Eonret— de p (2.22)
Vref |ref
Vdc iph
Eoft = EoffrefﬂL (2.22)
Vref Iref
V h
B =Errret;— de p (2.23)
Vref |ref
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2.5. Longitudinal vehicle dynamics modelling

2.5 Longitudinal vehicle dynamics modelling

Drive cycle assessments are used as an additional evaluat creating further un-
derstanding and quantification of the impact of varioustimhs. To enable drive cycle
analyses, a vehicle dynamics model is required where thardigs of the mechanical
system is models. As with any modelling, is can be done witfeint levels of de-
tailing. In this thesis a fairly simple longitudinal vehéctlynamics model is used. The
model resembles a uni-directional two-axis vehicle intlgdaerodynamic drag, rolling
resistance and the force required for vehicle accelerasigitable for energy efficiency
and fuel consumption studies [29].

Despite the somewhat coarse detailing, the model is corgigrifficiently accu-
rate for the purpose of its usage to be fulfilled, to give anaustinding of the impact of
various solutions. At firsthand, the drive cycle assessrisensed in comparative stud-
ies. The impact of load distribution, which occurs duringeleration and braking or
due to the vehicle body acting as a lever while subjectedtodg@amical forces, is not
included. Neither is the traction limitation and the tirgpshnd force relations in the
contact patch between tire and tarmac. The maximum vehidel@ration in the drive
cycle used, the Extra Urban Driving Cycle (EUDC), is 0.88& which is considered
moderate.

The dynamics of any moving object in one direction can be esged according
to Newton’s second law of motion as

ma= m% = z F (2.24)
wherem is the vehicle massa is its acceleration an§ F is the summation of forces
acting on the vehicle, in this case summarized as

Z F= I:tractive— Fd -k (2-25)

whereRactive IS the driving force generated by the electric powertr&inis the aero-
dynamic drag andr is the rolling resistance. The aerodynamic drag and théngpll
resistance are expressed as

1
Fg = EpaCdAfVZ (2.26)

F =Cmg (2.27)

wherep, is the air densityCy is the drag coefficient\; is the vehicle frontal area;is
the vehicle speed is the rolling resistance coefficient antandg are the vehicle mass
and the gravity constarit [29].
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The force required for acceleratidf,, needs to be included in the model. Itis
calculated as

dv
pre

The vehicle data used to parameterize the vehicle modelsischan the Volvo
C30 Electric, presented in Taljle P.1.

Facc=m (2.28)

Table 2.1 Vehicle dynamics model data, based on Volvo C36tfide

Parameter Abbreviation Value  Unit
Aerodynamic drag coefficient Cy 0.28 -
Frontal area As 2.18 m?

Air density P 1.225 kg/m?
Rolling resistance coefficient C, 0.009 -
Vehicle mass m 1660 kg
Tire radius It 0.32 m
Gear ratio Ry 8 -

22



Chapter 3

Electromagnetic forces in
relation to NVH for a PMSM

Over the past decade, noise and vibrations from electriestias increasingly become
an area of attention for both academia and industry. Thenalesef the broad band noise
from the internal combustion engine brings new noise, tibneand harshness (NVH)
challenges for hybrid/electric vehicle applications.

Noise and vibrations from an electrical drive unit can begatized based on ori-
gin as either electromagnetic, mechanic or aerodynamichisigcal noise arise due to
mechanical interaction in for example bearings and spesheters whereas aerodynamic
noise is a result of air flow due to mechanical movement [1§cEEbmagnetic noise from
electrical machines is of particular interest in autommtypplications and focused upon
in this thesis. It is not only related to the geometrical gesif the electrical machine,
but also to the choice of control approach and voltage maidulatrategy, which is dis-
cussed more in detail in Chapfér 6 &nd 7.

The forces acting on the inside of the machine can be decadgdoto airgap
forces and magnetostrictive forces. Magnetostrictivederare cased by the magnetic
fields ability to stress the iron in the field direction andréi®/ cause the mechanical
structure to deform. Radial and tangential airgap force®ahogonal to each other and
can be explained as attraction and repulsion between tta stad rotor in radial and
tangential direction, respectively [30].

Furthermore, the radial component of the air gap forces easidwved as a byprod-
uct due to lack of contribution to the rotational movemerttich is solely a result of the
tangential force component. However, radial forces carritarte significantly to me-
chanical displacements of the stator yoke which resultsriitted noise due vibrations.
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Additionally, the tangential component acting on the sta¢eth tips creates bending
in the stator teeth causing local deformation influencirgdter-all stator deformation.
Besides electromagnetic noise, primarily mechanicalesis significant contributor to
the total noise from the rear axle drive unit. However, is thibrk only electromagnetic
noise is covered.

The relation between airgap flux density and force densitybeaexpressed with
Maxwell’s stress tensor as

1

fo = Tm(Bﬁ’BtZ) (3.1)
1
fio= (BB (3.2)

wheref,, fi, By, By and g are radial and tangential force densities, radial and tange
tial flux densities and absolute permeability, respecyiyel, 32,33/ 34]. The relation
between flux density and force density and its harmonic edrsefurther discusses in
Sectior 3.B and thoroughly analyzed in Chapter 6. Althobglgre the electromagnetic
forces are investigated, the flux density needs to be disdudise to its influence on the
force density. As discussed by Chang et al [33] and Zhu §843) the Maxwell Stress
Tensor method is a straight forward and fairly simple wayai€alating the forces, and
in literature it is commonly used. However, local errors tlueoarseness in the model
discretization and selection of integration contour aeaatof concern. The centerline in
the airgap is selected as contour for data collection in thprity of the data presented
in this work.

3.1 Modal analysis

Flux distribution or force density appearing in the airgap be analysed based on de-
scriptions relating to different domains. They can be dbedrin either spatial or tem-
poral domains, e.g. space or time. To understand the amsaly$lee continuation of the
thesis as well as the methodology, it is of high importancertderstand the concept of
modal analysis.

The relation between spatial, temporal and frequency dosnzan be exempli-
fied by a cylindrical shell that is excited by either a peraadly varying forces or by
simply being struck. The vibration response contains agfinitmber of pure tones, vi-
brating at certain discrete frequencies. The deformatiowjbrational pattern, can be
expressed with modal analysis. In analogy to frequency doaraalysis where a signal
can be decomposed into a finite number of frequency harmavithsspecific magni-
tudes, frequencies and phase angles, a deformation oratiwiel pattern of an object
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can be decomposed into a finite number of mode shapes chaadtey displacements,
mode shapes and frequencies (modal frequencies). Hereepthplete dynamics of
the deflection can be described by the superimposition ofntieidual mode shapes.
Although complete knowledge is needed to understand thardigs of the system as a
whole, each of the mode shapes holds the information abewsbcific (relative) defor-
mation of that modal frequency. In a similar manner, the flistribution and the force
density in the airgap can be expressed with modal analysessdaying the quantities by
fourier decomposition as standing waves that propagateni& and space. In Fig. 3.1
mode shapebl = 2 andN =5 are illustrated. The dashed circle represents the item at
rest, as a perfectly shaped circle. Mode shapes can be défirtb@ modal number as
the number of lobs in the deformation.

Figure 3.1 lllustration of circumferential mode shapé¢e: 2 andN =5

On the topic of electrical machines, low circumferentialdeaacnumbers are of
highest importance from a noise and vibration perspec8& [Simplified, the mechan-
ical deflectionAd of the stator yoke is inverse proportional to the mode nunibéne
power of four, as

1
Ad O & (3.3)

Considering a mode shape or vibrational order with order@ afrequency of
twice the electrical fundamental frequency, ife= 2f andN = 2. In comparison to a
vibrational mode off, = 2f andN = 4, magnetic force in the latter mode will bg116
of the former[[1].

The first modeN = 0, is the so called breathing mode. Its shape is cylindricdl a
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the motion is solely based on radial expansion and contractused by a force density
uniformly distributed around the stator periphery that peeiodic with time. Without
loosing generality, such a magnetic forcean be expressed as

fo = Agcog ant) (3.4)

wherefy is the force densityly is a scaling factor andxt is the frequency of the mode
shape. The subscript 0 indicates mode shdpe0. The second mode shapé~= 1, is
the bending mode, which can be seen as a beam in bending segEs

f1 = Ascoqwt — a). (3.5)

As the equation indicates, a single sided magnetic piaiitejn will occur which
causes the bending force, rotating with an angular frequefa@y. The next mode
shapegN = 2,3,4,...) are so called oval modes which will generate wave shaped-defo
mations as those depicted in Fig.13.1 [1]. It is worth notingttwhen expressing airgap
flux density, force density or vibrations in terms of moded amodal frequencies, one
mode shape can oscillate with different frequencies, nmegihiat the mode-shapes are
not necessarily tied to a single frequency component. Ehiwt to be confused with
eigenfrequencies where one mode-shape as a certain egeefrcy.

If the frequency of the mode shapes, excited by for instaheetremagnetic
forces in the machine, coincides with natural frequencige@machine, resonance oc-
cur [35]. Consequently, the stator vibrations is dependarhe electromagnetic design
of the machine, the operating point and the mechanical desithe system. The elec-
tromagnetic design will affect the appearance of flux distibn and force density, the
operating point affects the frequencies of the differentemshapes as described in for
example [[34) and_(3.5), and the mechanical design affeetmatural frequencies of
the system. On the basis of this reasoning, it is reasonhhtethie acoustic response
varies strongly with the rotational speed. Areas of paldicaoncern might arise as a
consequence of resonance. In other words, the acoustiocnesmpight be problematic
at certain frequencies if resonance occur.

3.2 Airgap flux density

3.2.1 Appearance of flux density

The flux field appearing in the airgap can be categorized baséd origin. By superpo-
sition, the airgap flux density can decomposed into origimfarmature and PM (rotor).
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In the remaining of this section, the analytical expression the airgap flux density are
presented and the influence of the stator slots are discussed

3.2.1.1 Rotor generated flux distribution

The radial component of the rotor flux, originating from thempanent magnets, can be
expressed as|[L, 86,137],

Bnm= ; Bmucos(upwt — upb) (3.6)
u=2k—1

wherek=1,2, 3..., pis the pole-pair numbegt is the mechanical frequency afids the
mechanical circumferential angle stretching along thgagir As shown in(3]6) the har-
monic content of the rotor harmonics consists of pure cifewential orders, indicated
by the equal orders of both frequency and mode number [1,86{e that all harmon-
ics rotate synchronously with the rotational speed of thehime due to the inherent
synchronicity in the machine, which would not be the casefonduction machine.

In Fig. [3.2 the radial flux density is presented during nadloperation, the data
is obtained from FEM-simulations. In the y-direction, m&dsition (wt), the time de-
pendency can be seen. In the x-direction, maResition(6), the space dependency can
be seen. In Fig._3l3 the corresponding 2D-FFT of the time padesdomain data is pre-
sented in a frequency/wave-diagram. Space and time depeiedeare described with
mechanical references by the x-axis and the y-axis, reispct Each of the harmon-
ics consist of a vibrational/circumferential mode thattes with a certain frequency.
As previously described and explained by [3.6) the harnsoaie synchronous with the
rotational speed of the machine. This can be seen as the haswm the diagonal pass-
ing through circumferential order n=0. The data is preskntith logarithmic z-axis to
clearer illustrate the harmonic content. As can be seeme thie some outliers at vi-
brational orders-50 and 40 which is not represented(in {3.6). These are cayst:b
slotting of the stator, which is further discussed in Sed8d.2.
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the radial airgap flux density at
no-load derived by 2D-FFT,
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pole-pairs

Figure 3.2 Radial airgap flux density as a
function of both time(cwt) and
space(60) at no-load

3.2.1.2 Stator generated flux distribution

Consider an ideal stator with a three-phase winding whezeptitases are evenly dis-
tributed, spatially shifted by-120 electrical degrees, distributed in a fictitious manner
without slots nor discrete winding distribution. Excititigis fictive three-phase wind-
ing with a fixed (non-varying) three-phase current, the lteguflux-density at any time
instance being observed in the airgap along the span ofdtar stan be expressed as

Bn,s 0 cos(pf) (3.7)

whereBy s is the armature flux density in radial directigmis the pole-pair number and
6 is the mechanical circumferential angle. Clearly, at ametinstance the flux would
appear sinusoidal in space. If the stator excitation is ghdrio a sinusoidally varying
current with electrical frequengywt , the flux density can instead be studied as a func-
tion of time at a single point, geometrically, where it nowukdappear sinusoidal too.
This can be seen by studying Fig.13.2. At the geometric mos@ti= 0, the fundamental
temporal component of the flux density can be seen propapalimg the axis marked
Position @t). Likewise, at time instanceit=0, one can see the propagation in space
along the axis markeRosition @) where the fundamental component is clearly seen.
Considering only the fundamental component, this can nnaditieally be expressed as

Bns O cog powt)cog po) = % [cos(pwt — pB) + cos(pwt + ph)] (3.8)

using the trigonometric identitgog a)cogB) = 0.5[coga — B) +coga +B)]. The
first term on the right hand side di_(8.8) rotates backwardsredis the second term
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rotates forward, visualizing the concept of backward ama/éod rotating fields [15]. As
can be seen, the flux propagates both spatially and temypadrai&lation to the previous
discussion in Sectidn 3.1.

With analogy to circuit theory, the magnetic flux follows thath of least reluc-
tance, where reluctance is similar to resistance in anr@egtcuit. As the reluctance in
the airgap by far exceeds the reluctance in the iron matén@intensity of the magnetic
field in the airgap is very high. The armature excitation dadftux density can be linked
by Hopkinsons law, where reluctance equals the magneteenfiiice divided by the
flux. Consequently, the flux density is proportional to thegmetomotive force divided
with the airgap reluctance. When a current flow in the staiodimgs, a magnetomotive
force (MMF) arise in the airgap, expressed in ampere-tuigh the use of MMF, the
armature excitation and the flux can be linked as

B(6,t) = .7 (6,0)A(H). (3.9)

Focusing only on the harmonic content, the following MMF ws\originating
from the three phases are obtained at a given time

Fsa O g iacos(vpo) (3.10)
v=135,...
Fsp O g iwos[vp(@%rr)] (3.11)
v=1,35,...
4
Fse O iccos{vp<9 —ﬂ (3.12)
' v:1§5,... 3

wherei,, ip andic are the momentary phase currents in the given time instahbe.
amplitude of the MMF depends on various scaling factors ddftry the machine design
such as number of turns in the stator, distribution factor et

Spatially, the MMF wave produced by each winding is of a squeave charac-
teristics hence the appearance of only odd harmonics. Tiesapnce of a square wave
is due to the discretization which is a result of the windingtribution and the stator
slots. This is clearly seen in Fi§._8.2. Multi-layer windingnfigurations can be used
to smoothen the characteristics, which will change the ritade of spatial harmonics.
Note that the third harmonic is spatially in phase for alethpphases and will not be
present when the three phases are summed up, due to thettasesymmetry in the
machine.

Adding the influence of time to the magnetomotive force ofttiree phases, the
following is obtained
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Fsa U Z cos(pwt) cos(vph) (3.13)
v=135,...
_ 1 Z [cos(pwt — vpB) + cos(pwt + vpo)]
2v:1, )5, ...
2n 2m
Fsp O cos(pwt—) cos(v(pe—)) (3.14)
> v:l%S,... 3 3
1 [ 2m
- cos pwtvp6+(v1)—] +
2v:1§5,... 3
1 cos[pthrva(er 1) 2—”] (3.15)
2v:1§5,... 3

> 41 41
Fse O 1%5,...(:08(&)}[ - ?) cos<v (pe - ?)> (3.16)

g cos[pwtvp9+2(vl) 2—”} +
135....

<
Il

3

NI NI
T

2m
g cos[pwt+vp9—2(v+ 1)—} (3.17)
v=13,5, 3
and summarizing the contributions the total MMF from theéataxcitation.%s and the
flux density can be expressed as

Fs=Fsa+ Fsp+ Fsc O cos(pwt Fvpb) (3.18)
V= 1

Bns=AZ0OA cos(pwt Fvpb) (3.19)
v=6k+1

wherek = 0,1,2,... andA is the airgap permeancel [1,136]. Of the spatial harmonics,
v=151117... rotate forwards (indicated by the negative sign beforedcesd termin
the cosine function) whereas the harmonies 7,13, 19, ... rotate backwards. Note that
the harmonics only consists of forward and backward ragdteids, all with a frequency
equal to the fundamental electrical frequency. The harosoni= 3,9,15,... are shifted
in space by 0, -120 and -240 electrical degrees for the thinesgs and are therefore
not appearing in the summation of the contribution fromlalee phases, as previously
discussed.

In Fig. [3.4 the radial flux density is presented for a case witly armature
excitation, the data is obtained with a solid rotor withomy anagnets or flux barriers to
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3.2. Airgap flux density

remove the influence of rotor flux and reluctance variatiarisé rotor. In the y-direction,
markPosition(wt), the time dependency can be seen. In the x-direction, m&dsition
(0), the space dependency can be seen. IfFig. 3.5 the corrésg@mtFFT of the time
and space domain data is presented in a frequency/waveatiags can be seen, the
strongest circumferential orders argp = —5, which is in line with theory obtained by
k=0in (3.19). Itis clearly seen that the harmonics presentanased at the frequency
pwt. Additionally, harmonics appear at the orders: 40 which is not consistent with
(3:19). As for the rotor flux distribution, this is a resulttbe slotting in the stator, which
is discussed in the following section. Comparing Hig.] 3.Fig. [3.2, it is seen that
the flux has more sinusoidal characteristics in both timespate which is a result of
the sinusoidal current exciting the stator windings. THeiance of the stator slots can
graphically be seen in both figures.

3 =
o” -20g"
-
&
-25
. 0 960 40 20 0 20 40 60 20
Position (@t) Position (6) Circumferential order [n]

Figure 3.4 Radial airgap flux density as a Figure 3.5 Frequency and mode number of
function of both time(wt) and the radial flux density from stator
space(6) with only stator excitation derived by 2D-FFT
excitation

3.2.2 Effects of stator slots

When slots are introduced in the stator, a variation ocauthé airgap reluctance and
hence the permeance. As previously discussed, the flux caxpressed by the product
of magnetomotive force” (0,t) and permeanc&(0), asB(6,t) = .7 (6,t)/A(6). A part
of the rotor outer arc that is aligned with a stator tooth i ipreferred position expe-
riencing minimum reluctance. Resultantly, the magnetild fig at its peak. Likewise,
when a part of the rotor outer arc is aligned with a stator, #hat resulting magnetic field
is at its minimum due to the increased reluctance. When tioe position is changed the
pulsating magnitude difference in the magnetic field creattorce density which peaks
during the alignment with the teeth and vise versa durirgnatient with the slots.
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Chapter 3. Electromagnetic forces in relation to NVH for a$Wl

The influence of the variable permeance is seen in both thatarefield and the
rotor field. The previously derived equations for the MMF dhe flux densities can be
multiplied with a set of cosine functions representing thdations in the permeance, in
order to include its influence on the harmonic content. Thhenpance can be expressed
as a set of cosine functions with a periodicity defined by théteger multiplier of the
number of slots as

x=13,5,... x=0,1,3,5,...

1+ Axcos(xl\lse)l ~ AcogxNs6) (3.20)

whereNs is the number of stator slots ary is the magnitude of th&" harmonic[1].
Assuming that the permeance can be represented with a seyases the harmonics
appearing are all odd. Multiplying the obtained MMF [n (3. ¥8th the variable perme-
ance, the following expression is obtained for the armdturedensity
Bns O é ZCOS(pwtszpeiste) (3.21)
v=6k+1l X

wherek,m=0,1,3,5,.... As the equation explains, additional space harmonice aris
whereas the time frequency content is unchanged.

As can be seen il (3.21) with= 0 andx = 1, the vibrational orden= (—p+
Ns) = 40 arise. This harmonic is clearly seen in Hig.] 3.5, rotatiith a frequency of
pwt.

In a similar fashion, the PM flux density can be multipliediwiihe same perme-
ance function resulting in the following expression

Bnm O ; Z Bmucos(upwt — (up£xNs) 0). (3.22)
u=2K-1"%
As can be seen il (3.22) with= 1 andx = 1, the vibrational ordens = —50 and
n =40 arise. These two are clearly seen in Eig] 3.3, rotatink thi¢ frequencycwt.
3.3 Electromagnetic forces

In this section the derivation of the radial force densitiirazon the stator is presented.
For this analysis the Maxwell Stress Tensor presente @) {8.used and simplified
accordingly,
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3.3. Electromagnetic forces

fn(6,1)

1
P [Bn(6,1)% — By(6,t)?] (3.23)

1
——Bn(6,t)?
2Ho n(8:1)

1 2
= — (Bnm(0,t) +Bng(6,t
2uo( nm(6,t) + Bns(6,1))

12

where subscripts andt indicates radial and tangential components arahds indicate
origin from permanent magnets or stator excitation, retbgedg. Three parts are obtained
if the equation is further evolved, contributions from thienature field only, permanent
magnets only and a contribution from the interaction of Hitlus.

If, for simplicity, no cross coupling of harmonics are cafesied nor any stator
slot influence, the three force density components can bessed as

2
fas O {Zcos(pwtzpvpe)} (3.24)
\
= ZCos(prt$2vp9)
\
2
fam O [ZCOS(upwt—upe)] (3.25)
u
= Zcos(ZupwthUpe)
u
fnsm O zZCos(pwtﬂvaB)cos(upwt—upe) (3.26)
vV u

= 3 Y cos{(1F u)pat+ (uFv)pb)

wherev = 6k+1 andu = 2k— 1. Mathematically, the square of a sum results in a
function of two summations. However, neglecting the intéom of different harmonics,
e.g. cross coupling among harmonics, the above expresaierabtained. In Fig._3.6,
[3:8 and 3.7 the force density are presented in time/spad&Mcexcitation only, stator
excitation only and normal operation, respectively. In.f&4,[3.9 and 311 the force
density for the three cases are presented with frequeneg/diagrams obtained from
2D FFT. Comparing the data with (3124}, (3.26) and (B.2A itlear that the harmonics
present are the expected ones. Additionally, when the estdrarmature fields interact,
the harmonic contentis rich. The pure circumferential nsptieated on the line crossing
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Chapter 3. Electromagnetic forces in relation to NVH for a$Wl

the zero point, is the most dominating. As of before, the lwanios seen at = +45 with

a frequency ofwt = 0 result from interaction with the stator slots. As can bensee
harmonics as concentrated not only to the diagonal crossiogmferential orden =0,
but also to the diagonals crossing the circumferentialierde- +45. These are also a
result of the interaction with the stator slots.

f [kN/m?]

Position (ot) 00 Position @)

Figure 3.6 Radial force density density as a
function of both time(wt) and
space(6) with only PM
excitation

400,

Position (ot) 00

Position ©)

Figure 3.8 Radial force density density as a
function of both time(wt) and
space(6) with only stator
excitation
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3.4. Radial and tangential components

0l
~60 49 -20 O 20 40 60
Position (ot) 00 Position ©) ircumferential order [n]

Figure 3.11 Frequency and mode number of
the radial force density during
normal load operation derived
by 2D-FFT

Figure 3.10 Radial force density density as a
function of both timg(wt) and
space(6) with at normal load
operation

The harmonic content in both the stator and the rotor is tiffg¢he torque pro-
duction in the machine. If modes in the MMF originated frone ttator are of the
same order as those from the rotor, torque will be produdddiol modes has the same
frequency components a smooth and steady torque will beupssd However, if the
frequencies of the modes with the same mode numbers difffiertprque generation will
pulsate. This is a result of the difference in relative spefaghich the modes propagate
in time.

3.4 Radial and tangential components

In literature, usually the tangential component is negléat the context of force density
calculations for simplification purposes [1,/30] 38]. Negieg the tangential component
is only valid if the difference in magnitude between the tveonponents is sufficiently
large. If the permeability is significantly larger in the fi@magnetic core than in the
airgap, the tangential component of the flux density acrossbbundary at the stator
teeth is strongly suppressed.

Assuming that there is no surface current at the stator,tethiangential compo-
nent of the magnetic field on both sides of the boundary wherairgap meets the teeth
are the same, since the surface current can be expressed as

Js = Hy — Hx (3.27)

whereHy; andHy; is magnetic field in tangential direction at the two sidesheflbound-
ary andJs is the surface current on the boundary. As a result, the taizdeomponent
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of the flux density inside the stator teeth is significanthgé than in the airgap, due to
the higher relative permeability. This can be explained as

By _ Ba
Hio 2
Consequently, if the permeability is higher in the ferrometic material than in the air-
gap, so will the tangential component of the flux density AisoAdditionally, Maxwell’s
equations and Gauss'’s theorem tells that the normal conmpohéne flux density must
be continuous across the boundary as a consequence of thef amservation[[30],
[38]. With this in mind, it is understandable that the tantigdrcomponent of the flux
density is significantly lower than the normal componenthie &irgap at the boundary
between airgap and stator teeth, which motivates the walidiignoring the tangential
component.

However, even zero tangential component at the boundary doenecessarily
comply with flux density in the airgap consisting only of raidiomponents, which might
seem contradictory. But even though the transition of fliodlgh the boundary at a
tooth consists only of a radial component, flux does not omy flhrough surfaces at
teeth facing the rotor, but also through surfaces facingasdijt teeth. Some of this flux is
leakage and will not contribute to force density harmonicg some will flow to or from
the rotor. Consequently, the flux density across the air glpaensist of both tangential
components as well as radial components, even though geegtangential components
at the boundary.

Consider a case, starting at the centerline of a stator téaththe flux density, it
is reasonable that the radial component at the centerlitteeaooth by far exceeds the
tangential component, since the transition of flux from othe tooth is of pure radial
nature due to that the tooth and rotor are facing each othewekker, as the angular
position is changed from the centerline of a tooth towardatmsslot, conditions change
and the magnitude of the tangential componentis increabedeas the radial component
is significantly decreased. This is partly a result of thatrtbrmal to the stator tooth is no
longer facing the rotor, but instead the next stator toathng a normal direction which
is now parallel to the tangential direction of the rotor sed. Consequently, the radial
and tangential flux density components suffer from irregtiés occurring during every
transition from stator tooth to stator slot or vice versansrom the angular position in
the airgapl[39].

In figure[3.12 the radial and tangential components of the diemxsity are pre-
sented, the data is obtained from FEM-simulations withtatbs excitation and is solely
a result of the magnetization from the PMs. It is geometiyaatbtained in the center of
the airgap. The location in the airgap at which the flux dgrisibbserved is of interest

(3.28)
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3.4. Radial and tangential components

as it influences the characteristics of especially the tati@gecomponent. Closer to the
stator the tangential component has more distinct peakshigher magnitude and less
duration. In the figure, one can clearly see discontinuitidsoth the radial and tangen-
tial components, as previously discussed. The irregidardre initialized as the stator
contour facing the rotor are changed from stator tooth tmstot.

Studying figurd_3.113, illustrating a time instance of the eaREM-simulation,
showing a region around the airgap and the flux lines, oneemathg curvature of the flux
lines and the concentration of flux in the stator teeth. Ireiingap in the centerline of the
figure, both the radial and tangential components of the fensily are zero correlating
to an angular position of 100 electrical degrees in Eig.13ld 2he teeth to the left and to
the right of the centerline the flux flows from the rotor to th&tasr, and from the stator
to the rotor, respectively. This is indicated by the bladloas pointing in the direction
of the flow.

In the figure, a majority of the flux is exciting the tooth to tight of the centerline
in the lower rightmost corner, corresponding to an angudaitipn of roughly 65 degrees
in figure[3.12, where the tangential component is strongfjatiee. In the same way, a
majority of the flux is entering the tooth to the left of the taline in the lower leftmost
corner, corresponding to an angular position of roughlyd@grees in figule 3.12, where
the tangential component, as well, is strongly negative.

With analogy to circuit theory, the magnetic flux follows thath of least reluc-
tance, as previously discussed. Changes to the reluctarece@nsequence of mechani-
cal rotation of the rotor or magnetic saturation will afféee flux density and hence the
resulting forces acting on the stator. From Fig. B.12[an@ &.1s also reasonable to
assume that the teeth dimensioning heavily influences ttmedrdac content of the airgap
flux density. In Chaptdr]6 the slotting and the dimensionihithe stator teeth influence
on the airgap flux density is investigated.

To conclude, the accuracy of the simplification of neglegtime tangential com-
ponent depends to a large extent on the objectives of thg atutithe point of data col-
lection, i.e. the location in the airgap where the data itectgéd (in FEM-simulations).
If the data is collected in the vicinity of the stator rim, ipmosition to collecting the
data close to the rotor surface, the tangential componegiitmiot be negligible. In the
presented data obtained from FEM-simulations in the caation of the thesis, both the
radial and tangential components are included. Howeveseirtior{ 3.8 only the radial
component is considered for simplification purpose wheratradytical expressions are
derived for the force density harmonics.
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Figure 3.12 Radial and tangential flux densities as funstiafnelectrical angular position in the
airgap. The data is obtained from generator-mode FEM-sitimunls

Figure 3.13 Flux linkage distribution and flux lines withatidtor excitation

3.5 Stator dynamic response and radiated sound power

Without any knowledge of the dynamic response of the staidtlae radiation efficiency,
the ability to draw any conclusions from the force densitiynsted. Simply because, in
such case, it is unknown how the system responds to the fertstg harmonics.

As noise and vibrations appear, these can be quantifieches &tced vibrations
or resonances. Forced vibrations occur continuously foh ead every force density
harmonic as its magnitude, frequency and mode number fahegestator to deform.
Resonance, on the other hand, occurs when the stator esgeeficy coincides which the
excitation frequency of the force density component, siamdously as the vibrational
order of that eigenfrequency equals the vibrational modebuer of the excitation force.
For instance, if the stator has an eigenfrequency of 1000 itfzarcorresponding mode
number of 5, a resonance will occur if it is excited by a fordéhva frequency in the
vicinity of 1000 Hz and a vibrational mode number of 5][40,.41]

As discussed in Sectidn 3.1, the low order circumferentiadies are of highest
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importance from a noise and vibration perspective. For pirceimferential orders, the
mechanical deflectioAd of the stator yoke is inverse proportional to the mode number
to the power of fouri[1], for convenience presented hereragai
Ad O i (3.29)
N?

As discussed by Dupont et all_[41] the low orders are acaalbtisignificant
because of the high radiation efficiency. In other wordsjtation of these modes will
transform mechanical movement into acoustic noise vergieffily.

Free vibration analysis can be used to analyse the mode shagethe natural
frequencies of any object. In this case, the stator is ofésteand the parts that are in-
cluded is the stator teeth and yoke. One can argue the inmpertd the copper windings
in this type of analysis. However, the initial approach isise only the aforementioned
objects. All objects are considered to be fully bounded, mreathat they are acting as
one piece and without any friction.

In ANSYS Workbench, the Modal solver is used to study fregatibns. The
finite element method calculates deflection and displacémeavery node of the mesh.
Consequently, a finer mesh gives a more detailed result chigher resolution.

The solving procedure is to solve the non-linear vibratiguation

MX(t) +CX(t) + Kx(t) = F(t) (3.30)

where M, C and K are the mass, damping and stiffness chaisiteiand F is the load
vector. In the following free vibration analysis the dangpand the load vector are set to
zero. In Fig[[ 314,315, 316, 3117, 318 and B.19 the fixstistumferential modes are
presented for the machine. In Table]3.1 the mode shapesmarearized with there cor-
responding eigenfrequencies. With the harmonic contethisofforce density presented in
Fig.[3.11 one can conclude that a potentially problematicdalensity harmonicis=5
rotating at 40 times the rotational speed. At a rotationaesiof roughly 5500 r/min the
eigenfrequency of the fifth mode coincides with the exaitafrequency and resonance
occurs. However, at other frequencies than the eigenfrexyusf the fifth mode shape,
emitted noise due to forced vibrations are likely to occue thuthe high radiation effi-
ciency of the low circumferential order. In a similar manrtee force density harmonic
with frequency 10 times the rotational speed, with a cireenafitial order of 5 is likely
to cause significant vibrations as well.
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Table 3.1 Vibrational orders and corresponding eigenfegies

Mode shape[n] FrequencyHZ

18t 0

2nd 1150
3 1611
4th 2924
5th 3686
6th 4243

L-..

N 1) e
o0 oo

Figure 3.14 Stator deformation mode 1

Figure 3.16 Stator deformation mode 3 Figure 3.17 Stator deformation mode 4
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Figure 3.18 Stator deformation mode 5 Figure 3.19 Stator deformation mode 6
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Chapter 4

Experimental setup

Experimental testing is used both as a complement to sionkand to study phenom-
ena that are either too uncertain or too complex to modelhidase, for instance the
radiated noise from the electrical machine. Despite thesidenable effort required to
design, manufacture and install a complete test-rig, ibissddered valuable from a sci-
entific perspective, hence motivating the effort. Additiy, the intention is to continue
the utilization of the experimental testing equipment itufe work, further motivating

the efforts. Evaluating concepts and ideas with practitgdl€émentations and experi-
mental testing strengthens the scientific results whileéreipelducational benefits.

4.1 Testing equipment

An electrical rear axle drive (ERAD) unit is used in the expmntal testing. The ERAD
consists of a three-phase PMSM incorporated with a speadtceeddifferential and
clutch. The electric drive unit is presented in Hig.]4.1 dhirated in FigC4R. The unit
is currently in production of a mass-produced hybrid eleatehicle.

The drive unit is mounted in a subframe which is rigidly aftiad to the machine
bed. The attachment of the drive unit to the subframe haseaattbred and is therefore
the same as for the intended application.
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Chapter 4. Experimental setup

Figure 4.1 Experimental setup with PMSM and instrumentefiy sound and vibration
measurements. The PMSM is mounted in a subframe and attézkieelload machine

to the left.
Differential Clutch  Driveshaft
& Speed Red. locking device
DC-machine : :

T

Figure 4.2 lllustration of the electrical rear axle drivdtunstallation

4.1.1 Inverter and electrical machine

A three-phase two-level inverter was constructed. It isfed 220 V DC voltage supply
and controlled via a real-time interface. The real-timeifé#tce allows for complete
access and control of the machine and the load at all timese. t&¢hnical data of the
PMSM is presented in Table_4.1. The technical data of the |@®Hule used in the
experimental testing is presented in Tdblg 4.2. The invésts calculations are based
on the IGBT module presented in Tablel4.3, which is a readgséed module for the
intended application.

In Fig. [4.3 the stator and rotor geometries are presentethéoused PMSM. In
the photograph, a single lamination sheet is seen of bottotbe and the stator. In Fig.
[4.4 the stator geometry is presented, including windings$ the three-phase winding
connection.
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Table 4.1 PMSM parameters

Variable Value Unit
Number of pole pairs 5 n
Number of slots 45 n
Number of parallel branches 8 n
Yoke outer radius 90.0 mm
Yoke inner radius 80.7 mm
Stator inner radius 59.0 mm
Rotor outer radius 58.2 mm
Airgap length 0.8 mm
Active length 140 mm
PM material coercivity 820 kA/m
Iron material M270-35A -
Winding type Double layer -
Iron Material M270-35A -
DC-voltage* 220 Y
Peak phase current* 150 A
Base speed** 3700 r/min
Peak torque** 61 Nm

* Values used in this work
** With Vge = 220V andipp, peak= 150A

Table 4.2 Technical Data for IGBT Module Table 4.3 Technical Data for IGBT Module
used in the experimental testing used in theoretical calculations
(SKM800GA125D) (FZ600R17KE4)

Variable Value Unit Variable Value Unit

Eon @ 600V, 600A 88 mJ Eon @ 300V, 400A 4.2 mJ
Eorf @ 600V, 600A 48 mJ Eorf @ 300V, 400A 16 mJ
Er @ 600V, 600A 28 mJ Er @ 300V, 400A 7.25 mJ
RoniGBT 3.83 mQ RoniGBT 1.0 mQ
Ron,diode 1.7 mQ Ron,diode 14 mQ
Vi 1GBT 1.7 \ Vi 1GBT 0.8 \

Vit diode 085 V Vit diode 09 VvV
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Figure 4.3 Single lamination sheets of the rotor and th@sggometries of the PMSM used in
the work presented. The machine is parameterized in Tallle 4.

Figure 4.4 Stator geometry of the used machine includinglings. To the right, the three-phase
winding connection is seen.

4.1.2 Noise measurements

For the noise measurements, eigti Omicrophones with a nominal sensitivity of 50
mV/Pa were evenly distributed in order to obtain a robusbglmeasure of the radiated
sound around the PMSM drive with coordinates according tweld.4. The distance
between the surface of the electric drive unit to each of tlieaphones ensured avoid-
ance of measuring in the acoustic near-field for the frequeacge of interest, which
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is in the region from 0 Hz to roughly 16 kHz. For the vibratibn@asurements, nine
5 gram uniaxial accelerometers were glued, with a very tayel of cyanoacrylate in
order to reduce the influence of the accelerometer-adhessemance, evenly along the
axial center line on the upper arch of the cooling jacket efgtator. Microphones and
accelerometers can be seen in Eig] 4.1.

In order to reduce the impact of background noise, an aahel, seen in Fig.
[4.8, with sides consisting of a 22 mm medium density fibreth IDF) in combination
with 30 mm foam was constructed. A similar box was also cowstd for the brake
machine. As Fig[4]6 reveals, the spectrum contains leseng to about 10 kHz with
the acoustic box applied. Note that the x-axis is in a lofanrit scale, hence the orders
are curved instead of straight as they are with linear sgalin

6000 7 80

dB(A) [Pa]

500 800 1250 2000 3150 5000 8000 20000
Frequency [Hz]

Speed [r/min]
dB(A) [Pa]

80 125 200 315 500 800 1250 2000 3150 5000 8000 20000

Figure 4.5 Acoustic box made of 22 mm Frequency [Hz]
MDF for background noise
reduction positioned around the Figure 4.6 Autopower noise spectrum
test object and real-time control without (upper) and with (lower)

acoustic box for SPWM, at 30
Nm, andfs = 10 kHz.

system (left).
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Table 4.4 Microphone Coordinates
Mic. Pos. X(m) Y (m) zZ(m)
0 0.41 0.27
0.23 0.22 0.40
-0.21 0.23 0.40
0 0.13 0.52
0 -0.12 0.53
-0.21 -0.23 0.40
0 -0.38 0.27
-0.22 -0.21 0.41

0o ~NO O WN P

4.1.3 Instrumentation

The instrumentation that is used in the experimental tgssipresented in Table 4.5. A
40 channel data acquisition system is used primarily fougitipn of noise and vibra-
tion data whereas the Lecroy oscilloscope with AP011 pralesised only for current
measurements. Two different types of accelerometers @@ uBhe uniaxial ones are
mounted on the stator cooling jacket measuring radial acatbns, whereas the triaxial
accelerometers are mounted on the subframe to measurestlfarkes.

Table 4.5 Instrumentation used in experimental testing

Iltem Instrument Comment
1 LMS Scadas Mobile 40 channel Used for NVH measurements
acquisition system

2 Lecroy Wavesurfer 24MXs-B Used for current measurements

3 0.5inch B&K G.R.A.S microphones -

4 Uniaxial B&K 4507B accelerometers Mounted on stator hogisi

5 Triaxial 4524B accelerometers Mounted on subframe

6 Lecroy AP011 Current probe Current measurement probe

7 Lecroy AP032 Differential probe \oltage differential
measurement probe

8 dSpace RTI1006 Control system
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4.2 Test procedures

Both steady state and transient analyses are done. They Stisdel analysis is suitable
for data collection of electrical quantities such as phaseent, whereas transient anal-
ysis is suitable for noise and vibration measurements.rgutie transient analyses, the
rotational speed is swept from 500 to 7500 r/min over a tint@odeof 60 seconds. The
data collection is handled in parallel with separate an&dagjgital conversion for each
of the 40 channels of the LMS Scadas acquisition system wsgmapling frequency of
22 kHz.
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Chapter 5

Finite element modelling

Finite element modelling (FEM) is used to solve complex gt@oagnetic boundary
value problems, i.e. problems defined by differential elgunatsubjected to constraints.
As a numerical technigque, the obtained solutions are ajypair and to a certain level
erroneous. The accuracy of the solution depends on theutesobf the finite element
model. For instance, the resolution can be defined by the medisiements of the geo-
metrical representation of the electrical machine [42].r&bwer, the problems are solved
in the time-domain, hence the time resolution is anotheiabée that influences the re-
sults.

An evaluation of the FEM-model is of importance for many ores To grasp the
limitations in FEM as a method, the outcome from the caléniest needs to be validated
with measurements. Without any knowledge of the accuratlebolution, the ability
to draw any conclusions from the FEM are limited, to say tteste Furthermore, an
understanding for the sensitivity of the solution accurai respect to solver defined
parameters is of interest as well. For instance, geometailug, meshing and time
resolution will greatly affect the computational time. tead of consistently maximizing
the computational time by refining the mesh and the simuliaiine stepping, a more
prominent engineering method would be to study each pammigifluence on the accu-
racy and select a setup that will generate an accuracy timatiree with what is needed
for the targeted investigation. Doing so, a sufficiently qugete result will be obtained
while the simulation time is kept small.

In this chapter, the 2D FEM-model is described and paraizetbr The finite
element modelling is described and the resolution is stlbjethe use of zero cell size
extrapolation and the model is evaluated with measured @atreafter, an approach to
enable voltage excited finite element modelling is pregkntastly, multi-physic simula-
tions are presented, which is used when coupling electraptagforces to vibrations on

51



Chapter 5. Finite element modelling

the stator. The simulation software used is ANSYS with thgirering suites Maxwell
and Mechanical.

5.1 2D ANSYS Maxwell model

5.1.1 Machine parameter identification

The 2D FEM-model is validated by comparing data from the FEldel to measure-
ments. The parameters that are verified are the PM(fi), the dg-inductanced.q)
and(Lq) and the stator resistan¢Bs). The verification is based on a series of measure-
ments where the machine is operated in generator mode. Beth-crcuit and loaded
generator mode measurements are done.

Firstly, the DC component of the stator resistance is eséichal hereafter, open-
circuit measurements of line-to-line voltage are done tiorede the PM flux component
and lastly loaded generator mode is used to estimate thetamtites. The DC component
of the stator resistance is determined by feeding the maatith a given line-line current
whereas the voltage drop over the two phases are measurednddsurement includes
both machine resistance and the resistance in the threspiabling connecting the
machine to the inverter.

The PM flux componenf¥,) is estimated by operating the machine in generator
mode. From the theory in Sectibn 2J1.1, the stator voltagiesmuadrature direction can
be expressed as

at open-circuit, whereas the d-axis voltage is zero. The Rkldbmponent is extracted
and presented in Table .1 together with the rotationaldfaethe four cases. With a
coercivity of the PM material of 820 kA/m the flux constant &30 mWhb is obtained
from FEM-simulations when the machine is operated in nakloa

Table 5.1 Estimated flux linkage from no-load operations

#  fo[Hz] @m[r/min]  ®m,[mWh]

1 187 224.4 47.85
2 384 460.8 47.82
3 56.0 672.0 48.00
4 736 883.2 49.48

The dg-inductances are estimated based on measuremenotdied| generator
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5.1. 2D ANSYS Maxwell model

operation where the three phases are connected to a thase-gsistive load unit. The
line-to-line voltages, phase currents, rotational speedeall as the rotor position are
measured and the dg-inductances are calculated as

Lyg— ta— g = O¥m 5.2
d g (5.2)
Lg=—d—"dd (5.3)

wig

The inductances are estimated for four rotational speedsenthe current is de-
termined by the voltage drop over the resistive load unisedwy the induced voltage
of the machine. Note that botfandiq are negative due to the generator operation mode
and that the four cases presented differs from the four eessaspreviously to determine
the PM flux component. The estimated inductances are pexsémfTabld 5.2 where
they are compared to the values obtained from FEM-simulatids can be seen, there
is a deviation inLyq whereas the measurements coincides well with FEM-sinaulatior
Lq. Additionally, the dg-current is considered low in the thifist cases which is not
representative for the analysis done further on in the sheBherefore, the results are
considered sufficiently accurate.

Table 5.2 Comparison dfy andLq between FEM-simulations and measurements

Measurements Deviation from FEM
# wm(r/min g [Al ig[Al Lg[uH] Lq[uH] Alg[%]  Alg (%]
1 9231 -9.3 -28.8 281.3 438.8 +56.5 +3.8
2 1846.2 -31.6 -50.8 220.9 435.0 +23.0 +5.0
3 28235 -58.7 -64.8 212.4 427.8 +19.1 +4.5
4 3692.3 -84.2 -71.8 206.4 417.7 +15.9 +2.7

5.1.2 Harmonics in induced voltage

The induced voltage is studied in open-circuit generat@ration where the FEM re-
sults are compared with measurements at a rotational sgfe4@00 r/min. For the
FEM-simulations a time-step of 10s is used, in accordance with the findings in the
following sections. The measurements from the experiniéegtng are performed with

a sampling frequency of 2.5 MHz. This analysis aims to eualtize magnitude of the
fundamental component and harmonics of the induced volaglkeindirectly the flux
linkage. Parameters affecting the result for this analysisl what might cause devia-
tions, are related to geometry and material properties.oMiaults in the FEM-model
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geometry in relation to the physical machine will of coursetcibute to deviations be-
tween the two. In the same way, unknown imperfections in thesigal machine will of
course affect the comparison as well.

In Fig. [5.1 one electrical period is presented for both thasneement and the
FEM-simulation. No corrections are made in neither magtgtaor time in terms of
scaling, except for a first order low pass filtering of the nueed signal to suppress
measurement noise. As can be seen in the figure, the datdatesreeasonably well.
Considering deviations in the harmonics, selecting the Ffiulation as reference, the
fundamental component of the measurement differs by +2ed4dept whereas the higher
harmonics does not correlate as well. In Tablé 5.3 deviatifthe low order harmonics
are presented, with the FEM as reference. Based on the peds#ata, one can conclude
that the fundamental component is well represented in thd-Rtbdel whereas the low
order harmonics in the voltage are compromised to some @xten

Based on the data presented in this section as well as thepsesection, one
can confirm the functionality of the 2D-FEM model. The low erdarmonics, which
are not very well represented in the FEM-simulations, doaiigct the continuation of
the thesis hence these are considered to be of secondarstamge.

20

100

Voltage [V]
o

-100
—Meas
20 —FEM
3

2
Time [ms]

Figure 5.1 Comparison of induced line-to-line voltage ingr@ator mode at 4000 r/min
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Table 5.3 Comparison of line-to-line voltage between FEMtgations and measurements

Harmonic [n] FEM[V] Measurement[V] Deviation in percent[%

1 149.7 153.4 +2.47
5 2.806 2.049 -26.98
7 1.809 1.507 -16.69
11 0.285 0.243 -14.74
13 0.295 0.149 -49.49
17 1.548 1.127 -27.20
19 1.306 1.332 +1.2

5.2 Sensitivity of Maxwell 2D-model

In this section the 2D Maxwell model is further evaluated ardsitivity to mesh size
and time step size is investigated. The evaluation is docerdmgly. Firstly, parameter
sensitivity analyses of the cell sizing are performed folid by a sensitivity analysis of
the time step size. The aim is to gain understanding in hogethéect the results and to
properly motivate the selection used in the following asak;

The size of the triangular mesh is an important parameteresously discussed.
The number of elements and the number of computational ngaegly impacts the
resolution of the analyzed object. In contrast to resolutiocomputational time. It is
reasonable that the roughness of the mesh should be defineaktify by the objective
of the simulation, i.e. the level of detailing required, ider to obtain a computational
time as modest as possible.

Considering the fictive case of performing a FEM-simulatigth infinite mesh
resolution, i.e. zero cell size, one could use the resultsagily quantify deviations
resulting from any finite mesh size. The resulting infinitmglation time for such a
simulation is however troublesome, hence zero cell sizéltseesan only be achieved by
extrapolation of results based on finite mesh-sized sinaugt In the same manner, zero
time step results can be obtained by extrapolation of fifrite step results.

The sensitivity analysis is focused around the inducechgeltand the airgap flux
density. The selection of the induced voltage as a pararoéteterest is because of
its direct relation to flux linkage. The interest in the apdhlux density is related to the
continuation of the thesis, where its influence on force iteissof interest. As discussed
previously in Chaptdr]3, radial and tangential forces gabimthe stator can be calculated
from the airgap flux density.

Firstly, a sensitivity analysis on cell size is performeaglldwed by a sensitivity
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analysis of the time step size. The analysis approach isatine $or both cases, and are
therefore only covered for the cell size analysis case.

5.2.1 Sensitivity analysis of mesh size

Based on a series of simulations where the cell size relatiechosen accordingly

hi P

hiri  hi
whereh;, hi. 1 andhj , are the cell sizes for simulatiani + 1 andi + 2, the order of
convergence can be estimated as

In (Il(hi)*|(hi+l) )

p— (hiy1)—I(hiy2) (5.5)

()
wherel (hy) is the outcome from the FEM-simulation ahds the cell size of that simu-
lation [42].

The parameters dependency on cell size can, more or lessiadgube described
analytically by Taylor expansion. Assuming that two comgats is sufficient to describe
a variables dependency on for instance the cell size, thenfilg analytical expression
can be used

(5.4)

f(h) = fo+ f1hP (5.6)
where f(h;) is the results based on the mesh dizef, is a scaling factor ang is
the order of convergence. In this representatifanequals the value at zero cell size
since the second term goes to zerchas decreased. If the assumed decomposition is
not representative enough, it can be extended with more goenyis to achieve a more
accurate representation. Using a simulation series ofrmini three different cell sizes
the unknown coefficient§ and f1 can be calculated by defining the problem as

fhy] 1 WP

f(hZ) 1 h2p fo

3 I F M (-7)
thy] {1 hE

and solved fof fo fl]T by matrix algebra using the pre-calculated convergenamyrde
ing to (5.3). Note that it is not evident that a convergenaelwa established based on
the methodology presented and the parameter variatioestedl For instance, for a pa-
rameter that is not correlated with the variables that aesghd, it is very unlikely that
a converge can be established.

56



5.2. Sensitivity of Maxwell 2D-model

The cell size analysis is focused on the cell size of the quadrof the rotor, the
stator teeth tips and the airgap, keeping the cell size ofghmaining parts of the stator
and rotor fixed. The analysed cases are presented in[Tableh&r&Rotor2is the outer
part of the rotor, i.e. the surface of the rotor with a deptBh.87 mm, facing the airgap.

Table 5.4 Cell sizes used for zero cell size analysis, in [mm]

Case Stator Windings PM Rotor Rotor2 Airgap Statorrims <ell

1 3 1 1 1 0.125 0.125 0.125 78698
2 3 1 1 1 0.25 0.25 0.25 37616
3 3 1 1 1 0.5 0.5 0.5 26869

In Fig. [5.2 and 513 the induced voltage and the radial airgap density are
presented, respectively. The flux density is studied 0.2 mom fthe stator teeth tips,
in the 0.8 mm wide airgap. For the flux density, the data isectdld in one time in-
stance, hence the data represent the distribution in spagering one electrical period.
As can be seen, the flux density is of reasonable magnitudeidming the level of
flux in relation to material saturation properties. Notetttee curvature is symmetric
and that the nine slots for one electrical period can be sseralized around roughly
[20 60 100 140 180 220 260 300 34fectrical degrees in Fig._5.3. The spikes appear-
ing in the radial flux density occurs in the changeover froatasttooth to stator slot, as
previously discussed in SectibnB.2.

In Fig. [5.4 and 5)5 are the extrapolation of the fundamemaigonent and the
9™ harmonic of the radial flux density presented, respectivihe solid lines represents
the extrapolation and the red circles indicates the refuolts the FEM-simulations. The
errors are calculated as

e(h) = 100x 2%

(5.8)

wherexg is the final value of the extrapolation, denotigdn (5.8), andxg is the extrapo-
lation as a function ofi, denotedf (h;) in (5.8).

From the data, a few important conclusions can be drawn. Tixed&nsity is
clearly correlated with the mesh size in the region aroueddilgap, which is expected.
Also, the proposed Taylor expansion presenteflid (5.6)ffic®nt to express the trajec-
tory. Moreover, the error for both are within 0.4 percenttfog three given cases, which
is considered small. In order to achieve significant impnogets in absolute values, the
additional mesh size refinements required would be sulistamb conclude, the coars-
est of the three cases are considered fine enough to gendfatiestly adequate results
and will be used in the continuation of the work.
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Figure 5.4 Extrapolation towards zero cell

] Figure 5.5 Extrapolation towards zero cell
size of the fundamental

size of the 8 harmonic of the
radial airgap flux density at
generator operation at 4000 r/min

component of airgap flux density
at generator operation at 4000
r/min

5.2.2 Sensitivity analysis of time step size

For the time stepping five cases are studied. The step silmteskare given in Table
.8, all in conjunction with the interrelations presentad3.4). Samples per electric
period is based on a rotational speed of 4000 r/min. With @domental frequency of
1/0.0035~ 286 Hz, a resolution of up tg = 40us should be sufficient to catch the
fundamental component very accurately, hend@®85/0.000040= 87.5 samples per
fundamental period.
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5.2. Sensitivity of Maxwell 2D-model

Table 5.5 Time step sizes used for the zero time step sizgssal

Case Time stepds] Samples per electric period][
1 25 1400

2 5 700

3 10 350

4 20 175

5 40 87.5

In Fig. [5.8,[5.Y and 5I8 the extrapolations for the fundamlertmponent, the
5t and the ¥ harmonics are presented, respectively. As can be seeryrtlarhental
componentis correctly observed even for large step sisés=at0us. However, one can
clearly see that the harmonics are subjected to substanttak as the time resolution is

too coarse.

Moreover, in Fig[5.b the same analysis is done for the casel® of the machine,
including eddy currentlosses and hysteresis losses. Ageaeen, simulation step times
of less than 1fsis not significantly affecting the results.

For the purpose of the FEM-simulations, a time step sizetlems 1Qusis con-

sidered excessive.
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Figure 5.6 Extrapolation towards zero time
step size of the fundamental
component of the induced voltage
at generator operation at 4000
r/min
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Figure 5.7 Extrapolation towards zero time
step size of the'8 harmonic of
the induced voltage at generator
operation at 4000 r/min
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Figure 5.8 Extrapolation towards zero time
step size of the? harmonic of
the induced voltage at generator
operation at 4000 r/min

Figure 5.9 Extrapolation towards zero time
step size of the core losses at
generator operation at 4000 r/min

5.3 \oltage excited FE modelling in ANSYS Maxwell

In order to investigate high frequency harmonics in theagrfjux density and force den-
sity originating from the pulse width modulation, a methlmdyy is developed enabling
switched voltage source fed FEM-simulations. The objectd/to investigate differ-
ent modulation techniques influence and to verify diffeemin vibrations and radiated
noise from the experimental testing. Normally, computaictime restricts transient
FEM analyses to cover only a few electrical periods in timeviously, minor errors in
the initialization to such a simulation will cause offsdtat are very unlikely to decay
during the simulation time. Consequently, a method to awekethe issue with initial-
ization errors in voltage excited FEM-simulations is nekda principle, the method is
based on a series of four simulations where the relatively kettling time of transients
occurring due to initialization errors is used for detestimd compensation.

In the case of voltage excited FEM-calculations a couplagarhs needs to be
addressed in order to obtain an proper initialization, aedce adequate results. The
items of high importance are:

1. Derivation of the induced voltage
2. Derivation of stator winding resistance and its usage

3. Elimination of initialization error in the phase current

These three parts are described in the same order in theviofsections. The
PWM is implemented by deriving the switching patterns offlimd the FEM-simulations

60



5.3. Wiltage excited FE modelling in ANSYS Maxwell

are executed in an open-loop fashion. Alternatively, aioosktion with for instance
ANSYS Simplorer can be used.

5.3.1 Derivation of induced voltage

Assuming perfect three-phase symmetry, only one phasesneduk considered, since
the remaining two are solely phase shifted by 120 and 240egsgrespectively. The
induced voltage is needed when defining the voltage veatdrss aipplied in the voltage
excited simulations. The applied voltage for phase A carxpesssed as

Uy = Reia + % (5.9)
where the derivative of the flux linkage equals the inducdthge [15]. Accordingly, the
data obtained from the sinusoidally current excited FEMtgation is the phase currents
and the flux linkage, or the induced voltage. The time dekieadiefinition used by
ANSYS Maxwell is the s.c. backwards steppingl[43], defined as

Al )kl yk

a At

Deriving the induced voltage with this definition introdsce phase error in the

induced voltage, supplied by the FEM-program, that is pridpoal to the time step size.
The phase error in electrical degrees can be expressed as

(5.10)

6= 180? (5.11)
0

where/t is the time step size ang is the inverse of the fundamental frequency. As
can be seen, the error is proportional to the time step siZeethiér or not the induced
voltage supplied by Maxwell is used, or if it is manually ded from the flux linkage,
one should compensate for the phase error introduced byethative function for more
accurate phase information.

As a result of the use of the backward stepping time derigdtinction, the initial
induced voltage values in the FEM-calculation will be zeraturally. If this is not con-
sidered, the phase current derivatives between the firstlaiion time(t = 0) and the
secondt = At) will be faulty. As a result, the phase current will be subgelto an error.
This can be explained by the stator equation expressingythanadics in the voltage and
current, as

Ua— €3 Laa Lap Lac| |Aia ia
At |{Up— €| = |Lpa Lbp Lbe| [Aip| +Rs|ip (5.12)
Uc — € Lea Leb Lec| |Aic ic
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-1

JAVPY Laa Lap Lac Ua— €4 ia
Aip| = [Lpa Lpp Lpe At {up—6&y| —Rs|ip . (5.13)
Aic Lea Lep Lec Uc — € ic

As can be seen, if the induced voltage at time $tepO are zero, the current
derivatives will be severely enlarged. The result from thighase currents that are erro-
neous in magnitude and possibly phase shifted. Either@aitigap flux distribution will
also be erroneous with consequences such as faulty elegraatic torque production.

Both the issue with the phase shift due to time derivativelstare to zero induced
voltage at the initial sampling point are linearly proportal to the sampling time. Con-
sequently, the error introduced by both is decreased witbcaedise in sampling time.
However, an understanding of the issue and the use of smitalbinter actions are more
time efficient than decreasing the sampling time.

5.3.2 Stator winding resistance handling
The stator winding resistance is derived based on the cdpg®es as

— PCU
Bifms
For the voltage excited simulations, the resistive lossesoi calculated as in
the current excited simulations. Instead of integratirggc¢hrrent density and using the
conductivity of the material, the method used is thec Rs. Consequently, the value
of the stator winding resistance should be applied in theukition settings in order to
achieve power loss balance when using voltage excitation.

Rs (5.14)

5.3.3 Initial phase current

When the simulations with different excitations are to bepared it is important that the
fundamental components are comparable in magnitude arsg pliaot, the simulations
represent different operational points. When selectiitgalization values for the phase
currents in voltage excited simulations, it is reasonablbase these on values on the
fundamental component of the current. However, due to haitepthe fundamental
values are unlikely to be an option that is correct in the séhat no transient behaviour
arise. The correct values to be used as initial values fopliase current can be obtained
in different ways.
As a result of the machine design, the flux linkage consista fndamental

component and harmonics. If these harmonics are known mragnitude and phase,
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superposition can be used and the machine can be represétitesgveral parallel sys-
tems, each with only one component. If this approach is ubednitial value for each
of the parallel systems can be composed into a value thatieatdor the machine as
a whole. However, this approach requires unreasonabletgffespecially if the flux
linkage is heavily distorted with a vast number of harmomiith significant magnitude.

An alternative option to detect the correct initializati@iues is to make use of the
fact that the transients have a long settling time. If thedAmental current component
is used as initialization, one can then study the outcomeeo§imulation and by fourier
analysis detect the transient component in the current@shd aorrection term to cancel
that frequency component. An obvious drawback is that twaukitions are required.
One simulation is required to detect the transients thatcabe cancelled. Anyway, this
solution is proposed due to its inherent simplicity ands$gitng results.

5.3.4 Proposed simulation sequence in ANSYS Maxwell

The proposed simulation sequence used in this work can lreiseable[5.6 and de-
scribed more in detail in the following subsections. In dliree four steps, two electrical
periods are simulated.

Table 5.6 Simulation sequence used in ANSYS Maxwell

Simulation step Description

1 Current excitation (Sine)

2 \oltage excitation (Sine)

3 \oltage excitation (SPWM or DPWM)

4* Voltage excitation (SPWM or DPWM, corrected)

* Correction is based on FEM-calculations
of simulation # 3.

5.3.4.1 Stepl

Initially, a sinusoidal current excited simulation is pmrhed at the operational point of
interest. The phase current, flux linkage, rotor positiod eopper losses are extracted
and used further on.

5.3.4.2 Step2

Based on the obtained data from step 1, the first of the vokagiations is defined.
The phase error due to the time derivative of the flux linkagsoimpensated for and the
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initial phase current values are based on the fundamentgdaoent of the phase current
from step 1. In this simulation, the voltage is not switchetfurely sinusoidal.

The outcome from this simulation will, most likely, not betlhaut transients.
Based on the current excited simulation (step 1), the magdeiof the fundamental com-
ponent of the induced voltage and its phase angle is usediditian to the resistive
voltage drop) to determine the voltage references. Howewe that the induced volt-
age during neither of the excitations are perfectly sindesoiThe harmonics are partly
due to space harmonics in the permeance as consequencevefitii®ns in the airgap
reluctance and the distribution of the windings in the stato

In Fig. [5.10 the induced voltage is presented for sinusaidadent and voltage
excitation (step 1 and 2). As can be seen, the induced voftageeither of the cases
is sinusoidal. Accordingly, using only the fundamental oment (as in this case) the
initialization will most likely be erroneous with transiesnn the current and torque as a
result. However, this is compensated for in step 4. If theigsdl voltage for all three
phases coincides with the values of the fundamental commpoinansients will not arise.

5.34.3 Step3

From the previous simulation, the phase current, rotortipmsand flux linkage are used
to define a new set of sinusoidal phase voltage referencergecthis new set of sinu-

soidal references is modulated with a triangular wave taiolthe PWM patterns used
in this step, being the first step with PWM input. The trantsdrom step 2, which do

not decay during the two electrical periods, will naturddly seen in the outcome from
this step too. Which is why the forth step is required.

5.3.4.4 Step4

Lastly, the obtained phase current, rotor position and fhkalge from step 3 are used to
once again defining a new set of phase voltages to be appledndw set of references
is once again modulated with a triangular wave to obtain h&/Pvectors used in this
step. Additionally, the phase currents from step 3 are stlit the dg-reference frame
and harmonics of interest are simply removed, by decompadlsandata into its frequency
components. From the adjusted phase currents (with und/aat@nonics removed) the
very first samples are extracted and used as initializatdunes in this fourth simulation.
Note that a prerequisite for this to work, is that the harmsdio not decay during the first
two periods in step 3, which is very unlikely. However, if yhedo, the third step simply
needs to be extended with an additional electrical periodréter to obtain satisfying
results.
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In Fig. 5.1 the results of the initial current correctiontliis step can be seen.
The data that is without correction is from step 3 and the datta correction is from
this step, step 4. In the case without correction, one caarlglsee a slowly varying
component with a frequency equal the fundamental frequency

In all the cases studied in this work, only the fundamentdfiency has been
removed from the dg-current. However, if additional harimerare present that should
not be, these can be excluded as well. Furthermore, in[EId &d5.1B the electro-
magnetic torque is presented with and without this coroactClearly, a harmonic with
the fundamental frequency can be seen in the non-compelrcages (step 3).

15

100

50

Induced Voltage [V]

—CurrentExc (Sine
—\VoltageExc (Sing)

3

. 2
Time [ms]

Figure 5.10 Comparison of induced voltage
for phase A for sinusoidal
current and voltage excitation.

O T T
_50L N —w/o correction
100 WAV —with correctio
) 2 3
Time [ms]
14 : : :
120MMMM'\ANMM
10 5 3
Time [ms]
16 ‘ : ‘
140 WM A A AN
12 1 _ 2 3
Time [ms]

Figure 5.11 Comparison of dg-current

between FEM-calculations with
and without initial current value
correction (step 3 in Tab[e§.6)
for DPWM. The time
corresponds to one electrical
period.
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electrical period visualizing the electrical period visualizing the
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correction for DPWM voltage correction for sinusoidal voltage
excitation. excitation.

5.3.4.5 Remarks

The reason for the intermediate step (step 2) is to guarateady state in the operational
point of interest. When step 2 is neglected, occasionadiyrthialization is too corrupted
generating data that are beyond correction possibiliti¢lse forth step.

The simulation setup in ANSYS Maxwell is partly tabulatedTable[5.Y. Note
that the simulation time is not fixed when PWM is used. An uhyieg time step size of
2 usis used. However, whenever a switching of one of the phasrsg®dwo additional
calculations are performed in the vicinity of the switchigent. This is used to increase
the accuracy and suppress errors that are due to a spardateimtime stepping. Prac-
tically, this is done by controlling the time stepping in thienulation. An alternative
solution would have been to use a fixed, but very dense, tieppstg. Resultantly, such
a case would require far more computational time.

Additionally, the simulation time and rotational speedlod machine are defined
to coincide in an odd number of switching periods per fundataeperiod, in order to
eliminate subharmonics in the phase current due to asynobsdPWM [44].
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Table 5.7 ANSYS Maxwell Simulation Setup

Parameter Value Unit
fo 0.0035! Hz
Tstart 0 us
Tstep* 2 Hs
Tstep2™ 10 ns
Tstop 7000 us

Mesh nodes 52738 -

* Smaller time steps are taken in the
vicinity of the switching events.
** Time step used in the vicinity of switching events.

5.4 ANSYS multi-physics simulations

5.4.1 Simulation setup

To perform multi-physical simulations the ANSYS Workberelatform is used, en-
abling complex multi-physics analyses with drag-and-dsiomplicity, illustrated in Fig.
B.14. As the figure illustrates, the interactions betweenehgineering suites in AN-
SYS are defined as forces originating from electromagnegisgure acting on the stator
teeth and vibrations on the stator yoke, due to mechanisplatiements. For the struc-
tural analyses the geometrical description is inheremhfAANSYS Maxwell and partly
simplified by removal of parts with no or low importance. Taéesalyses focuses on
the stator deformation, hence stator teeth, rims and syatar are considered the most
important parts.

- A - B - B
2 | & Geometry 2 | @ Engineering Data v 4 2 & Engineering Data v 4
3 @ Setup v \*3 M Geometry = +3 M Geometry &
4 | fF solution F 4| @@ Model [ 4§ Model &,
\-.5 @ Setup v o4 +5 @' Setup Vv o4
[ st Solution v 4 6 Solution Vo4
7 | @ Results ¥ 4 7 @ Results ¥ 4

Figure 5.14 lllustration of acoustic analysis in ANSYS Woekich Platform

As one can expect, the material properties of the object fahégh importance
when performing structural analysis. The ones of particinterest are the Young'’s
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Chapter 5. Finite element modelling

Modulus, Poisson’s ratio and the density. The Young’s Madpélso known as Elastic
Modulus, measured in pressyRa, is the ratio between stress and strain. The Poisson’s
ratio is used to define material behaviour when exposed ésstrif an object is com-
pressed in one dimension it tends to expand in other dimessighich is quantified by
the Poisson’s ratio. In Tab[e .8 values used for these peteamare defined.

Table 5.8 Material properties for multi-physics analysis

Variable Value Unit
Young’s Modulus  185x 10° [MPa
Poisson’s Ratio 3 -
Density 7650 [kg/m?]
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Chapter 6

Theoretical analysis of
electromagnetic flux and force
density

The forces that are acting on the stator teeth, which geseddformations and con-
sequently noise and vibrations, are closely related to ittga flux density. For that
reason, both flux density and force density are of partidatarest to investigate. In the
following sections these are investigated with focus on mitage as well as frequency
content in terms of spatial and temporal harmonics. Thiskusdone with the machine
presented in Chaptel 4. In addition to the design present€tiaptef ¥, the stator design
is altered to study the impact and effects of slotting on bethporal and spatial harmon-
ics. The alteration includes different slot opening widit@mplete removal of the slots
by bridging adjacent teeth, as well as the use of a significen¢ase in permeability to
suppress the influence of magnetic saturation.

The selection of only altering the stator teeth tips oppdsethe entire stator
geometry is motivated by first and foremost the hypothesitsaignificant influence on
particular force density harmonics causing significanse@missions. Furthermore, it
is an isolated variable which simplifies the re-design witheonsiderably effects on the
overall performance of the machine. One should view theysasdan investigation of
the relation between the variable and harmonics of interagiier than a search for an
optimal design. As discussed in Secfion 3.1, the spati@rsmof most significance from a
NVH perspective are the lowest orders. Due to the geometsigd of the machine, force
density harmonics with spatial order of 0, 5 and 10 are theetfowest. Consequently,
these are of highest significance.

69



Chapter 6. Theoretical analysis of electromagnetic fluxfance density

The airgap flux density, considering only the radial compwnean be decom-
posed into contributions from the stator excitatiBps(0,t), and from the rotor perma-
nent magnetBnm(0,t). The resulting force density is presented here once morééor
sake of clarity, it can be expressed as

1 1

fn ~ Z—IJOB% = Z—IJO [Bn,s+ Bn,m]2 (61)
1

= [BA.s+ 2BnsBnm+ Ba ) (6.2)

resulting in a contribution which can be decomposed intedlparts. The stator con-
tribution and rotor flux contributions are results of the atare excitation and the PMs,
respectively, where as the third term is a contribution fribve interaction of the two
fields. In Sectiong_312 aid 3.3 the derivation of these dmumions are presented and is
only briefly summarized here. If the effects of stator slotsrzeglected, the frequencies
and circumferential orders of the three contributions caslmmarized as

fam O [2upat, 2upb] (6.3)
fns O [2pwt, 2vpo) (6.4)
fnsmD [(1F U)paot, (u=v)pé). (6.5)
whereu=1,3,5,... andv=1,5,7,11 .... In the square brackets, the first term consti-

tutes the time harmonics and the second term the absolute wélthe spatial orders.
Equations[(613)[(614) an@ (6.5) represent the contribstioom the PMs, the stator ex-
citation and the interaction of the two, respectively. Asefore,p, wt and6 are the
number of pole pairs, the mechanical frequency of the mechbrircumferential angle,
respectively.

6.1 Influence of stator slots

6.1.1 Closed stator

The design of the stator teeth becomes a sensitive mattesghstic saturation in the
material is considering. When a ferromagnetic materiathsas iron, is exposed to an
external magnetic fieldH) a magnetization occurs in the material, creating a magneti
flux (B). The relation between magnetic field and flux can be expdeas& = uH,
where u is the permeability. At a certain level, an increase in magrfeeld will no
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6.1. Influence of stator slots

longer generate a higher magnetic flux, a phenomena knowatasason. Physically,
saturation occurs when the magnetic domains in the masegadll aligned.

As previously discussed, the effects of the slots on the fensily and force den-
sity is studied by changing the stator teeth design. As &irstigooint, closed stator slots
are investigated, meaning that the stator slots are remmoyvedmpletely uniting adjacent
teeth. Obviously, this is not a realistic design for a phgkinachine since the flux to a
very large extent will leak between the teeth instead ofipgshrough the stator joke
and the rotor. Additionally, such a design will have imptioas on manufacturability.
However, it gives an understanding for the magnetic saturatnd the appearance of
spatial harmonics caused by the slotting.

In figure[6.1 results from FEM-simulations with closed statiots are presented
for two cases in no-load operation. Firstly, with permegbdccording to a B-H curve
for the non-linear iron material. Secondly, with a consfrimeability ofu, = 10°H /m.
On the y-axis is the flux intensity presented and on the xdasttge circumferential angle
seen. The data is obtained at a single time instance. Iriaelad Fig. [3.2 and_3]4
in ChaptefB, the data is obtained along the axis maRasition @). As can be seen,
the difference in permeability results in different flux d@y characteristics, even in the
case of no-load operation. Considering the case with 10° as the ideal case, one can
conclude that saturation itself affect the results. Thgdat deviations are seen in the
areas where the stator slots normally would have been. Taerfiaterial bridging two
adjacent teeth is 1.6 mm thick which is narrow enough to chocsg saturation when the
non-linear iron material is used, even though the statareodiis zero. In figure 612 the
harmonic content of the two cases is presented. The spac®his are presented with
mechanical rotational angle as reference. Therefore idfirmonic (n=5) corresponds
to the fundamental electric component due to the five polerp&r design.
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Chapter 6. Theoretical analysis of electromagnetic fluxfance density
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Figure 6.1 Comparison of flux density Figure 6.2 Harmonic content of the flux
magnitude in the airgap close to density in the airgap close to the
the stator teeth for a closed stator stator teeth for a closed stator
with different permeability during with different permeability during
no-load no-load

At first sight the 48" harmonics, equaling the number of stator slots, would be
expected to change considerably when the slots and perlibestihanged. This can be
explained with the theory presented in Secfion 3.2 wheregn[E3 the resulting space
and time harmonics of no-load conditions are presented neguéncy/wave-diagram.
According to theory, the slotting influence primarily théand the 58 space harmon-
ics, in the case of 45 slots and 5 pole-pairs. Studying thé/teea expression for the
radial flux density originating from the PMs, for convenienmesented here once more,
the origin of the different components can be declared.fthmexpressed as

Bnm O ; Z Bmucos(upwt — (up=£xNs) 0). (6.6)
u=2k-1°X

wherek=1,2 3,... andx=0,1,2,.... Neglecting the stator slots (x=0), it is seen that
the first five spatial harmonics ate- up| = [5, 15, 25, 35, 45]. For x = 1, the five
lowest even harmonics obtained &re (up+Ns) | = [0, 10, 30, 40, 50]. Clearly, with
the configuration of 45 slots and 5 pole-pairs, the even PMdeemxsity harmonics are
caused by the interaction with the stator slots, which isoiedation with literature[]1],
[36].

6.1.2 Variation of stator slot opening width

In this section, the permeability is represented by the linear B-H curve previously
used and the stator slot openimg, is changed in discrete steps. Both the tangential and
the radial components are investigated and the FEM-datatésreed in the airgap in the
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6.1. Influence of stator slots

close vicinity of the stator teeth. The analysis is done lotho-load operation and in
motor operation with a RMS current of 150 A. The variaBlg is visualized with black
arrows in Fig[6.B, and the five discrete steps are tabulat@dble6.1.

Figure 6.3 2D FEM-model. The variabBy is indicated by black arrows

Table 6.1 Discrete steps of stator slot opening wiih

#  Width [mm]
1 16
2 20
3* 24
4 28
5 35

* QOriginal value

Results of changing the width of the stator slot openingfierrno-load case can
be seen in figure 6.4 ald 6.6 for the radiBh) and tangentia(B;) flux densities, re-
spectively. In figur€6l4 one can clearly see that the durdtipangular degrees) of the
irregularities in the radial flux is highly affected, as egfel due to the variations in stator
slot width. In figurd 6.6 one can also see that the magnitudéested significantly for
the tangential component. For the case when the machinadedbin motor operation,
the characteristics are to a certain extent different dubdadnteraction of the armature
field. However, the effects of changing the slot opening iy, are the same as for
the no-load case, which can be seen comparing flgule 6.41tmé.figuré 6.6 t6 617.
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Figure 6.6B; as a function of angular
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In figure[6.8 the spatial harmonics up to 50 are presentedhéoradial flux den-
sity during no-load operation, normalized with the mechahrotational speed. The
fundamental component of the radial component which caméer i figuré 611 is trans-
lated to the B harmonic due to five pole pairs, when using mechanical retes Note
that the data is collected at a single time instance, herckalmonics represents space
harmonics and not time harmonics.

As can be seen in figufe 6.8 andl6.9, the magnitude of tHead@ the 58 har-
monics tends to decrease with a decreased slot width. Camgpthis data with figure
[6.2, where the harmonic content is presented for a closeat stith different permeabil-
ity, one can clearly see a difference in particularly th& 40der. The 41 order is not
present in the ideal case in figlrel6.2. However, when the @aiitity is defined by the
B-H curve, it is. Its appearance is a result of the combimadionumber poles pairs and
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6.1. Influence of stator slots

stator slots, as previously discussed.
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Figure 6.8 Space harmonics Bf Figure 6.9 Space harmonics Bf
normalized with the mechanical normalized with the mechanical
rotational speed at no-load rotational speed at load with
operation irms=150 A

In figured6.1D and 6.1 1 the spatial harmonics of the forceitieis presented dur-
ing no-load and load operation for the five different casestator slot opening widths.
As for the previous cases, FEM-data from one electricabges used. As can be seen,
the width of the stator slot opening has a more significargcafbn the odd harmonics
than on the even ones. Clearly seen in figurel6.11, when theineis loaded, the 3%
45" and 58" space harmonics are significantly increased as the slotrpirextended.

20 ,
15 S 1.6 mm
1.6 mm 2.0 mm
2.0 mm 150 [12.4 mm
[12.4 mm 2.8 mm
«— 100 =§g mm < 3.2 mn
.2 mm £
£ 2 100
2 =3
é c
- o
- 507 50,
0
0 10 20 30 40 50 60 70

10 20 30 40 50 60 70 Spatial harmonics [n]
Harmonics number [n]

Figure 6.11 Force density space harmonics
normalized with the mechanical
rotational speed for different
stator slots opening at load with
irms=150 A

Figure 6.10 Force density space harmonics
normalized with the mechanical
rotational speed for different
stator slots opening at no load
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Chapter 6. Theoretical analysis of electromagnetic fluxfance density

Studying only spatial harmonics gives an understandingder the slots and the
slot opening width affects the harmonics. However, therimftion about frequency is
lost hence the ability to draw any conclusions are limited.discussed in Chapielr 3 it is
of high importance to keep track of both spatial or tempoaaihionics.

In Fig. [6.12 and6.13 the force density is presented in frequevave-diagrams
for By = 1.6 mm andBg = 3.2 mm, respectively. It can be seen that the harmonic (40,5),
meaning a frequency component of 40 times the mechanicaional speed (y-axis)
and a circumferential order of 5 (x-axis), is changed sigaiftly. This componentis an
origin for noise due to the low circumferential order and takatively high frequency,
as discussed in Chapier 3. In Fig._8.14 this component asas€®0,0) is presented
as function ofBy. The values are presented percent, where the largest soirap
(B = 3.2 mm) are used as reference. As can be seen, the magnitudefofth density
component (40,5) is continuously decreased with the slehimg width, whereas there is
a minimum in the region around 2.5-2.8 mm for the componel))9 One can conclude
that the variable can be used to control or limit the radiaeide associated with these

vibrational orders.
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5 5
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208 208
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-60 -40 -20
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Figure 6.12 Frequency and mode number of  Figure 6.13 Frequency and mode number of

the radial force density during the radial force density during
normal load operation with normal load operation with
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Figure 6.14 Comparison of force density harmonics (40,8)(80,0) in relation to stator slot
opening widthBg during normal load operation witbns = 150

6.2 Inverter switching influence on
force density harmonics

In Fig. [6.I% the differences in airgap force density are gmésd between SPWM and
DPWM, as fn spwm— fappwm in kN/mZ. Data from the two cases are obtained from
voltage excited FEM-simulation where the input voltagetipfied by an ideal three-
phase inverter. In the DPWM case, one phase is always clatopsther the positive or
the negative DC-link voltage, as discussed in Chdpter 2.

Comparing the two cases, the difference in magnitude isidered negligible.
When the sinusoidal phase current excitation is changedltage excitation the current
is not an input but rather a result of the operating point dedapplied voltage. Conse-
quently, the difference that is presented might be a re$alstightly different magnitude
of the fundamental component and hence a slightly diffespetating point.

No significant harmonic components are added within thegmtes! range of fre-
quency and circumferential orders, when the source is athfigm a ideal current
source to a switched voltage source. Consequently, onergae ¢hat the switching in
the inverter has small influence on low order force densitynwaics. Meaning that the
fundamental component of the phase current is the most aaimgncontributor to low
order harmonics. This is also motivated by the theory preseim Sectioh 313. In Fig.
the phase A current is presented in time domain. As caede, the DPWM case
has more harmonics, which is expected. However, these ghefféquency harmonics
which is a result of the inverter switching.

Harmonics in the current will generate harmonics in the flargity. Consider-
ing the square operator in the Maxwells Stress Tensor, gasanable that additional
harmonics in the flux density has small impact on the totatdatensity. A harmonic
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Chapter 6. Theoretical analysis of electromagnetic fluxfance density

with a magnitude of 1% of the fundamental in the flux densitgiraply translated to

a force density harmonic of. 012 = 0.0001 or 001% of the fundamental force density
component.

Consequently, one can argue that noise and vibration atigign from the lower

vibrational orders and frequencies are caused by the fuaedtihcomponent in the ar-
mature and rotor fields as well as the geometric design aligp¥ar interaction and influ-
ence of stator slots. Resultantly, variations in the maihrgechnique and/or switching
frequency is therefore assumed to have a small impact. Adthpthe angle of the dg-
current might influence since it will affect the phase shédtween the armature and the
rotor fields. However, this is not treated in this work.
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Figure 6.15 Difference in radial force
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Chapter 7

Evaluation of modulation
technigues

The objective of investigating DPWM and different levelssuiitching frequency ran-
domization, as an alternative to SPWM with a fixed switchiregfiency, is to increase
the energy efficiency of the inverter. Also, a positive effefadecreased inverter losses is
that the peak power transfer through the inverter can beasad, which would result in
an increase in both peak torque and peak power. Anothertedgaint is to investigate
the high frequency noise and vibrations that are causedéyntrerter switching, and
hence affected the choice of modulation technique.

The frequency content of the radiated noise can be dividechachine harmon-
ics and PWM harmonics. For the investigated machine andavitvitching frequency
of 10 kHz, the PWM harmonics are located in the region of 5-#@.kUp to this point,
only low frequencies have been considered (machine harisjphoth spatially and tem-
porally, for airgap flux density and force density. As presly discussed, the machine
design and the fundamental component of the airgap flux geosntributions cause
noise complications. This is due to force density companeuitich all can be cate-
gorized as low frequency components by the relative lowdeagy in both time and
space. In a similar manner, the appearance of harmonicg iphtase current due to in-
verter switching causes high frequency components in battdénsity and force density
which might result in emitted noise with the potential oflgeivery annoying for persons
inside a vehicle. This is due to the characteristics andigaqy content in the region of
5-15 kHz. These PWM harmonics are focused upon in this chapte

The work presented in this and the next chapter is focusetieband harmonics
centered at the switching frequency. Harmonics centeradiaé the switching fre-
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Chapter 7. Evaluation of modulation techniques

guency are in the upper end of, or above, what a human ear Hprcaa detect. At
very high rotational speeds, some of these sideband hacsare in a frequency range
where they normally can be heard. However, for the intengépdication, at high rota-
tional speeds the inverter noise is masked by noise frora &inel aerodynamic origin.
Therefore, these harmonics have not been considered.

At this point, it is of importance to return to the concept afliation efficiency,
resonance and forced vibrations. As the fundamental coengaof the phase current
by far exceeds the harmonics caused by the switching, it nsiggam contradictory that
the inverter switching will have any significant influenceadit However, the radiation
efficiency’s frequency dependency puts the magnitude dbiloe density in a secondary
position. In other words, force density harmonics with, twhaght be considered, having
a low amplitude can cause significant emitted noise if theatemh efficiency of the stator
for the particular frequency is high. Moreover, althoug@esifrequencies of low order
mode-shapes are unlikely to be excited by the high frequéarcgs, noise can still be
generated by the concept of forced vibrations.

The inverter switching generates phase current harmoriigdwveause harmonics
in the flux density and further on in force density. Consedyeit is reasonable to
assume that the selection of modulation technique higHlyences the emitted noise
with frequency content in the vicinity of the switching freency.

An evaluation on a system level, in opposition to componevel| gives a greater
insight on performance as well as possible consequencem &t possible evaluation
methods and criteria, a few key performance indices areteelén the evaluation of high
frequency harmonics; the invert energy efficiency and thiegieed sound quality as well
as stator back vibrations and velocity. The perceived souadity evaluation is further
discussed in ChaptEl 8 whereas the inverter efficiency isreoMn this chapter. In addi-
tion to these performance indices, parameters such asategnetic torque ripple and
disturbances on the power supply side of the inverter arnpeters that are of interest as
well. However, difference in torque ripple due to invertesdnlation technique is con-
sidered to be of high frequencies and thereby having lesadimtue to the significant
mechanical inertia in the system. The dc-side of the inverte possible adverse effects
due to the modulation are not within the scope of the thesis.

In this Chapter, firstly the inverter energy efficiency isdital, solely based on
simulation results. Thereafter, phase current harmomedngestigated based on mea-
surements to give a more comprehensive understanding ofitbeme from the different
modulation techniques. Lastly, harmonics in the flux deresitd force density are stud-
ied to understand how harmonics due to the modulation aaetto noise and vibrations
and how the core losses are affected by the harmonic content.
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7.1. Inverter energy efficiency

7.1 Inverter energy efficiency

In this section, firstly, a loss decomposition analysis iselwhere the differentloss com-
ponents are compared for the two modulation techniques, RWH DPWM. There-
after, an evaluation is made based on drive cycle analyhis.eValuation aims to put the
findings in a context to further investigate the impact oféhergy savings.

7.1.1 Loss decomposition

Studying the loss decomposition in the inverter providesoath understanding for how
DPWAM differs from SPWM. In Fig[7]1 arl[d 1.2 the total invertesses for SPWM and
DPWM are presented, respectively. The data is obtained fromplete drive system
simulations including battery, inverter and the electribachine where the IGBT used
is the one tabulated in Tallle 4.3.

As can be seen, the loss difference is considerable thraudm® entire diagram.
For instance, at a rotational speed of 4000 r/min and 35 Nnorgfue the decrease in
losses is roughly -20 percent. The field weakening regiole&ly noticeable. Asthe PM
flux in the machine needs to be counteracted, the phase tumegmitude is increased
with increased inverter losses as a result.

In Fig. [Z.3 and_Z}4 the switching losses are presented for dRWI DPWM,
respectively. For the switching losses, which is the logapanent with the most signifi-
cant difference, it is evident that the fewer commutatiohemwusing DPWM has a large
impact. Although the number of commutations is decreaset)/Bythe loss difference
does not necessarily need to be of the same magnitude. Fandes at a rotational speed
of 4000 r/min and 35 Nm of torque the difference is roughly p&cent whereas at a
rotational speed of 6000 r/min and 10 Nm of torque the difieeds roughly -20 percent.
This is further discussed in the end of this section.

As previously discussed, the clamping of the phases aremsharound the peak
of the phase voltage. With a power factor equal to one, thisciaes with the peak of
the momentarily power flowing through the IGBT or diode ofttphase. It is reason-
able to assume that a change in power factor impacts theetiffe in switching losses
between the two modulation techniques due to the impacteopttwer flow distribution
in the IGBTs and the diodes. Moving into the field weakenirgjor, the power factor
is decreased. This is a consequence of the need of couimgrem PM flux with stator
currentin order to reach higher rotational speeds. Moretigapower is fed to the elec-
trical machine to achieve this. As a result, apart from argased current magnitude, the
power flow is transitioned from passing through the IGBTshdiodes. Consequently,
the loss distribution in the inverter is affected by the pofaetor and hence the rotational
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Chapter 7. Evaluation of modulation techniques

speed of the machine.

In Fig. [Z.B and_7J6 the reverse recovery losses are preséme&PWM and
DPWM, respectively. As the number of commutations is desrdavhen DPWM is
used, so is the number of reverse recovery event, causingraade in reverse recovery
losses. As can be seen, the loss difference is significargricept. However, the low
absolute value results in small impact on the over-all Ipsse

Finally, in Fig. [Z7 and_7]I8 the conduction losses are ptesefor SPWM and
DPWM, respectively. Clearly, there is no difference in cociibn losses which is ex-
pected. As the operational points and the power factor daiffer between the two
modulation techniques, neither should the conductiorels3 his might seem contra-
dictory, since the switching pattern differs between the tptions. However, during
one switching period, the same active and zero vectors akfosboth techniques. The
duration of when the vectors are applied are also the same.ofily difference is the
order in which they are applied.
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Figure 7.8 Conduction losses using DPWM,
including both IGBTs and diodes

In Fig.[7.9 and 7,710 a detailed comparison between the twaitatidn techniques
are presented, for four operating points. In Hig.] 7.9 thetet operating points are
presented and in Fig._710 the loss data is presented inmestere SPWM is used
as reference. As can be seen, the major part of the losseistsasfsconduction losses,
followed by switching losses with the reverse recoverydssas the least significant
contributor. Clearly, a decrease in the region of -15 to -1B @btained in the majority

of the torque-speed diagram.
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In Fig. [Z.I1 and"7.12 the total inverter losses and the switclosses are pre-
sented as the percentage difference between SPWM and DPWM as

AP — Popwm — Pspwm
Pspwm
As can be seen, the electrical energy savings are substdiisurprisingly, the
DPWM modulation results in lower inverter losses. This ie thsult of the decrease
in the number of commutations which results in, primarilgcreased switching losses.
However, the decrease in number of commutations also dese¢he number of reverse
recovery events which amplifies the difference between SPANNMDPWM.
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Figure 7.11 Difference in total inverter losses between $Pakd DPWM in percent.
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As can be seen in the lower right corner in the figures, theudifice is decreased.
This is a result of both the change in power flow distributiod &ow the transition from
when a phase is clamped to returning to normal operationjserwersa, is treated. In
the simulations and the experimental testing the tramstticand from clamping-state is
done at the end of a switching period with the voltage vel€td@r Q.

To both enable and disable positive clamping, switching phase is needed. In
order words, positive clamping requires an action in terfmsatching to enter and to
leave the state. Accordingly, the influence on the energngavs decreased as the num-
ber of consecutive switching periods when a phase is claniggeduced. When the time
to complete 60 electrical degrees of rotation equals thickimig period time, the advan-
tage of DPWM is lost since the number of commutations in achig period is then
unchanged. At 6000 r/min the fundamental frequency equs. At this rotational
speed 60 electrical degrees is completeg 680 = 33333 us. With a switching fre-
guency of 10 kHz, a total of 3.33 switching periods are codeging these 60 electrical
degrees. Consequently, this phenomena is likely to affecbtitcome even though the
rotational speed and the switching frequency is of readenaittues.

Clearly, the energy savings in percentage is dependenedi@BT-module pa-
rameters, hence these results are not unanimous for all-l@&lules. However, the
same analysis was done with the IGBT-module SKM800GA1253gmted in Table
[4.2, showing very similar results. The percentage diffeesn total inverter savings for
the two IGBT-modules is less than 2 percentage units.
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7.1.2 Evaluation based on drive cycle analysis

The drive cycle used to further analyse the impact on theggreavings is the extra urban
drive cycle (EUDC) for low power vehicles. In comparison e normal EUDC cycle,
the top speed of the extra urban version is reduced from 120490 km/h. The vehicle
used in the drive cycle analysis is the Volvo C30 Electriegented and parameterized in
Sectio Z.b. Itis worth noting that the drive system is sifwalthe vehicle it is propelling
in the analysis. Although, the analysis is done to give frihsight in the differences
between the two modulation techniques from an energy dffigiperspective.

In Fig.[Z13 the speed profile and the vehicle acceleratiothiEUDC cycle is
presented and in FIg 7114 the electromagnetic torque frensithulation are presented.
As can be seen, the peak electromagnetic torque is achieviedydraking at the end of
the cycle reaching -61 Nm, regenerating approximately 25[RWing acceleration the
peak torque is 40 Nm and the peak output power is roughly 22#Wh can be seen in
Fig.[Z.I% presenting the momentary output power of the eéatimachine. The output
power and the torque might seem moderate, although it iscriffito track the speed
profile.

The total inverter losses for both SPWM and DPWM are preseint&ig. [7.16.
Summarizing the losses, the total energy loss during theeaytcle is 20.3 Wh and 17.7
Wh for SPWM and DPWM, respectively. In percentage, the desarén total energy loss
when using DPWM in comparison to SPWM is -12.9 percent. Wiglear ratio of 9:1 the
peak vehicle speed of 90 km/h corresponds to a rotationabispithe electrical machine
of 6714 r/min. The high rotational speed and low torque coads to the lower right
corner in Fig.[ZI1. If a higher gear ratio is used, the rotal speed of the machine
would be decreased whereas the energy difference woulg lik@ease, considering the
data previously presented.

To conclude, energy savings from the EUDC analysis and thlysis presented
in Sectior Z. 111 it is reasonable to assume a total decreasesirter losses in the region
of 12-17 percent, when DPWM is used instead of SPWM. The nitgjof the decrease
is due to decreased switching losses, but also the decreasdikr of reverse recovery
events influences positively, all due to the decreased nuaflm®mmutations.
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7.2 Measured phase current harmonics

As a consequence of decreasing the number of commutatfmsarmonic content of
the phase current will be affected. The frequency range tefaést is in the vicinity
of the switching frequency, covering the most significanitawng frequency sideband
harmonics. The frequency range are within the hearableifnecy range of the human
ear and is usually perceived as disturbing, as discussedbiet al. [45]. Moreover,
harmonics around twice the switching frequency are afteagewell. Although, these
do not contribute as significantly to issues with sound dquakence improving these by
lower their magnitude are of secondary importance.

In Fig.[Z.1T the most significant phase current harmonicpeesented, obtained
by measurements. The data is collected during a rotatigesdssweep from 500-6500
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r/min with peak torque corresponding to the upper profileign [£.1, with a fix switching
frequency offs = 10 kHz. As can be seen, the magnitude of the presented hazsnoni
for the DPWM case exceeds the SPWM case below base speee fielthweakening
region, the difference between SPWM and DPWMfiat4f; is considerably decreased.
Here, fg is the fundamental frequency.

Additionally, the characteristics of the data presentdeign[7.17 is clearly in line
with findings presented by Tsoumas et al.l[24], where theatitaristics of the different
harmonics are presented up to unity modulation index.

— SPWM: {41, —o—DPWM: {41,
— SPWM: {-2f, —o— DPWM: f ~2f,
— SPWM: f+2f —o—DPWM: f +2f
s 0 S 0
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Figure 7.17 Measured phase current harmonics around thehémg frequency during rotational
speed sweep from 500 to 6500 r/min with peak load torque. ‘Bke bpeed is approx-
imately 3700 r/min

Based on the data presented in Fig. V.17 it is evident thatatfa¢ional speed
affect the harmonic content. This, as well as the influenclkad torque, is studied
in Section[Z.ZJ1. As previously discussed, randomizatibthe switching frequency
is of interest to decrease the magnitude of the harmonicuuliimdately decrease the
tonality of the emitted noise, by smearing out the high festry harmonic spectra of the
force density. The influence of switching frequency randmation on the phase current
harmonic sidebands to the switching frequency is studiekictior 7.2.2.

7.2.1 Influence of rotational speed and load torque

The harmonic content is dependent on the rotational spetdahachine, as previously
discussed and presented in Fig._7.17. In Hig._]7.18[and 74 %&hmonics around
the switching frequency is presented for different loadjtes and rotational speeds,
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7.2. Measured phase current harmonics

respectively. The data is obtained from measurements. Adeaseen in Fig[7.18,
fs+ 2fg is significantly enlarged when DPWM is used, in compariso8R&WM. On the
other hand, DPWM results in lower magnitudes for the hare®hi+ 4fy. Focusing
on the harmonicds & 2fy and fs+ 41, it can be seen that for SPWM the influence of
load torque is small. For DPWM, the case of a load torque of &b fidsults in the
highest magnitudes. As can be seen, the magnitude of theoha@rsris not consistently
increasing nor decreasing as the load torque is changed.

In Fig.[Z.I9 it can be observed that the harmonic conterivigithe characteris-
tics seen in Figl_Z.17. One can see a significant decreasegnimmade forfs+ 4fy for
DPWM when the speed is increased. Moreover, the two lassaasevery similar with
respect to magnitude. Comparing the data to the measursmesented in Fid. 7.7 is
it seen that in the field weakening region the magnitude ofithst significant harmonics
are more or less constant.

e
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(W SPWM 15 Nl DPWM (1)
B SP\WM 35 Nl R
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-4 -2 fs +2 +4 Figure 7.19 Influence of rotational speed on
phase current harmonics around
the switching frequency. The
three speed cases are
accordingly: (1) 1000 r/min 55
Nm, (2) 3500 r/min 55Nm, (3)
6000 r/min 35 Nm

Figure 7.18 Influence of load torque on
phase current harmonics around
the switching frequency for a
rotational speed of 3500 r/min

7.2.2 Influence of switching frequency randomization

The randomization of the switching frequency is based on as&an distribution with

an expected value df = 10 kHz and with different levels of varian¢e), presented in
Table[7.1. In the context, the first caseat 100 Hz is by the author considered mod-
erate, whereas the last case with= 1000 Hz is considered to have a rather substantial
spread.
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Table 7.1 Level of variance for the three cases used in thestigation of randomized switching
frequency

Case [n] Variance [Hz]

1 100
2 500
3 1000

In Fig.[Z.20 and7.21 the harmonics around the switchingueeqy for different
levels of randomization are presented for both SPWM and DRVeékpectively. Gener-
ally, it can be concluded that even a moderate level of rarzition significantly affects
the tonality. Tonality is referred to as the difference begw magnitude of harmonics
and the over-all noise level. Also, the impact of increashgvariance is gradually de-
creased. As can be seen, the difference when the variantariged frono = 500 Hz to
o = 1000 Hz is significantly less than for instance the step foom 100 Hz toog = 500
Hz.

It is of importance to understand the implications when thigching frequency
is randomized. Clearly, the tonality is decreased, whide&n in decreased magnitudes
of the specified harmonics in Fig._7]20 and T.21. Howeverh#ukground noise level is
consistently increased with an increased level of randatioia. In Fig.[Z.2P the phase
current is presented, in the frequency interval of 8 to 12,kitren DPWM is used both
without randomizationd = 0) and with two level of randomizatioro(= 100 Hz and
o =500 Hz). As can be seen, the magnitude of the peaks are dedramisereas the
background noise level is increased. At a levetie 1000 Hz, the noise is comparable
with the magnitude of the harmonics themselves, hencedurdndomization is without
any gain. This case is not presented in Eig.17.22 for claeiisons.
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Figure 7.20 Measured phase current Figure 7.21 Measured phase current
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Figure 7.22 Comparison between different levels of randation using DPWM, the data is ob-
tained from measurements

Worth noting is that the same behaviour is expected in thated noise. Al-
though, tonality is not the only measure of sound charatiesiand hence not of sound
quality. Previous research proclaims that randomizatfdhe switching frequency is a
prominent method to increase the sound quality by harmameasling[[3] 6, 22, 23, 24,
25], which brings attention to the method.

To conclude, the randomization has favourable results @tothality of the phase
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current harmonics. Moreover, the harmonic spread is sotistas the variance is in-
creased towards 1000 Hz, which for the given system is thi¢\wimere further random-

ization does not contribute to any decrease of the harmofioserest. In Chaptéd 8 the
randomization of the switching frequency is evaluated fepsound quality perspective
by investigating the perceived annoyance.

7.2.3 Measured stator velocity and radiated noise harmong

When evaluating the effect on stator housing vibrationshituld be pointed out that
the global response is considered instead of single measuteoints. The reason for
this is that significant variations can occur between diffiéimeasurement points due to
the considerable modal density in the frequency range efést. At higher frequencies
different mode-shapes occur more frequently hence the hiedaity is said to be high,
i.e. a large ratio of mode-shapes over frequency range. dh sases the vibrations
are not as pure as for lower frequencies and geometricaklyjrhage can be viewed
as very irregular and not as pure as the examples presentasitipart of Chaptelrl3.
Consequently, single measurements can possibly be misguig¢nce average values
from all accelerometers are used.

In Fig.[Z.23, the measured stator surface velocity harnsarie presented. Below
base speed the difference between SPWM and DPWM is suladtahiie most promi-
nent harmonics arés & 3fg for DPWM and fs + 3fy for SPWM. Also fs+ fg is more
prominent for DPWM compared to SPWM. In Fif._7.24, the samanoaics for the
measured radiated sound pressure are presented, avekageteoeight microphones.
As can be seen, there is a correlation between surface tyedord sound pressure, which
is expected. An enlargement &f+ 3fg in the stator vibrations should also be reflected
in the radiated noise, which clearly is the case.

Also, the differences between SPWM and DPWM can be motivattdthe pre-
viously presented theory and measurements of the phasntuHowever, to fully un-
derstand the relations, factors such as radiation effigiand harmonic wavenumbers
need to be addressed.

In conclusion, the theoretical expressions for the harmoontent in the force
density are correct. Although only the harmonics that arintefrest is selected and
presented in this section, Fig._B.1 in Chagtkr 8 clearly sttmvcomplete harmonic
spectrum. Additionally, knowledge about the force densityne is not sufficient to
guantify stator vibrations or radiated noise noise in patér. However, in a comparative
study, studying the difference in force density can veryl iekufficient. Since the airgap
force density is a result of both the PM flux and the stator fbaxsed by the excitation
of the stator windings, the harmonic spectra of the phasectwill affect the harmonic
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spectra of the stator flux and hence the force density.

It is worth noting that for the measured phase current thatésented in for ex-
ample the previous section, a symmetry can be seen betwemoias above and below
the switching frequency, such as flar+ 2fy. Whereas in neither the surface velocity or
the radiated sound no symmetry is seen. Considering theaggopee of stator deforma-
tions and radiated sound as a function of the input phasemtitwne can conclude that
the system is not linear.
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Figure 7.23 Measured radial velocity harmonics around Witching frequency during rotational
speed sweep with peak load torque. The data is the averagéhevaine accelerome-
ters mounted onto the cooling jacket of the PMSM.
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Figure 7.24 Measured radiated noise harmonics around thehiwg frequency during rotational
speed sweep with peak load torque. The data is the averagtheeght microphones.

7.3 Flux density and force density harmonics

As a consequence of the inverter operation, switching feaqy sideband harmonics are
created in the phase current, as previously seen. Theseohi@srare translated into
the airgap flux density and consequently into the force dignEhe latter in accordance
with the theory presented in Chapiér 3. The phase currerfl@ndensity harmonics of
significance, around the switching frequency, is dependerihe modulation index and
hence the rotational speed of the machine [24]. For rotatispeeds round base speed,
the dominant switching frequency sideband harmonic$are fy and fs+4f, wherefs
andfy are the switching frequency and the fundamental elecfiiequency, respectively.
Due to the square operator in Maxwell Stress Tensor, foreoience presented here ones
more

1
fn ~ 2—“0(an+ Bnm)2 (7'2)

switching frequency sideband harmonics with significangnitaides in the force density
are caused by the interaction between the fundamental coempand harmonics in the
flux density.

The resulting force density harmonics from interactionsstn the fundamental
componentfy, and the harmoniés + 2fy of the airgap flux density can be expressed as

fn(t) O cos[2m( fs— fp)t] + cos[2m(fs+ 3fp)t]. (7.3)
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Consequently, one of the flux density harmonics generate fdensity harmonics with
frequencies corresponding fg— fo and fs+ 3fp. Additionally, due to the synchronic-
ity between the stator and the rotor fields, the te®qsBnm, that originates from the
evolvement of[(7]2), will also generate force density hariewith the same frequency
content. In this case, due to the interaction between theafnental component in the
PM flux density and harmonics in the flux density from the stataitation. Clearly, it
is troublesome to determine cause of effect trying to linkcsfic force density harmon-
ics with specific flux density and phase current harmonicse Rarmonic component in
the force density is composed of several contributions witferent phase angles and
magnitudes.

However, a few relations can be established. Consideriagrbst prominent
harmonics and the fundamental component of the airgap flngiyea number of force
density harmonics are obtained theoretically. The frequaontent of these are tab-
ulated in Tablé_7J2. It is worth noting that due to effectstsas interaction with PM
originated flux density, phase angle differences and magsaturation, the magnitude
of the flux density harmonics does not necessarily scaladipavith the magnitude of
the phase current harmonics.

A case study of three load cases and three stator excitatiagslone to numer-
ically study switching frequency sideband harmonics ingtagor current, flux density
and the force density. The three load cases correspond telzamieal rotational speed
of 3500 r/min, equivalent to a fundamental frequency of agpnately 292 Hz, with load
torques of 15, 35 and 55 Nm.

If the total airgap flux density is expressed by a number ofatdtux density
harmonic components, the radial force density can be egpdassing superposition, in
conjunction with[[3.2]7), as

2
1
fo ~ Z—Ilo <|Z Bnicos(2rmf; + 9.)) ) (7.4)

As previously discussed in Chaplér 6, harmonics in the istatoent contribute
to the airgap flux density. The most prominent harmonicséfiinx density, around the
switching frequency, ar&;, fs+2fy andfs+4fy. Evolving (7.4), considering these har-
monics and the fundamental component of the flux densitgetflax density harmonics
resultin a number of theoretical force density componeittsthe frequencies tabulated
in Table[7.2.
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Table 7.2 Frequency content relation between force defiifyand combinations of airgap flux
density harmonic$By ;)

fn Bn,l Bn,Z

fs+3fp fo fs+4fo
fs+3fp fo fs+2fo
fs+fo  fo fs+2fo
fs+ fo fo fs

fs— fo fo fs

fs— fo fo fs— 21y
fs—3fg fo fs— 21
fs—3fg fo fs—4fg

In Fig. [Z.2% harmonics around the switching frequency ofsgheurrent, airgap
flux density and force density are presented. The data isngatérom FEM-simulations
where the three operational points are investigated usimgsasidal current excitation,
SVM and DPWM. The FEM-simulations are performed using \g#tafrom an ideally
switched inverter, as described in Secfiod 5.3. As can be $skee most significant cur-
rent harmonics are, as expectdgd;+ 2fy and fs +4f;. The same harmonics are also
among the most significant ones in the flux density. Furtheemthe theoretical force
density harmonics that were tabulated in Tablé 7.2 can betsemincide well with the
most significant ones in Fig._7P5. The most significant déffee in the force density,
comparing the two modulation techniques, is cledghy fo, which is a partly a result of
the increase in the flux density and the phase current haosifnt 21y, in accordance
with the analytically determined relations presented inld&.2 as well as the measured
phase current harmonics presented in Se€tionl7.2.L a®i 7.2.

The flux density components contributing to the differemté&density harmon-
ics seen in Fig[_Z.25 are included in, but not limited to, tp&ans presented in Table
[7.2. Additionally, considering phase differences betwfenlinkage harmonics as well
as magnetic saturation in the material, the complexity eftdsk to analytically deter-
mine general expressions for correlations between the ituakps of phase current, flux
density and force density is extensive and beyond reasewrdfiolits. However, general
conclusions can be made about the correctness of the as$tagedncy content in both
the flux density and the force density. Moreover, one can locdecthat an increase in
magnitude of phase current harmonics is likely to increaseragnitude of the correla-
tive force density harmonics as well, which is clearly seeRig.[7.25.

In the bottom part of Fig.[7.25 one can see the harmonic comteund the
switching frequency of the airgap force density. The foreesity is obtained as pre-
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viously discussed with contributions from both radial aadgential components. If
however the tangential component was to be neglected, ripestedifference in the force
density from what is presented in Fig._7.25 would be less h@235kN/n?, which oc-
curs for harmonids — fo. However, in percentage, the largest difference is 17.6 %6hwh
occurs forfs+ 5fp. Accordingly, in this case the influence of the tangentiahponent
is small in absolute values whereas in percentage the @iféeris significant for some
harmonics.

Based on the findings it is reasonable that around the swigcthéquency har-
monics will occur in both the stator vibrations and the réslianoise at frequencies cor-
responding tofs + fo, fs+ 3fy and fs+ 5fy. However, due to the mechanical dynamics
of the machine it is not evident which ones that are going tanbee prominent than
others, even though the magnitudes are known. Althoughiitély that the frequency
component in the radiated noise correspondinfytb fy will be enlarged when DPWM
is used in comparison to SPWM.
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Figure 7.25 Harmonic content around the switching frequefie10 kHz, of phase current, airgap
flux density(Bn) and force density f) for the three investigated load cases at 3500
r/min, based on FEM-analysis

It is worth noting that due to effects such as interactiorhvidM originated flux
density, phase angle differences and magnetic saturatiemagnitude of the flux den-
sity harmonics does not necessarily scale linearly witimtagnitude of the phase current
harmonics.

7.3.1 Machine and inverter losses

To evaluate the core losses for the three load cases theopshyidiscussed Bertotti
equation is used. In Tab[eT.3 a loss matrix is presentedenthertwo PWM methods
are extended with a third case of purely sinusoidal curroitaion for comparison.
The core losses are obtained from FE analysis. In the lefitm@umn, the excitation
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of the FE-modelling is presented and the three columns taighe lists the losses in
Watt for three different load torques. The table is dividedhow hysteresis losses, eddy
current losses, copper losses and inverter losses indiNydT he data, which is obtained
at 3500 r/min, can be compared with the measured phase thaenonics presented
in Fig. [Z11, at the rotational speed of 3500 r/min. Cleatthg correlation between
FEM-calculations and measurements are very good.

As can be seen, the differences between SPWM and DPWM are. shialv-
ever, compared to a purely sinusoidal excitation, esdgdiaé eddy current losses are
increased significantly. Furthermore, [n[46] the Bertédtimula and its limitations are
investigated for different materials and frequencies. filndings indicate that the accu-
racy of the formula is questionable, with estimation erforsthe material used in this
thesis (M270-35A) reaching above 30 percent. However, evatwely, the obtained
data is considered representative. Consequently, araiselia core losses when using
DPWM can not be concluded based on the FEM-analysis onliao@ifyh, an increase is
reasonable due to the increased phase current THD.

As can be seen, the losses in the inverter is a significanbpdre total electrical
losses for all the three load cases. The lack of possibditiraw any adverse conclusions
about the core losses when SPWM is changed to DPWM, is fabtaifilom a system-
level loss perspective.
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Table 7.3 Comparison of core losses and VSI losses for diffegxcitations and load torque ob-
tained from FEM-calculations at 3500 r/min

FEM excitation Te=15Nm Te=35Nm Te=55Nm
Hysteresis Losses [W]

Current 104.3 131.0 145.8

SPWM 104.7 (+0.5%)  131.6 (+0.5%)  147.7 (+1.3 %)

DPWM 105.3(+1.0%) 132.2(+0.9%) 149.2 (+2.3%)

Eddy Current Losses [W]

Current 57.2 70.8 84.3

SPWM 100.1 (+75.0%) 114.0 (+61.0%) 126.3 (+49.7 %)

DPWM 99.1 (+73.2%) 113.5(+60.3%) 126.2(+49.6 %)
Copper Losses [W]

Current 19.5 85.7 189.2

SPWM 20.0 (+2.4 %) 85.7 (+0.0 %) 186.9 (-1.2 %)

DPWM 20.0 (+2.4 %) 85.6 (-0.1 %) 187.1 (-1.1 %)
Inverter Losses [W]

Current - - -

SPWM 103.5{ 0 %) 245.9 = 0 %) 373.8 = 0 %)

DPWM 86.1(-16.8%)  207.6(-15.6 %) 321.2 (-14.1 %)
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Chapter 8

Influence of modulation
technigues on NVH and
perceived sound quality

8.1 Acoustic measurements

Several modulation techniques with different switchirepinencies, switching frequency
randomization and load torques are tested in both statiarat transient mode. Parts of
the stationary testing results are presented in ChRpten& miain vibrational harmonics
of concern for the investigated machine, tabulated in TdHle due to electromagnetic
excitation in terms of direct radiated sound are orders 40 3 with respect to the
mechanical rotational speed which was discussed in thequgehapter. In addition to
these low circumferential vibrational orders, the frequyeecomponents at and centered
around the switching frequency may also be audible and sutgjgerceived annoyance
for passengers inside a car, which was briefly discusse& imtroduction to the previous
chapter.

As expected, only the sound or vibration components in th@neof the switch-
ing frequency were affected with respect to changes of natidul technique and switch-
ing frequency. An illustrative example is given in Fig.18.heve both SPWM with and
without random switching frequency and DPWM were sequéntised during a single
rotational speed sweep. The most affected phase curremohars, when going from
SPWM to DPWM, are indicated in the figure. These harmonicewmrroughly investi-
gated in the previous chapter.
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Figure 8.1 Phase current (above) and stator housing aatiete(below) for a combined rotational
speed sweep at 55 Nm with = 6 kHz. Segment 1: SPWM with 1 kHz bandwidth
Gaussian random switching frequency, segment 2: SPWM with Hz bandwidth
Gaussian random switching frequency, segment 3: SPWM witd fswitching fre-
guency, segment 4: DPWM®60 with fixed switching frequency

Moreover, the frequency content of both the phase currehtrenstator vibration
in Fig. [8.1 can be compared to Fi§._7.25 where the results efEM-calculations
are presented. For the phase current, the six most domiiifiasds centered around
the switching frequency (10 kHz) in the upper part of FIg.] & fs+ fo, fs+ 2fg
and fs &+ 4fy which is clearly seen as the dominant ones in Eig.]7.25. Eurtbre, the
most affected phase current harmonics when going from SPWMMPWM arefs + 21,
indicated in the upper plot in Fid._8.1. In Fig._7125, these a0 be seen increasing
when going from SPWM to DPWM.

From measurements, stator vibrations can be quantifiecedBas acoustic trans-
fer functions or acoustic measurements the acoustic resgan be determined as well.
Although, it is not evident how to evaluate the resultingust image and how to quan-
tify improvements or differences between different saos from the perspective of a
human ear and human perception in general. The questionoftteonoise is perceived
was raised. To answer this question and to fully quantifyithpact of modulations
techniques as energy saving measures on the perceivedaanueow listening test based
on acoustic recordings was design and executed on 18 pariisi. In Sectiop 8.2 the
evaluation strategy, the methodology and the interpatatf the results are presented.
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8.2 Sound quality assessments

8.2.1 Evaluation strategy

Since voltage modulation has acoustic drawbacks and swidhequency randomiza-
tion might have positive impact on the sound quality pericept directional survey was
conducted in order to explore those relations. For each matdo strategy six sound
files, each with a duration of five seconds, were created fratational speed sweeps
from 500 to 7500 r/min at peak torque from microphone #2 (sgel&8), according to
Table[8.1 and 8]2. The purpose of the test was to evaluatethresjuality of compo-
nents related to a switching frequency of 10 kHz. Theretbieesounds were modified by
a second-order recursive lIR high-pass filter with a cutregdiency of 6 kHz, in order to
suppress the influence of low vibrational orders and no@ fsurrounding equipment,
such as the DC-machine used as load.

Table 8.1 List of modulation techniques used for sound gualsessments

# Modulation

SPWM 10 kHz (reference)

SPWM 10 kHz, random switching frequenay £ 500 Hz)
SPWM 10 kHz, random switching frequenay £ 1 kHz)
DPWM 10 kHz

DPWM 10 kHz, random switching frequenay & 500 Hz)
DPWM 10 kHz, random switching frequenay & 1 kHz)

o Ok~ WDN PR

Table 8.2 Rotational speed sweep segments included in timel gpiality assessment

Speed Interval[s] Speed range [r/min]

1 0-5 500-1090

2 10-15 1680-2280
3 20-25 2870-3470
4 30-35 4070-4670
5 40-45 5260-5860
6 50-55 6440-7040

The objective was to determine whether different modutetigzhniques alter the
perceived annoyance caused by high frequency tones. Socecatsled from the PMSM
drive using different modulation techniques (number 2 ta6lable[8.11) were com-
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pared to a reference sound (number 1 in TRDIE 8.1) recordedtire PMSM drive using
SPWM with a fixed switching frequency of 10 kHz.

8.2.2 Listening tests - method

A total of 18 subjects participated, 6 women and 12 men. Alen®lunteers. The mean
age was 24 years (standard deviation 3.6 years) and allctshjad self-reported normal
hearing. The sounds were reproduced through calibratedpheaes (Head Acoustics
PEQ V amplifier and Sennheiser HD600 headphones).

The test was based on the Multi Stimulus test with Hidden Refee and Anchor
(MUSHRA) developed by the International Telecommuniaatimion [47]. The method
was developed for audio reproduction where an unprocesgedl svith full bandwidth
may be used as the reference when the quality of processethentitted signals is eval-
uated. In the MUSHRA, the full bandwidth signal is used battag&nown and a hidden
reference. This means that the subjects at any time duramewhaluation can listen to
the reference and that the reference also is hidden amomgrttening stimulus. In this
study, the SPWM 10 kHz recording served as the referencedsannhall other stimulus
were to be compared to this reference. The MUSHRA approactos appropriate for
evaluating medium or large impairments. This makes the otksiitable for evaluating
differences caused by the use of different modulation tiegtes and different levels of
switching frequency randomization.

In the MUSHRA, anchors are used to provide an indication a¥ tiee systems
under test compare to well-known distortions|[47]. Becdhsabjective was to compare
sounds from the PMSM drive with different modulation tecjugs, no conventional an-
chors existed and, therefore, were not included. As a rgbhaltnethod was modified into
a Multi Stimulus test with Hidden Reference (MUSHR)[[48] tlhe MUSHR, the subject
was asked to judge the differences in annoyance for the sotopared to the refer-
ence where 0 indicated no difference in annoyance, 100ateticnuch more annoying
and -100 indicated much less annoying. Only the stimulusttieasubject thought was
the hidden reference stimulus was given the value 0. Fotladirsstimuli, the difference
from the reference was judged on the scale ranging from -4Q0®. The listening test
was controlled by the subject through a computer interfsieeywn in Fig[8.P.

The analysis of the listening test results started with figdbut how many of
the subjects that could identify the hidden reference dtismgSPWM 10 kHz) from
the object stimuli (recordings of modulation techniques i Table VI). This gave an
indication of how similarly the stimuli were perceived. A paated Measures ANOVA
was conducted to determine if the sound emitted during usieeodlifferent modulation
techniques were perceived differently.
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Figure 8.2 User interface for listening test.

8.2.3 Listening tests - results

The number of times each stimulus was judged as being theerefe stimulus is shown
in Table[8.8. From these results it is obvious that at lowational speeds most subjects
easily identified the reference. At the highest rotatiompelesl the differences between
the stimuli (the different modulation techniques) becatn@oat indistinguishable. This
can be seen by the vast spread of what was perceived as thenadan the last and

second to last rows in Talle 8.3.

Table 8.3 Number of times each stimulus was judged as beaethrence stimulus

Speed* SPWM SPWM SPWM DPWM DPWM DPWM
500 Hz  1kHz 500Hz  1kHz
1 18 0 0 0 0 0
2 16 2 0 0 0 0
3 15 3 0 0 0 0
4* 13 2 0 1 1 0
5* 9 0 5 2 1 0
6* 3 1 3 4 1 5

* For each of these conditions one subject missed to mark
one of the stimuli as being the reference stimulus
** Rotational speed sweep segments defined in Table 8.2.

A Repeated Measures ANVOVA was made to check whether there signif-
icant (p < .05) differences in perceived annoyance between the differemutation
techniques. In order words, if the grading of the perceivetbgance varied significantly
between the subjects. The objective of the test is to determether the differences in-
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dicated by the subjects can be statistically ensured. Mgsidrest of Sphericity was

used to check whether the assumption of sphericity, oneedfittderlying assumptions
for Repeated Measures ANOVA, had been violated. Spheriefisrs to the condition

that the variance of the difference of the subjects answeraldequal. If the variance

of the difference between all combinations of the subjectser, for each of the speed
intervals, are roughly equal, the assumption of spherisitot violated.

The ANOVA results show that there were significant differesmiin annoyance
assessments between the different modulation techniquael §peed ranges, except for
the highest speed segment. This is further discussed inrticednfluence of inverter
modulation strategy on electric drive efficiency and peredisound qualitwhich is now
under review for publication ilEEE Transactions on Transportation Electrificaticas
presented in Sectidn 1.4.

The mean annoyance is represented in[Eig. 8.3. Note thaathdaglinterpolated
based on data from the six rotational speed sweep segmeetsirsTablé 8]2, for each
combination of modulation technique and randomizatiore péak torque is indicated to
give further understanding for the rotational speed aneéapmce of the field weakening
region. The figure is further discussed in the following &ett

12

— SPWMo = 0 Hz (ref
10 ---SPWMg =500 Hz ||
== SPWMo =1 kHz
——DPWMo =0 Hz
—=—DPWMo =500 Hz
——DPWMo = 1kHz
—TI/T [%0]

e erated

80~

60r

40r

Annoyance

20r

0 1000 2000 3000 4000 5000 6000 7000 8000
Speed [r/min]

Figure 8.3 Perceived annoyance from acoustic listeningftesthe different modulation tech-
niques. The data is interpolated based on the six speed masented in Table d.2.

8.2.4 Interpretation of listening tests results

From the data, a three conclusions can be drawn. Firstlypéneeived annoyance is
clearly higher for DPWM compared to SPWM for the first threeesphsegments. For the
last three speed segments, the differences are generallly sm
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Secondly, up until field weakening, randomization of thetsking frequency has
a positive influence on sound quality for the DPWM samplesnast DPWM cases for
these four speed segments, the 1 kHz randomization prolddssinnoyance than the
500 Hz variance. This is coherent with the impression froemisual inspection of Fig.
where a large number of prominent tonal components ang lseneared out when
using randomization, yielding a more broadband spectr¢éhofigh, Fig.[8.B indicates
that the step in variance from zero to 500 Hz has a larger imjpan the step from
500 to 1000 Hz. It is also clearly seen below base speed inER). Returning to the
findings in Sectiofi 7,212, where the influence of switchiregfrency randomization on
phase current harmonic spectra is studied, one can undéta reasonability in this
phenomena. Conclusively, one can argue that randomizetitre switching frequency
is beneficial in the case of DPWM. However, further incregghre level of randomiza-
tion does not necessarily improve the acoustic sensatiostauntially and as a tool it is
not unanimously improving the situation, which can be seettfe SPWM cases.

Lastly, in the field weakening region, there were no statdly significant dif-
ferences in perceived annoyance between the sound sariplisss coherent with the
impression from the visual inspection of Fig.18.5 where mgdaifferences between the
spectra can be observed. Note that the noise in that pantisagjment does not relate
to the switching process itself. The broad band noise aatgsfrom the surroundings,
possibly from equipment such as the speed reducer and tke-brachine.

Moreover, data presented in F[g.18.4 agree with the theoGhiaptef B and Fig.
[Z17 where the current harmonics with highest magnitudé@given rotational speed
are presented.

302

11
Frequency [kHz]

12

9 10 11 9 10 11
Frequency [kHz] Frequency [kHz]

Figure 8.4 Autopower noise spectrum for the six modulatemhhiques, speed segment 2.
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Figure 8.5 Autopower noise spectrum for the six modulatemhhiques, speed segment 6.

The results are to a certain degree expected based upowysguiblications -
For DPWM, randomization is positive with respect to the sbaharacter and DPWM
has a more unpleasant spectrum compared to SPWM. Inteylgstimere was almost an
opposite trend by increasing the amount of randomizatiothinSPWM samples. These
conclusions gave rise to further questionsyweich factors or metrics contribute to the
perceived annoyanceThis is essential to understand and to be able to set obgectiv
requirements for ensuring acoustic pleasantness. Pepigblications where this topic
has been explored for electric motor whining noise arée[[8954].

Thorough examinations of Pearson correlations betweablédted standard met-
rics as well as psycho-acoustic metrics and the annoyatiogsavere conducted. In ad-
dition, multiple linear regression analyses including tway interactions and quadratic
terms were performed in order to investigate to what extenbgance could be modeled
by combining the available metrics. The squared correfatmefficient from the multi-
ple regression analyses and the metrics having a cormnelediefficientr, —.5>r > .5is
tabulated in Table8l4. From the statistical exploratioims following conclusions were
drawn:

« Different variants of loudness (Zwicker-method accogdio 1SO532B, Stevens
mark Vll-method), sharpness and the overall sound pressuee(SPL) are very
highly correlated. This is rather expected due to the 6 kHZAil#E applied to the
samples.

« Among the available metrics for tonal exposure, tonasityniost suitable for quan-
tifying inverter-related tonal components. Prominend®i@R) and tone-to-noise
ratio (TNR) need to be handled with care since the number mipaments around
the switching frequency and the degree of randomizatiowityaaill impact those
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metrics.

» The level-oriented metrics (loudness, SPL and sharpies®) the largest impact
on the perceived annoyance and this confirms to some extfinttings by Bas-
sett et al. [[40] and Fingerhuth [61]. However, tonality dimt nontribute substan-
tially in explaining the variance in the data. This conclsideat there are one or
more dimensions in the nature of the sounds that cannot karedpwith estab-
lished sound quality metrics.

Table 8.4 Squared correlation coefficients from multiplgression and correlation coefficients for
the variables having the largest weights in the model

Segment R? Metrics
1 54.7 % sharpness € .70), SPL (.68)

loudness Zwicker FF (= .66), roughness (-.53)
2 77.7% SPLr = .85), sharpness (.85), tonality (.54)

loudness Zwicker FF (.84), roughness (-.68)
55.3% sharpness € .67), tonality (.53), SPL (.51)
29.8% tonality { = .53)

A W
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Chapter 9

Conclusions and future work

9.1 Conclusions

This thesis focuses on energy efficiency enhancements ileetnie vehicle, primarily of
the three phase inverter. In addition to the energy effigigmespective, also the creation
of electromagnetic forces and NVH-perspectives are censtl Alternative modulation
techniques are investigated, where the so called disaonimpulse width modulation is
proven to decrease the inverter losses, substantially.

The appearance of electromagnetic forces is investigatiedigively, with focus
on radial forces acting as attractive or repulsive forcében the rotor and the stator. Its
influence on stator deformations and consequently nois@ianations is studied where
also influence of machine design, modulation techniquespandeived annoyance of
the radiated sound are included. In summary, the main ceiatia are presented in the
following list.

 In Chapte B, the formation of electromagnetic forces isspnted. Analytical
expressions for both temporal and spatial harmonics in botap flux density
and force density is derived and verified with FE modellingeharmonic spectra
of the current and the vibrations are verified with experitaktesting.

« In Chaptelh, FE modelling is covered. A method to perfortitage excited FEM-
simulations are presented, instead of FEM-simulationggtiee phase current is
predefined and hence driving the simulation. The methodssdan a series of
simulation steps where initially a sinusoidal phase curiseaxciting the machine.
In the fourth and final step, an ideal voltage source invedigerated with PWM
is used to drive a voltage excited simulations. The phasestiis a consequence
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of the machine and the voltage created by the PWM-pattetherdahan an on
beforehand defined quantity.

In Chaptef B, the harmonic content of both the airgap fluxsitgrand force den-
sity is further investigated. The influence of stator slatgtee harmonic spectra is
investigated and its influence on the harmonic spectra intdigal. Additionally,
it is concluded that minor design changes to the stator glehimg width can de-
crease the force component causing issues with vibratadalr 40 (40 times the
rotational speed, caused by excitation of the fifth mode shaphe slot opening
width is changed in discrete steps from 1.6 mm to 3.2 mm antbadecrease in
roughly -35 percent is seen in F{g._61.14 in Chapier 6, compatie largest stator
slot opening width with the smallest.

Itis proven that when using discontinuous PWM (DPWM) imstef synchronous
PWM (SPWM), the inverter losses can be decreased with uprtpeicent. While
complementing the modulation with randomization of thetshing frequency the
increase in perceived annoyance, due to increased radiated for DPWM, is
moderate. At rotational speeds above base speed, no difkeie perceived an-
noyance between DPWM and SPWM could be statistically exasuhen random-
ization is used. The decrease in inverter losses is basedmoarnital simulations,
as presented in Chapfdr 7. Two types of IGBT modules, bothldeifor automo-
tive applications, where used and the difference in lossedese between the two
models was less than 2 percentage points.

Switching frequency randomization s in literature conmygeferred to as a prime
method to decrease radiated noise and its perceived anteogd®WM harmon-
ics. The decrease of harmonic tonality by harmonic smedsimpmmonly pre-
sented as the main possibility of noise improvements. Irp@hi@ it is determined
that switching frequency randomization does not unanidydogprove the situa-
tion with acoustic pleasantness, which is contradictorgrivious research. It is
statistically determined that no improvements in the peeckannoyance can be
established for SPWM above base speed. Below base speatbteisnined that
randomization when using SPWM deteriorates the percemesigion, which also
is a contradiction to previously presented research. Hewsignificant improve-
ments are seen when using randomization on DPWM, espebe&lthyy base speed.
A final observation is that, at a randomization level with aiarace ofo = 1000
Hz the noise is comparable with the magnitude of the harnsgh&Emselves, hence
further randomization is without any gain.
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9.2 Future work

An interesting continuation would be to further investgéte relations between elec-
tromagnetic forces and radiated sound through multi-play$tE modelling. Out of a
number of interesting aspects, it is of particular intetestvaluate the accuracy in such
simulations in terms of vibrations and radiated noise, alt agestudy implications of
simplifications made to the mechanical design. For instastoectural components that
are notinfluencing the electromagnetic behaviour of themmamight have a significant
impact on the structural analysis, such as cooling jacketintings and directly attached
transmission, speed reducer, etc.

It would also be of interest to study alternative rotor daesig-or instance, itis a
possiblity that minor geometric modifications to the rotorface can be used to shape
the airgap MMF wave by the change in permeance. If so, it wbalthteresting to inves-
tigate whether minor geometric changes could be beneficial ftn NVH perspective,
without deterioration of the dynamic performance of the hiae. For instance, the air-
gap permeance could be changed by introducing grooves anebthstep away from a
perfectly cylindrical outer profile.

A continuation on the study on how the stator teeth dimensgaffects particu-
lary troublesome noise and vibrations harmonics would biatefest. With a focus on
low vibrational orders, thus not on PWM harmonics. The ainuldde to, through mi-
nor changes to the tips of the stator teeth, decrease thedertsity harmonics of interest
without degrading the over-all performance of the machige to resource limitations,
such as time and financial limitations, experimental tegsthdifferent designs would
be beyond reasonable efforts and hence not possible. Howette a FE model that is
verified for one design with the use of experimental testiatpdwhere deviations are
quantified, the scientific value of a numerical investigat®assumed to be high and the
results trustworthy.

Moreover, it would be of interest to study sensorless opmratvhere the rotor
position sensor is removed and both rotor position andiootat speed is to be estimated
instead, although it is outside the scope of this thesiss@&sss operation is a highly
researched area and the objectives of an investigationdnmeilto relate possibilities
and challenges with sensorless operation to the ISO st@dn8&26262. In relation to
the given ISO standard, which is a guideline of how electreind software are to be
developed in order to suppress possibilities of design$aal number of automotive
safety integrity levels (ASIL) classifications arise. Bé&# occurrence rate, severeness
of potential consequences etc. each functionality is nthvkith a ASIL classification
that are to be met in order to completely fulfill the 1SO262&hsdard. For instance,
the electromagnetic torque that is produced by the machinéhigh importance to be
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estimated correctly due to safety reasons. Without sufffigieaccurate rotor position
estimation, the torque estimation is to some extent ernasedich is believed to be one
significant challenge of sensorless operation in autora@pplications. In addition to
functionality aspects, also computational load is of int@oce. The experimental testing
equipment, presented in Chapiér 4, could very well be useskperimentally verify
functionality and theoretical findings.

114



References

References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

C. W. Jacek F . Gieras and J. C. Laipise of Polyphase Electric Motars CRC
Press, 2005.

Y. Xu, Q. Yuan, J. Zou, and Y. Li, “Analysis of triangulaepodic carrier frequency
modulation on reducing electromagnetic noise of permamagnet synchronous
motor,” IEEE Transactions on Magneticsol. 48, no. 11, pp. 4424-4427, Nov
2012.

J.-Y. Chai, Y.-H. Ho, Y.-C. Chang, and C.-M. Liaw, “On agstic-noise-reduction
control using random switching technique for switch-modetifiers in pmsm

drive,” IEEE Transactions on Industrial Electronicgol. 55, no. 3, pp. 1295-1309,
March 2008.

D. Torregrossa, D. Paire, F. Peyraut, B. Fahimi, and Aradii, “Active mitigation
of electromagnetic vibration radiated by pmsm in fractiemarsepower drives by
optimal choice of the carrier frequenclZEE Transactions on Industrial Electron-
ics, vol. 59, no. 3, pp. 1346-1354, March 2012.

C. Ma and S. Zuo, “Black-box method of identification aridghosis of abnormal
noise sources of permanent magnet synchronous machinegefiric vehicles,”
IEEE Transactions on Industrial Electronicgol. 61, no. 10, pp. 5538-5549, Oct
2014.

M. Sarrazin, J. Anthonis, H. Van der Auweraer, C. Mardisd J. Gyselinck, “Signa-
ture analysis of switched reluctance and permanent matgwtie vehicle drives,”
in International Conference on Electrical Machines (ICEept 2014, pp. 1831—
1837.

Y.-S. Lai, Y.-T. Chang, and B.-Y. Chen, “Novel randomitehing pwm technique
with constant sampling frequency and constant inductoragescurrent for digi-
tally controlled converter,IEEE Transactions on Industrial Electronicgol. 60,
no. 8, pp. 3126-3135, Aug 2013.

Y.-S. Lai and B.-Y. Chen, “New random pwm technique fou#i-bridge dc/dc con-
verter with harmonics intensity reduction and considesfiigiency,”|EEE Trans-
actions on Power Electroni¢csol. 28, no. 11, pp. 5013-5023, Nov 2013.

[9] J. Prieto, M. Jones, F. Barrero, E. Levi, and S. Toral, i@arative analysis of dis-

continuous and continuous pwm techniques in vsi-fed fivesphinduction motor,”
IEEE Transactions on Industrial Electronicgol. 58, no. 12, pp. 5324-5335, Dec
2011.

115



References

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

R. Kirlin, M. Bech, and A. Trzynadlowski, “Analysis ofqwer and power spectral
density in pwm inverters with randomized switching freqaf¢hlEEE Transactions
on Industrial Electronicsvol. 49, no. 2, pp. 486—-499, Apr 2002.

N. Boudjerda, A. Boudouda, M. Melit, B. Nekhoul, K. El lémlichi Drissi, and
K. Kerroum, “Optimized dual randomized pwm technique fafueing conducted
emi in dc-ac converters,” iEMC Europe Sept 2011, pp. 701-706.

A. Walker, M. Galea, C. Gerada, A. Mebarki, and D. Gerdédopology selection
consideration of electrical machines for traction appiarss: towards the freedom-
car 2020 targets,” iTenth International Conference on Ecological Vehicles and
Renewable Energies (EVER)Jarch 2015, pp. 1-10.

G. Pellegrino, A. Vagati, P. Guglielmi, and B. Boazz®gftformance comparison
between surface-mounted and interior pm motor drives mtat vehicle applica-
tion,” IEEE Transactions on Industrial Electroniosl. 59, no. 2, pp. 803-811, Feb
2012.

L. Harnefors, Control of Variable-Speed Drives Department of electronics,
Malardalen University, Vasteras, Sweden: Applied sigmacpssing and control,
2002.

J. Hendershot and T. Milleesign of Brushless Permanent-Magnet Machines
Magna Physics Publishing And Oxford University Press, 1994

M. Cao and N. Hoshi, “Electrical loss minimization &gy for interior permanent
magnet synchronous motor drives,"IBEE Vehicle Power and Propulsion Confer-
ence (VPPC)Sept 2010, pp. 1-6.

C. Cavallaro, A. Di Tommaso, R. Miceli, A. Raciti, G. Gatzo, and M. Trapanese,
“Efficiency enhancement of permanent-magnet synchronatemarives by on-
line loss minimization approachesEEE Transactions on Industrial Electronics
vol. 52, no. 4, pp. 1153-1160, Aug 2005.

O. Josefsson, T. Thiringer, S. Lundmark, and H. Zeld¥aaluation and com-
parison of a two-level and a multilevel inverter for an evngsa modulized bat-
tery topology,” in38th Annual Conference on IEEE Industrial Electronics 8tci
(IECON), Oct 2012, pp. 2949-2956.

0. Josefsson, “Investigation of a multilevel inverfer electric vehicle applica-
tions,” Ph.D. dissertation, Technical university of Chahsy 2015.

116



References

[20] S. Brueske, R. Kuehne, and F. W. Fuchs, “Comparison mélamies for the main
inverter of an electric vehicle,” iRroceedings of International Exhibition and Con-
ference for Power Electronics, Intelligent Motion, RenbleaEnergy and Energy
Management PCIVMMay 2014, pp. 1-8.

[21] Y. Wu, M. Shafi, A. Knight, and R. McMahon, “Comparisontbk effects of con-
tinuous and discontinuous pwm schemes on power lossestafyjessourced invert-
ers for induction motor drivesJEEE Transactions on Power Electronjosol. 26,
no. 1, pp. 182-191, Jan 2011.

[22] T. Habetler and D. Divan, “Acoustic noise reductioninusoidal pwm drives using
a randomly modulated carrier,” 20th Annual IEEE Power Electronics Specialists
Conference (PESCJun 1989, pp. 665-671 vol.2.

[23] K. Cho, S. Yang, H. Kim, and J. Kim, “Improving sound qifxalof reciprocat-
ing compressor using random pwm,”lighth International Conference on Power
Electronics and Variable Speed Drives. (IEE Conf. Publ. #i¢b), 2000, pp. 431—
436.

[24] 1. Tsoumas and H. Tischmacher, “Influence of the inw&teodulation technique
on the audible noise of electric motor$2EE Transactions on Industry Applica-
tions vol. 50, no. 1, pp. 269-278, Jan 2014.

[25] S. Capitaneanu, B. d. Fornel, M. Fadel, and F. Jadottf@racoustic noise radiated
by pwm ac motor drives AUTOMATIKA vol. 44, no. 3-4, pp. 137-145, 2003.

[26] V. Lanfranchi, G. Friedrich, J. Le Besnerais, and M. Beet, “Spread spectrum
strategies study for induction motor vibratory and acaulstihevior,” in32nd An-
nual Conference on IEEE Industrial Electronics (IECQNv 2006, pp. 1423—
1428.

[27] A. Beig, S. Kanukollu, K. AlHosani, and A. Dekka, “Spaegector based synchro-
nized three-level discontinuous pwm for medium voltagehhpgwer vsi,”IEEE
Transactions on Industrial Electronicgol. PP, no. 99, pp. 1-1, 2013.

[28] M. E. Hadj, “Dsp based random discontinuous space veuton for variable speed
electrical drives,” inl5th European Conference on Power Electronics and Applica-
tions (EPE) 2013, pp. 1-10.

[29] T. Gillespie,Fundamentals Of Vehicle Dynamics, 1st edSociety of Automotive
Engineers, Inc., 1992.

117



References

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

K. C. Maliti, Modelling and Analysis of magnetic noise in squirrel-caggtiction
motors KTH Hogskoletryckeriet, 2000.

B. Sutthiphornsombat, A. Khoobroo, and B. Fahimi, “igétion of acoustic noise
and vibration in permanent magnet synchronous machines dsing field recon-
struction method,1IEEE Vehicle Power and Propulsion Conference (VPR).
1-5, Sept 2010.

S. Zuo, F. Lin, and X. Wu, “Noise analysis, calculatiomdareduction of exter-
nal rotor permanent magnet synchronous motl&g2E Transactions on Industrial
Electronics vol. PP, no. 99, pp. 1-1, 2015.

L. Chang, A. Eastham, and G. Dawson, “Permanent magmethsonous motor:
finite element torque calculations,”@onference Record of the 1989 IEEE Industry
Applications Society Annual Meetin@ct 1989, pp. 69—73 vol.1.

W. Zhu, B. Fahimi, and S. Pekarek, “Optimal excitatidrpermanent magnet syn-
chronous machines via direct computation of electromagf@tce components,”
in IEEE International Conference on Electric Machines andeg May 2005, pp.
918-925.

M. Islam, R. Islam, and T. Sebastian, “Noise and vilmattharacteristics of perma-
nent magnet synchronous motors using electromagnetidaradigal analyses,” in
Energy Conversion Congress and Exposition (EC&ept 2011, pp. 3399-3405.

H. Yang and Y. Chen, “Influence of radial force harmonigth low mode number
on electromagnetic vibration of pmsnEEE Transactions on Energy Conversjon
vol. 29, no. 1, pp. 38-45, March 2014.

D. Zarko, D. Ban, and T. Lipo, “Analytical calculatiori magnetic field distribution
in the slotted air gap of a surface permanent-magnet mobog eemplex relative
air-gap permeance/EEE Transactions on Magneticsol. 42, no. 7, pp. 1828—
1837, July 2006.

H. Yang and Y. Chen, “Influence of radial force harmonigth low mode number
on electromagnetic vibration of pmsnEEE Transactions on Energy Conversjon
vol. 29, no. 1, pp. 38-45, March 2014.

U. KrishnamurthyMitigation of Vibration in a Permanent Magnet Synchronous
Machine Using Field ReconstructionThe University of Texas at Arlington, 2008.

118



References

[40] J. Wang, Z. Xia, D. Howe, and S. Long, “Vibration chaextitics of modular per-
manent magnet brushless ac machines4ist Industry Applications Conference
(IAS), vol. 3, Oct 2006, pp. 1501-1506.

[41] J.-B. Dupont and P. Bouvet, “Multiphysics modellinggimulate the noise of an
automotive electric motor3SAE InternationglJune 2012.

[42] T. Rylander, A. Bondeson, and P. IngelstroBpmputational Electromagnetics
Springer, 2013.

[43] “Maxwell online help. release 14.5 - sas ip, inc.”

[44] N. Mohan, T. Undeland, and W. RobirBower electronics : converters, applica-
tions and design John Wiley and sons inc., 2003.

[45] J.-Y. Chali, Y.-H. Ho, Y.-C. Chang, and C.-M. Liaw, “Ona@usstic-noise-reduction
control using random switching technique for switch-modetifiers in pmsm
drive,” IEEE Transactions on Industrial Electroniogol. 55, no. 3, pp. 1295-1309,
March 2008.

[46] D. Eggers, S. Steentjes, and K. Hameyer, “Advancedioss estimation for non-
linear material behaviorJEEE Transactions on Magneticsol. 48, no. 11, pp.
3021-3024, Nov 2012.

[47] Method for the subjective assessment of intermediatetgualiel of coding sys-
tems ITU-R BS Recommendation 1534-1, 2003.

[48] M. Lofdahl, A. Nykanen, and R. Johnsson, “Prominenceiéierent directions of
hub forces and moments in structure-borne tire noSAE Int. J. Passeng. Cars -
Mech. Syst.vol. 8, no. 1, pp. 346-353, 2015.

[49] T. Bassett, S. Tate, and M. Maunder, “Study of high fremey noise from electric
machines in hybrid and electric vehicles,"Rnoc. of InterNoise2014.

[50] D. Lennstrom, T. Lindbom, and Nykanen., “Prominencéoofes in electric vehicle
interior noise,” inProc. of InterNoise 201,32013.

[51] S. Fingerhuth, “Tonalness and consonance of techamaids,” Ph.D. dissertation,
Rhine-Westphalia Institute of Technology Aachen, 2009.

119



	Abstract
	Acknowledgements
	Contents
	Introduction
	Problem background
	Purpose of the thesis and contributions
	Thesis outline
	Publications

	Electric drive system
	Salient-pole PMSM modelling
	Equivalent circuit model
	PMSM control
	Maximum torque per ampere with variable inductances

	Three-phase voltage source inverter
	Pulse width modulation techniques
	SPWM with third harmonic injection
	Discontinuous PWM
	Random PWM

	Loss calculations
	Core loss calculations
	Inverter losses

	Longitudinal vehicle dynamics modelling

	Electromagnetic forces in relation to NVH for a PMSM
	Modal analysis
	Airgap flux density
	Appearance of flux density
	Effects of stator slots

	Electromagnetic forces
	Radial and tangential components
	Stator dynamic response and radiated sound power

	Experimental setup
	Testing equipment
	Inverter and electrical machine
	Noise measurements
	Instrumentation

	Test procedures

	Finite element modelling
	2D ANSYS Maxwell model
	Machine parameter identification
	Harmonics in induced voltage

	Sensitivity of Maxwell 2D-model
	Sensitivity analysis of mesh size
	Sensitivity analysis of time step size

	Voltage excited FE modelling in ANSYS Maxwell
	Derivation of induced voltage
	Stator winding resistance handling
	Initial phase current
	Proposed simulation sequence in ANSYS Maxwell

	ANSYS multi-physics simulations
	Simulation setup


	Theoretical analysis of electromagnetic flux and force density
	Influence of stator slots
	Closed stator
	Variation of stator slot opening width

	Inverter switching influence on force density harmonics

	Evaluation of modulation techniques
	Inverter energy efficiency
	Loss decomposition
	Evaluation based on drive cycle analysis

	Measured phase current harmonics
	Influence of rotational speed and load torque
	Influence of switching frequency randomization
	Measured stator velocity and radiated noise harmonics

	Flux density and force density harmonics
	Machine and inverter losses


	Influence of modulation techniques on NVH and perceived sound quality
	Acoustic measurements
	Sound quality assessments
	Evaluation strategy
	Listening tests - method
	Listening tests - results
	Interpretation of listening tests results


	Conclusions and future work
	Conclusions
	Future work

	References



