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Abstract

The purpose of this thesis is to develop dynamic models ofiviimbines for power
system stability studies. More specifically, the wind tadbmodels are mainly intended for
voltage and frequency stability studies.

In developing the wind turbine models, each part of the wimdbines are examined
to define relevant behaviors that significantly influence gbherer system response. Cor-
respondingly, mathematical models of these parts are thesepted with various possible
levels of detail. Simplified models for each part of the windbines are evaluated against
more detailed models to provide a clear understanding omhoglel simplifications may in-
fluence result validity and simulation efficiency. In ordeobtain confident results, the wind
turbine models are then validated against field measuretia¢at Two different cases of val-
idation are then presented. Based on the measurement data different wind turbines,
most typical behaviors of the wind turbines are discussetllly, both conformity and non-
similarity between simulation results of the wind turbinedels and the field measurement
data are elaborated.

Two different methods of predicting stator transient corraf a wind turbine generator
following a fault are presented. The first method implemantwodified fifth-order model of
an induction generator which is developed to be compatiltte tive fundamental frequency
network model. The second method utilizes an analyticahowetn combination with the
third-order model of an induction generator. A solution fbe implementation of wind
turbine models that require a simulation time step smatian the standard simulation time
step is also proposed in the thesis.

In order to comprehend behaviors of wind turbines subjedifferent power system
stability phenomena, a number of simulations are perfornméte power system simulation
tool PSS/E with the standard simulation time step of 10 mschEsability phenomenon
are simulated using different wind turbine models. The $ation results are evaluated to
determine the most appropriate wind turbine model for eactiqular power system stability
study. It is concluded that a fixed-speed wind turbine modekisting of the third-order
model of an induction generator and the two-mass model oiva thain is a compromised
solution to provide a single wind turbine model for diffetéypes of power system stability
studies.

The thesis also presents aggregated models of a wind farmfixgd-speed wind tur-
bines. The result of the simulations are validated agaiekt fneasurement data.

Keywords: wind turbine, modelling, validation, fixed-speed, vateabpeed, power sys-
tem stability, voltage stability, frequency stability,gxggated model.
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Chapter 1

Introduction

1.1 Background and motivations

By mid-2006, the amount of worldwide installed wind poweacked 63 GW [1], and an-
other almost 70 GW of new wind power units is expected to bliesl by 2009 [2].

Traditionally, wind power generation has been treated astalwited small generation
or negative load. Wind turbines were allowed to be discotatewhen a fault is encoun-
tered in the power system. Such a perspective, for instaloes not require wind turbines
to participate in frequency control and the disconnectibwiad turbines is considered as
insignificant for loss of production issues.

However, recently the penetration of wind power is congilibr high particularly in
some countries such as Denmark (18.5%), Spain (7.8%) anthddgr(4.3%) [3]. These
figures are equivalent to annual production of wind power tive total electricity demand.
Consequently, the maximum penetration during some peakshman be 4-5 times these
figures [4].

As the penetration of wind power into the grid increasesiSantly, which means that
the presence of wind power becomes substantial in the poységrm, all pertinent factors
which may influence the quality and the security of the powsstesn operation must be
considered. Therefore, the traditional concept is no lomgkevant. Thus, wind power
generation is required to provide a certain reliability wpply and a certain level of stability.

Motivated by the issues above, many grid operators haveedttw introduce new grid
codes which treat wind power generation in a special mamneesponse to these new grid
codes, wind turbine manufacturers now add more featurdeetoproducts in order to cope
with the requirements, for instance fault ride-throughatality and other features, which
enable the wind turbines to contribute to the power systeenaifpn more actively.

Meanwhile, as wind power generation is a relatively new medbgy in power system
studies, unlike other conventional power plant techn@sgno standardized model is avail-
able today. Many studies on various wind turbine techne@egiave been presented in liter-
ature, however most of the studies are more focused on eltafchine study. Only few
studies discuss the effect and applicability in power systéudies. In many cases, it was
found that the model provided is oversimplified or the otheyvaround, far too detailed
with respect to power system stability studies.

Hence, the main idea of this thesis is to provide wind turlmmalels which are appro-
priate for power system stability studies. Consequentijpes factors that are essential for
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stability studies are elaborated in detail. Such factoesnaainly related to simulation ef-
ficiency and result accuracy. Concerning the first factor,cal@h construction for specific
standardized simulation tool is needed. While for the I&tetor, validation of the models is
required.

Development of aggregated models of wind farms is also awitapt issue as the size of
wind farms and number of turbines in wind farms increasesisTiepresenting wind farms
as individual turbines increases complexity and leadsito@tonsuming simulation, which
is not beneficial for stability studies of large power sysserdence, this issue is addressed
in the thesis.

Wind turbine technologies can be classified mainly intodtdiéferent concepts: a fixed-
speed wind turbine, a variable speed wind turbine with aigdgvower converter or a wind
turbine with a doubly fed induction generator (DFIG) and aafsle speed wind turbine with
a full power converter. The fixed-speed wind turbine concesets either a squirrel cage in-
duction generator or a slip ring induction generator. Inecafsthe wind turbine with a full
power converter, different generator types can be emplsyet as an induction generator
and a synchronous generator either with permanent magnatsexternal electrical excita-
tion. However, at the moment, the majority of installed wintbines are of the fixed-speed
wind turbines with squirrel cage induction generators vimas the "Danish concept.” While
from market perspective, the dominating technology at tieenent are wind turbines with
DFIG. The thesis, however, focuses on the fixed-speed withihtel technology.

1.2 Related research

Models of wind turbines have been reported in several papaistheses. A great detail
discussion on wind turbine models can be found in [5, 6]. H@ueproblems that arises in
implementing the model into commercial power system situetools, such as problems
with the simulation time step and compatibility constrajrare not addressed thoroughly.
Some key points concerning this issue, such as the inabiiitige tool to spot phenomena
such as the presence of dc-offset and unbalanced eventedémmentioned briefly in [5] yet
no detailed explanations and measures are provided. Forbhe, validation of the model
against field measurements, especially during grid faultitmns, is still rarely found in the
literature.

Regarding aggregated model of wind turbines, differenteggtion methods have been
proposed in [7, 8] and [9]. However, validation of these nisdédth measurement data is
not available in papers.

A discussion concerning fault ride-through capability &specific type of wind turbine
technologies can be found in several papers, such as fordadp@ed wind turbine in [10, 11]
and for a wind turbine with DFIG in [5, 12, 13, 14].

1.3 Contribution

Several contributions of this thesis can be mentioned é®isl

e Requirements for wind turbine models for different typestability studies are char-
acterized.



e Implementation of wind turbine models into a common powestay stability simu-
lation tool with adequate accuracy and considering a nurabeonstraints, such as
minimum simulation time step and compatibility of the madahd the tool interface,
is addressed.

e Wind turbine models as well as aggregated models of windrtagoare validated.

e The response of the models and potential impact to the pogeera during frequency
deviation is presented.

1.4 Thesis outline

The contents of the thesis are organized into 8 chaptersfirBhehapter presents the back-
ground and motivation of the study.

Chapter 2 introduces a definition and classification of paystem stability studies and
its relevances for wind power generation. Later, the powstesn stability simulation tool
PSS/E, which is used in this study, is described. The chaaseribes the numerical inte-
gration methods used in the tool and the influence of the ndstba simulation time. The
knowledge from this discussion is required to find out the tnappropriate wind turbine
model.

Chapter 3 discusses modelling of a fixed-speed wind turkdnterent levels of detalil
for wind turbine models are presented. The appropriatesfebe models is then examined
from the perspective two factors, i.e. simulation effickemad result validity. The models
described in Chapter 3 are then validated against field measunt data, which are presented
in Chapter 4

A number of power system stability phenomena are simulateédhiapter 5. Based on
simulation results, the most appropriate model for a paldicstudy is then proposed.

An aggregated model of a wind farm consisting of fixed-speediwrbines is presented
in Chapter 6. The study emphasizes dynamic responses ofnldegavm during a fault. The
model is then validated against field measurement data.

The fault ride-through scheme of different wind turbinehteslogies are reviewed in
Chapter 7 along with a discussion of the impact of these sekamn the system during a
fault.

A summary of all findings in the thesis along with proposals fidure research are
presented in Chapter 8.

1.5 Publications

Major parts of the results presented in this thesis have pablished in the following pub-
lications.

1. O. Carlson, A. Perdana, N.R. Ullah, M. Martins and E. Agieh) “Power system
voltage stability related to wind power generation,Aroc. of European Wind Energy
Conference and Exhibition (EWE@thens, Greece, Feb. 27 - Mar 2, 2006.

This paper presents an overview of voltage stability phestann power system in
relation to wind power generation. Suitable models of wirdver generation for

3



long- and short-term power system stability studies ar@@sed. Important aspects,
such as fault ride-through and reactive power productigabgity are also taken into
account.

. T. Lund, J. Eek, S. Uski and A. Perdana, “Fault simulatibrmvimd turbines using
commercial simulation tools,” ifProc. of Fifth International Workshop on Large-
Scale Integration of Wind Power and Transmission Netwark®ffshore Wind Farms
Glasgow, UK, 2005.

This paper compares the commercial simulation tools: PSJAdwerFactory, Sim-
pow and PSS/E for analyzing fault sequences defined in thesBgnd code require-
ments for wind turbines connected to a voltage level belok\N) Both symmetrical
and unsymmetrical faults are analyzed. The deviations la@dgasons for the devia-
tions between the tools are stated. The simulation modelsrglemented using the
built-in library components of the simulation tools withoextion of the mechanical
drive-train model, which must be user-modelled in Powetdigcand PSS/E.

. M. Matrtins, A. Perdana, P. Ledesma, E. Agneholm, O. Carl8dalidation of fixed
speed wind turbine dynamics with measured daRehewable Energyaccepted for
publication.

This paper compares a recorded case obtained from a fixed spal regulated 180
kW wind turbine during a grid disturbance against simulatiesults. The paper also
includes a study of the performance of two induction gemeratodels, neglecting

and including the electromagnetic transients in the statspectively. This paper also
discusses the convenience of representing the elastidicgund the effect of me-

chanical damping.

. A. Perdana, S. Uski, O. Carlson and B. Lemstrom, “Valaabf aggregate model
of wind farm with fixed-speed wind turbines against measwemhin Proc. Nordic
Wind Power Conference 200Espoo, Finland, 2006.

Models of single and aggregated wind turbines are pres@mtbds paper. The impor-
tance of induction generator and mechanical drive trainetsodf wind turbines are
examined. The models are validated against field measutetatanfrom Olos wind
park.

. J.O.G. Tande, I. Norheim, O. Carlson, A. Perdana, J.IRi&rMorren, A. Estanqueiro,
J. Lameira, P. Sgrensen, M. O’Malley, A. Mullane, O. Anayad, B.Lemstrom, S.
Uski, E. Muljadi, “Benchmark test of dynamic wind generatimodels for power
system stability studies,” submitted#8EE Trans. Power System

This paper presents a systematic approach on model bencheséing for dynamic
wind generation models for power system stability studireduding example bench-
mark test results comparing model performance with measemés of wind turbine
response to voltage dips. The tests are performed for boxed-fipeed wind turbine
with squirrel cage induction generator and variable-speed turbine with doubly
feed induction generator. The test data include threeephesasurements of instanta-
neous voltage and currents at the wind turbine terminalshdwa voltage dip. The
benchmark test procedure includes transforming these urerasnts to RMS fun-
damental positive sequence values of voltage, active pawerreactive power for
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comparison with simulation results. Results give a cledrcation of accuracy and
usability of the models tested, and pin-point need both fodeh development and
testing.

. A. Perdana, O. Carlson, J. Person, “Dynamic response afc twrbine with DFIG
during disturbances,” ifProc. of IEEE Nordic Workshop on Power and Industrial
Electronics (NORpie) 20Q4rondheim, Norway, June 14-16, 2004.

A model of a wind turbine with DFIG connected to the power systhas been de-
veloped in this paper in order to investigate dynamic respsrof the turbine during
a grid disturbance. This model includes aerodynamics, thehamical drive train, the
induction generator as well as the control parts. The respoi the system during
grid disturbances is studied. An inclusion of saturatideas in the generator during
faults is included as well






Chapter 2

Modelling Aspects of Wind Turbines for
Stability Studies

2.1 Power system stability

2.1.1 Definition and classification of power system stabilyt

The term of power system stability used here refers to thaitiefi and classifications given
in [15]. The definition of power stability is given as the atyilof an electric power system,
for a given initial operating condition, to regain a stateperating equilibrium after being
subjected to a physical disturbance, with most system bigsebounded so that practically
the entire system remains intact.

Power system stability can be divided into several categas follows:

Rotor angle stability This stability refers to the ability of synchronous macisiné an in-
terconnected power system to remain in synchronism afteglseibjected to a distur-
bance. The time frame of interest is between 3 to 5 secondsaanbe extended to 10
to 20 seconds for a very large power system with dominant-artea swings.

Short- and long-term frequency stability This term refers to ability of a power system to
maintain steady frequency following a severe system ugsetiting in a significant
imbalance between generation and load. The time frame efast for a frequency
stability study varies from tens of seconds to several neiswut

Short- and long-term large disturbance voltage stability This term refers to the ability of
a power system to maintain steady voltages following laigaitbances such as sys-
tem faults, loss of generation, or circuit contingenciele period of interest for this
kind of study varies from a few seconds to tens of minutes.

Short- and long-term small disturbance voltage stability This stability refers to system’s
ability to maintain steady voltages when subjected to spetflurbations such as in-
cremental changes in system load. For a large disturbantzgecstability study, the
time frame of the study may extend from a few seconds to skeemaany minutes.
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2.1.2 Wind power generation and power system stability

When dealing with power system stability and wind power gaten, two questions may be
raised: "How does wind power generation contribute to paystem stability?” and "Which
models of wind turbines are appropriate for power systemilgiastudies?” This thesis is
aimed at responding to the latter question. However, inrdadmotivate importance aspects
of wind turbine models in a power system stability study, sorases of system stability
problems related to wind power generation are presentddditiesis.

A number of power system stability phenomena may be encoeahia relation to the
presence of large-scale wind power generation. The caniwib of large-scale wind power
generation to large system inter-area oscillation has pezsented in [16]. The influence of
wind power generation on short- and long-term stability besn addressed in [17]. Many
investigations into short-term voltage stability issuaséialso been discussed in literature
such as in [5, 18]. An investigation into the impact of in@ieg wind penetration on fre-
guency stability can be found in [19].

2.2 Simulation tool PSS/E

PSS/E (Power System Simulator for Engineering) is a fundaahérequency-type simula-
tion tool, which is commonly used by power system utility quamies for stability studies.

The tool provides an extensive library of power system camepts, which includes gen-
erator, exciter, governor, stabilizer, load and protectimodels. Many of these have been
validated [20]. Additionally, users are allowed to develger defined models.

As the penetration of wind power generation in the poweresyss reaching the point
where it can not be neglected any longer, there is a need fondnaeliable wind turbine
models in power system stability simulation tools such aS/ESESB National Grid (ES-
BNG), the Irish Transmission System Operator (TSO), fotanse states clearly in its grid
codes that companies having wind turbines connected toritieyist deliver the wind tur-
bine models in PSS/E. Moreover, the TSO requires that theeirtmal able to run with an
integration time step not less than 5 ms [21]. Although itasmentioned in the grid codes,
Svenska Kraftnat of Sweden similarly covers this issue.

Problems with initialization procedures and a too smakgnation time step required
by the model, which result in considerably long simulationg, are among typical issues
related to the implementation of wind turbine models int&HS which are encountered by
ESBNG [21]. These two issues will be addressed specificaltiis report.

In respect to wind power generation, PSS/E provides setygras of wind turbine mod-
els. The following wind turbine models are available forrss&E 1.5 MW, Vestas V80, GE
3.6 MW and Vestas V47.

2.2.1 Network representation

In PSS/E, the power system network is modeled in the form of
I=Y -V (2.1)

wherel represents a vector of complex current sourdess a vector of complex bus volt-
ages andy is the network admittance matrix [22]. The power flow is norear and requires
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an iterative process to find the solutions. PSS/E provid#erent iteration methods for
load-flow calculation such as Gauss-Seidel, modified Geigek Fully coupled Newton-
Raphson, Decoupled Newton-Raphson and Fixed slope desmbij#wton-Raphson itera-
tion methods.

Normally, generating units are represented as voltageeswV s,u.cc) behind transient
impedances (Thevenin equivalent) as shown in Figure 201RSE/E, however, the Thevenin
equivalents are replaced with Norton equivalents. Thismaehat the generating units are
represented as current sourcés.(.c.) in parallel with transient impedanceZy( . c.) as
depicted in Figure 2.1b.

Zsource

Generator I Generator
Vsource bU.S source T Zsource bU.S

(a) (b)

Figure 2.1: (a) Thevenin and (b) Norton equivalent repregem of generating unit in sta-
bility studies.

2.2.2 Simulation mode

Basically two modes of simulation can be performed in PS@&/&standard simulation mode
and the extended-term simulation mode.

The standard simulation mode is provided for short-terribtyastudies, which require
detailed representation of power system components. Thelation utilizes a fixed inte-
gration time step, which is typically set to half of a systeenipd (equivalent to 10 ms for a
50 Hz system frequency). This simulation uses the modifiddrEnethod, sometimes also
referred as the Heun method, as the numerical integratiohader solver.

The extended-term simulation mode is designed for longrtstability studies. This
simulation allows the user to use a relatively large integnatime step. This results in a
significant improvement in simulation efficiency comparedhe standard simulation mode.
In the extended-term simulation mode, the trapezoidalisitiphethod is used as the integra-
tion solver. As a result, the integration time step of thewation is not required to be less
than the smallest time constant of the models as requireithéostandard simulation mode.
This large simulation step is at the expense of the simulaitcuracy, since with such a
large integration time step, the simulation fails to spo¢mdmena with a higher frequency
relative to a given integration time step. The extended Ktimn mode requires specific
models, which are different from the models used for thedsieshsimulation mode. Conse-
quently, user defined models which are implemented for thedstrd simulation mode can
no longer be used in the extended-term simulation mode.
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Despite the long simulation time, it is common to use thedaath simulation mode for
long-term simulation. By using the standard simulation myazhly one model for different
types of stability studies is required. In this study, thiere, only the standard simulation
mode is used.

2.3 Supporting tools

Besides PSS/E, other simulation tools are also employedisnstudy such as PSCAD/

EMTDC and SimPowerSystem provided by Matlab/Simulink. IBot these tools can sim-

ulate a three-phase electrical system with instantanesuesentation of network model.
PSCAD/ EMTDC is mainly used to validate a user written modglich incorporates stan-

dardized electrical components such as induction machimes and transformers. Sim-
PowerSystem is used to design and optimize controllers #me monlinear components,
such as power electronics, before they are implementedhetstandardized power system
simulation tool PSS/E. In fact, SimPowerSystem also prewv@awide range of built-in mod-

els of electrical components, which can be used to valids¢e written models in PSS/E.

By having a model implemented into three different toolsighér confidence level for the

developed models can be achieved.

2.4 Numerical integration methods

In a broad sense, the efficiency of a simulation is mainlyrdeiteed by the time required to
simulate a system for a given time-frame of study.

Two factors that affect simulation efficiency are the numrarintegration method used
in a simulation tool and the model algorithm. The first facsaexplored here, while the later
is discussed in the next two chapters. In this section, tlrediferent integration methods
used in PSS/E are explored.

The examination of numerical integration methods preskmi¢his section is intended
to identify the maximum time step permitted for a particutaodel in order to maintain
simulation numerical stability. Ignoring this limit maydd to a malfunction of a model,
caused by a very large integration time step. To avoid sudblaigm, either the simulation
time step must be reduced or the model’s mathematical emsathust be modified. A
typical time step used in simulation tools is shown in Table 2

Table 2.1: Typical simulation time step in commercial siatign tools[20, 23].
PSS/E PowerFactory
Standard simulation: half a cycleElectromagnetic Transients Simula-
(0.01 sec for 50 Hz and 0.00833 setion: 0.0001 sec
for 60 Hz system)
Extended-term simulation: 0.05 toElectromechanical Transients Simu-
0.2 sec lation: 0.01 sec

Medium-term Transients: 0.1 sec
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2.4.1 Numerical stability and accuracy

Two essential properties of numerical integration metrevdshumerical stability and accu-
racy.

The concept of stability of a numerical integration methedefined as follows [24]: If
there exists an, > 0 for each differential equation, such that a change in sigstalues by
a fixed amount produces a bounded change in the numericgiosolar all & in [0, h], then
the method is said to be stable. Wheérés an arbitrary value representing the integration
time step.

Typically, a simple linear differential equation is usedtwalyze the stability of a numer-
ical integration method. This equation is given in the form

Yy ==Xy, y(0)=uo (2.2)

This equation is used to examine the stability of the nunaéiitegration method discussed
in later sections.

The accuracy of a numerical method is related to the condepbrovergence. Con-
vergence implies that any desired degree of accuracy cactbevad for any well posed
differential equation by choosing a sufficiently small gration step size [24].

Power system equations as a stiff system

As a part of numerical integration stability, there is a cgpicof stiffness. A system of
differential equations is said to be stiff if it contains bdarge and small eigenvalues. The
degree of stiffness is determined by the ratio between tiyesaand the smallest eigenvalues
of a linearized system. In practice, these eigenvalueshaezsely proportional to the time
constants of the system elements.

The stiff equations poses a challenge in solving diffeemguations numerically, since
there is an evident conflict between stability and accuracgme side and simulation effi-
ciency on the other side.

By nature, a power system is considered as a stiff equatisteisysince a wide range of
time constants is involved. This is certainly a typical gesb when simulating short- and
long-term stability phenomena. In order to illustrate ttifreess of power system equations,
the system can be divided into three different time constag. small, medium and large
time constants.

System quantities and components associated with smaldonstants or which repre-
sent fast dynamics of the power system are stator flux dyremiost FACTS devices and
other power electronic-based controllers. Among quastiind components with medium
time constants are rotor flux dynamics, speed deviationerggor exciters and rotor angle
dynamics in electrical machines. Large time constantswepgystem quantities are found,
for instance in turbine governors and the dynamics of b®iler

In book [25], appropriate representation in stability $#gdor most conventional power
system components with such varied time constants is disdutioroughly. The book also
introduces a number of model simplifications and their fiestiion for stability studies. Most
of the simplifications, can be realized by neglecting dyranof quantities with small time
constants. Since wind turbines as a power plant are reljatigsv in power system stability
studies, this discussion was not mentioned in the book.
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Indeed, like other power system components, wind turbinesist of a wide range of
time constants. Small time constants in wind turbine modedsencountered, for instance
in stator flux dynamics of generators, power electronicsaarddynamic controllers. While
mechanical and aerodynamic components as well as rotoryhmics normally consist of
medium time constants. Hence, it is clear that wind turbinelefs have the potential to be
a source of stiffness for a power system model if they areneatéd carefully.

2.4.2 Explicit vs implicit numerical integration methods

Numerical integration methods can be differentiated into tategories: the explicit method
and the implicit method. In order to illustrate the diffecerbetween the two methods, let us
take an ordinary differential equation as below

y'(t) = f(ty(t)) (2.3)
Numerically, the equation can be approximated using a géegpression as follows
! y<tn+1> - y(tn) ( tn—k’7 BRI tn7 tn+17 )
t,) ~ = 24
yitn) h P\ Yltais- o ylta). yltar) 24

whereh denotes the integration time step size an any function corresponding to the
numerical integration method used. Singe, . ;) is not known, the right-hand side cannot be
evaluated directly. Instead, both sides of the equatiort meisolved simultaneously. Since
the equation may be highly nonlinear, it can be approximatederically. This method is
called the implicit method.

Alternatively,y(¢,.1) on the right-hand side can be replaced by an approximatie va
y(t,41). This approach is called the explicit method. There are abmurof alternative
methods for obtaining(t,1), one of the methods discussed in this thesis is the modified
Euler method (sometimes referred to as the Heun method).

As stated previously, PSS/E uses the modified Euler methatiéostandard simulation
mode and the implicit trapezoidal method for the extended smulation mode. These two
integration methods are described in the following.

Modified Euler method

The modified Euler integration method is given as

Wit = W; + g Lf(ti,wi) + f(tigr, wiyy)] (2.5)

wherew; , is calculated using the ordinary Euler method
Wity = w; + h[f(t, w)] (2.6)

For a given differential equatioff = —\y, the stability region of the modified Euler
method is given as
(hA)?
2

‘1+h>\+ <1 (2.7)
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This means that in order to maintain simulation stability,must be located inside the
closed shaded area as shown in Figure 2.2\ i§ a real number or if real parts of are
considerably large compared to its imaginary pdrtsan be estimated as

2
h<—— 2.8
R (28)
However, if a complex number of is highly dominated by it's imaginary part, the

must fulfill the following relation
1
h<—— 2.
< ) (2.9
Thereby, a\ dominated by imaginary parts must constitute a smaller lsitimn time

step in order to maintain simulation stability.

///-\\AE
/ \| E
l 05
| >
- 1 Re(h/
1 -0.5] 0/)
\ /
\\\///

Figure 2.2: Stable region of modified Euler integration roeith

Implicit trapezoidal method

The implicit trapezoidal method is classified within A-d&amethods. A method is said to
be A-stable if all numerical approximations tend to zero@®ber of iteration steps — oo
when it is applied to the differential equatigh= Ay, with a fixed positive time step size
and a (complex) constantwith a negative real part [24].

This means that as long as the eigenvalue of the differesysiem lies in the left-hand
side of the complex plane, the system is stable regardlesg®@f time steg, as shown
in Figure 2.3. Besides PSS/E, the implicit trapezoidal meétls also implemented into
simulation tool PowerFactory [26].

2.5 Conclusion

To provide a reliable wind turbine model implemented intdandard simulation tool, sev-

eral factors must be taken into account. The first importaatof is to clearly define the

purpose of the study. Each type of power system study regjaiparticular frequency band-
width and a simulation time-frame, depending on how fastsirstem dynamics need to be
investigated. Subsequently, the nature of the system Imeaugled must be carefully under-
stood and the simulation tool used to simulate the model$ bmuappropriately utilized.
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Figure 2.3: Stable region of modified implicit trapezoidakigration method.

Numerical stability of simulation is of particular concendynamic modelling. Numeri-
cal stability is dependent on the integration method usedsimulation tool and the stiffness
of the model’s differential equations. The interactiontod two components determines the
efficiency of a simulation, which is reflected in the size & simulation time step. However,
if the simulation time step is determined in advance (fixad)a consequence some models
that require a smaller time step cannot run in the simulatidinout modification.

The upper limit of the time step size allowed for a certain eiddr a particular integra-
tion method to maintain numerical stability can be estidatealytically. The investigation
of the numerical stability of the wind turbine models focsisa the modified Euler method,
which is used by PSS/E as a main simulation tool in this thesis
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Chapter 3

Fixed-speed Wind Turbine Models

The schematic structure of a fixed-speed wind turbine withuargel cage induction gener-
ator is depicted in Figure 3.1.

Turbine By-pass

{
Gearbox L \CIDE
| ‘lf‘;;l; Transformer
:E:':' L Soft

Squirrel-cage | =~ starter
Induction

Generator

[

Compensating
Capacitor

Figure 3.1: System structure of wind turbine with direct mected squirrel cage induction
generator.

A fixed-speed wind turbine with a squirrel cage inductionegator is the simplest type
of wind turbine technology. It has a turbine that converts kinetic energy of wind into
mechanical energy. The generator, which is a squirrel aagjgction generator, then trans-
forms the mechanical energy into electrical energy andreledithe energy directly to the
grid. Noted that the rotational speed of the generator, midipg on the number of poles,
is relatively high (in the order of 1000 - 1500 rpm for a 50 Hateyn frequency). Such a
rotational speed is too high for the turbine rotor speed speet to the turbine efficiency
and mechanical stress. For this reason, the generator spesicbe stepped down using a
gearbox with an appropriate gear ratio.

An induction generator consumes a significant amount oftikeapower (even during
zero power production), which increases along with thevagiower output. Accordingly,
a capacitor bank must be provided in the generator terminalder to compensate for this
reactive power consumption so that the generator does nd¢buthe grid.

Because the mechanical power is converted directly to @{phase electrical system by
means of an induction generator, no complex controllervslired in the electrical part of
a fixed-speed wind turbine. For an active stall fixed-speediwurbine, however, a pitch
controller is needed to regulate the pitch angle of the habi

15



3.1 The induction generator

An induction generator can be represented in different wagigending on the model level of
detail. The detail of the model is mainly characterized eyrtbmber of phenomena included
in the model. There are several major phenomena in an irefugénerator such as:

The stator and rotor flux dynamics The stator and rotor flux dynamics are related to the
behavior of the fluxes in the associated windings. As it isvkmohat current in an
inductive circuit is considered as a state variable, it caramange instantaneously.
The same behavior applies to the stator and rotor fluxes bedae stator and rotor
fluxes are proportional to currents.

Magnetic saturation Magnetic saturation is encountered due the nonlinearitii@fnduc-
tance. Main and leakage flux saturations are associatedthgthonlinearity in the
magnetic and leakage inductances, respectively.

Skin effect As frequency gets higher, the rotor current tends to be cureted to the outer
part (periphery) of the rotor conductor. This causes are@ed in the effective rotor-
resistance.

Core lossesEddy current losses and hysteresis are among other pheadharoccur in an
induction generator, which are known as core losses.

A very detailed model which includes all these dynamics i®ssbility. Nevertheless,
such a detailed model may not be beneficial for stability issitbecause it increases the
complexity of the model and requires time-consuming sitnortes. More importantly, not
all of these dynamics give significant influence in stab#itiydies.

A comprehensive discussion on comparison of differentatida generator models can
be found in [27]. Accordingly, the inclusion of iron lossesthe model requires a compli-
cated task and the influence for stability studies is negteciThe main flux saturation is
only of importance when the flux level is higher than the nahiience, this effect can be
neglected for most operating conditions. The skin effecusthonly be taken into account
for a large slip operating condition, which is not the cageaftixed-speed turbine generator.

Another constraint of inclusion dynamics in the model is #vailability of the data.
Typically, saturation and skin effect data are not providgdnanufacturers. Therefore, in
general, it is impractical to use them in wind turbine apgiigns.

All of these argumentations lead to a conclusion that ordyostand rotor dynamics
are the major factors to be considered in an induction gésreraodel. Accordingly, in
this thesis, a model which includes both stator and rotordligiamics is considered as the
reference model.

In modelling an induction generator, a number of converstiare used in this report,
such as:

e The models are written based dg-representation fixed to a synchronous reference
frame.

e Theg-axis is assumed to be 9@head to thé-axis in respect to direction of the frame
rotation.
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e Thed-axis is chosen as the real part of the complex quantitiessabdequently the
g-axis is chosen as the imaginary part of the complex quastiti

e The stator current is assumed to be positive when it flows timogenerator. Note
that this convention is normally used for motor standpoather than for generator
standpoint. This convention is preferred because in mesature induction machines
exist as motors rather than as generators. Hence, repaisandf the model using
motor convention is used for the reason of familiarity.

¢ All parameters are given in p.u. quantities.

Furthermore, besides neglecting the effect of saturatorg losses and skin effect as
mentioned earlier, the following assumptions are alsoiegiple: (1) no zero-sequence cur-
rent is present, and (2) the generator parameters in eask phaequal/symmetrical and the
windings are assumed to be an equivalent sinusoidallyilois&éd winding. Air-gap harmon-
ics are therefore neglected.

3.1.1 Fifth-order model

As stated earlier, the detailed model of an induction ggoeravolves both stator and rotor
dynamics. This model is also referred to as the fifth-orded@hosince it consists of five
derivatives: four electrical derivatives and one mechalrderivative. In some literature, this
model is also known as the electromagnetic transient (EMddeh The equivalent circuit
of the dynamic model is represented in Figure 3.2.

i RS jws‘VS le Lrl J(a)s _(")r)wr Rf if

e, & O

Figure 3.2: Equivalent circuit of an induction generatonamic model.

The stator and the rotor voltage equations can be expressediang to the well-known
representation as follows
dips

dt

Vs = igRs + jws + (3.1)

dip,
dt
wherev, i and> denote the voltage, current and flux quantity, respectiatgw is the
speed. The subscriptgsandr refer to quantities of the stator and rotor, respectively.
The relation between flux and currents are given by

v =0=1R, + j(ws — w,)p + (3.2)

Vs = isLs + i Ly, (33)
Yr =1Ly +isLp, (34)
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whereL,, is the magnetizing reactanck, and L, stand for the stator and rotor inductance
correspondingly. The two latter parameters are given by

Ls = le + Lm (35)

L,=1L,+ L, (3.6)

whereL andL;, are the stator and rotor leakage inductance, respectively.
The electric torque produced by the generator can be cédclides a cross-product of flux
and current vectors

T. =1s X ig (3.7)

This is equivalent to
T, =S [$7i] (3.8)

The complex power of the stator is given by

S = Vi (3.9
Note that there is a certain type of squirrel-cage arrangénualled double squirrel-
cage, where the rotor consists of two layers of bar, both hoet€ircuited by end rings.
This arrangement is employed to reduce starting current@inttrease starting torque by
exploiting the skin effect. Practically, this arrangemismtot used in wind power application,
therefore it is not discussed in this thesis.
The mechanical dynamics are described according to thenfwlg relation:

dw,

Togr

=T -7, (3.10)

whereT,, is the mechanical torque.

3.1.2 Third-order model

Less detailed representation of an induction generatorbeaachieved by neglecting the
stator flux dynamics. This is equivalent to removing twoatétix derivative from equation
(3.1). Subsequently, the stator and rotor voltage equatiesome

Vg = isRs + jwsd;s (311)

i,
dt

The electric torque and the power equations remain the sanmetlae fifth-order model.

The disregard of the stator flux transient in the third-omedel of induction generator
is equivalent to ignoring the dc component in the statorsieant current. As a consequence,
only fundamental frequency goes into effect. This repregam makes the model compat-
ible with commonly used fundamental frequency simulatmold. In some literature, this
model is referred to as the electromechanical model.

0= irRr + j(ws - wr’)dj'l‘ + (312)
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Figure 3.3: Steady state equivalent circuit of inductionegator.

3.1.3 First-order model

The simplest dynamic model of an induction generator is kmaw the first-order model.
Sometimes this model is referred to as the steady state n&idee only dynamics of the
mechanical system are taken into account (no electricamyes are involved). The typical
steady state equivalent circuit of the first-order modelrofraluction generator is shown in
Figure 3.3.

3.1.4 Induction generator model representation as voltagsources

The models of an induction generator presented in subsec8d.1, 3.1.2 and 3.1.3 are
basically represented as current sources. In power sysadnitity studies, normally genera-
tors are represented as voltage sources behind transipatlance. In order to adapt to this
representation, the models must be modified into voltageesaiomponents[25].

Fifth-order model

Representation of the fifth-order model as a voltage soueténd transient impedance is
given as

dips
Vs = is Ry + jig X' + v + ;i (3.13)

av! 1 X

— = v = (X, = XOVig) 4 v+ (3.14)

where X, X,, X,, and X/, refer to the stator, rotor, magnetizing and transient seaet
respectivelyT, is the transient open-circuit time constant of the inductienerator. These
variables are given by

X, = wsly (3.15)

X, = w,lL, (3.16)

Xym = wl (3.17)

L 2
X' = wi(L =) (3.18)
L

T = L A

= B (3.19)



The electric torque can be expressed as

T, = ¢ (3.20)

Formula derivation of equations above from the standara-éifler model can be found
in Appendix A.

Third-order model

Similarly, representation of the third-order model as aageg source behind a transient
impedance can be obtained by removing the stator flux derévat (3.14), while keeping
the remaining equations the same.

Ve = iRy + jis X' + V. (3.21)

Equation (3.21) then can be represented as a voltage saho®la transientimpedance
as shown in Figure 3.4, which is a standardized representéir power system stability
studies. This representation is equivalent to CIMTR1 inRB&/E built in model.

+
S

J Vv

@ s

Figure 3.4: Transient representation of the third-ordduation generator.

First-order model

For the first-order model of induction generator, all equagifor the third-order remain valid
except for the transient voltage source which is calculaged
dv’ G X2 Rve?

dt — X, (X,” + R.R, — sX.X,) (3:22)

Practically, this model does not contribute short-cirauitrent to the grid, therefore it is
recommended that the first-order model of an induction gaaeis represented as a negative
load rather than as a generator.

3.1.5 Result accuracy

To provide a comparison of different induction generatodeis, two simulation cases were
performed. In the first case, the response of the modelsdedje a grid fault was investi-
gated. The second case investigated the influence of fregwaviation on the behavior of
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the models. In the comparison study, the fifth-order model assumed to be a "reference
model.” This was justified by the description given in Sectl and later by the validation
result presented in Chapter 4.

Fault response

In the following, the fault response of the three differerddals of induction generator is
compared. Each model is examined using the same networlotppavhich is a simple two-
buss test grid as depicted in Figure 3.5. The equivalentitiparameters of the generator
are given in Appendix F.

0.005+;0.025 0.005+j0.025

Induction Infinite
generator Fault generator

Figure 3.5: Test grid.

The mechanical inputis held constant throughout the sitimmaA fault is applied at the
middle of the transmission line connecting the two bussésaduration of 150 ms. In order
to provide a fair comparison, the fifth-order model is sintethin a standard electromag-
netic transient program PSCAD/EMTDC, which simulates tagecusing an instantaneous
three-phase network model. Whereas the lower order modesraulated using a standard
stability program PSS/E using a fundamental frequency oitwiodel. The response of the
three different models subjected to the fault is shown iuFed.6.

Figure 3.6a shows the trace of the stator voltage. The fauises the voltage drops to
0.1 pu. The voltage profiles of the three different modelsrapthe fault are similar, despite
a slower voltage decays for the fifth-order and the thirdeordodels and a small oscillation
on the stator voltage for the fifth-order model due to the meatf the network. However,
the differences become obvious during the voltage recdediowing the fault clearing, this
will be described later.

Figure 3.6b shows the stator current response of the thfisgatit models. Note that
for the fifth-order model, the current presented is one optese currents that contains the
highest dc-offset. The current for the third-order and tre-firder models presented in the
figure correspond to positive sequence current components.

During the first few cycles after the fault initiated, therthorder model predicts a lower
transient current than the fifth-order model. The curreapoase of the first-order model
even shows an opposite tendency of the current response atthler models. This over-
optimistic estimation of current response is to be considerhen an instantaneous over-
current protection system of wind turbine is incorporatet the model. In fact, it is suffi-
cient for the protection to take into effect when at least ohine phases hits the limit.

It should be noted however, that if the role of instantanemwes-current protection is
disregarded, the peak transient current will become aatrigsue. This is because the ro-
tor time constant of a typical induction generator is coesathly small and therefore the
transient current decays very rapidly.
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Figure 3.6: Comparison of different induction generatordels: fifth-order (solid), third-
order (dash-dotted) and first-order (dashed). Observettbdime scale of each figure is not
the same.

Figure 3.6¢c demonstrates the electric torque response difithe different models. Sim-
ilar to the current responses, the torque responses of the thfferent models are also
noticeably different. This is because the electric torguéiiectly influenced by the current.
Oscillations of the electric torque can be clearly obsemete fifth-order model. The oscil-
lations occur because of the presence of dc-offset comp®nethe stator current. During
the first half cycle these components create the effect ofitevacting torque or so-called
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braking torque. In contrary, during the next half cycle tiggxe an acceleration effect to the
rotor with less amplitude, and so forth.

In the third-order model, the torque oscillations are osaiftvhich result in a lower total
effective electric torque. This leads to a larger speedadi®ri. Since no electrical transientis
involved in the first-order model, once the stator voltagspdrto nearly zero, the electrical
torque virtually falls to zero as well. Consequently, theexp of the first-order model is
accelerated much rapidly than in the other models.

The peak value of the electric torque during transient igallt more pronounced issue
in the mechanical stress investigation rather than in pey&iem stability studies. Therefore
this issue is not discussed in this thesis.

Figure 3.6d shows the rotor speed response of the modelsenieragl, the rotor speed
course can be characterized by an increase in speed dueuttecedlectric torque during
the fault. As mentioned earlier, the effect of braking taqgu the fifth-order model gives a
noticeable speed drop immediately after the fault occurs.

The response of the model after the fault clearing can beaaea as follows:

Directly after the voltage is recovered, the current undesga transient which results
in an overshoot of the electrical torque. This overshoaddea a sudden decrease in rotor
acceleration. This effect is practically the same as thé&ibgatorque mentioned earlier.
As this effect is absent in the third- and first-order moded, generator speed continues to
accelerate for a short period after the fault clearing.

The relation between reactive power and slip of an induahachine is given as follows:

RY(X,, + X,)? 4+ s2(X, X, + X, (X, + X,))?

2
R2(X,, + X5) + s2( X + X0 ) (X0 X + X (X + X5)) (3.23)

Q= |VS|2

The relation above can be graphically depicted as showrgar€i3.7.

v = 10p

0 0.05 0.1
Slip
Figure 3.7: Typical relation between reactive power angl gfiinduction generator for dif-

ferent terminal voltages (solid) and considering norf-gtiid with line impedance of 0.05
pu (dashed).

Figure 3.7 shows that the reactive power consumption of #reigator increases non-
linearly with slip. This high reactive power consumptiorsults in a prolonged terminal
voltage recovery, as noticed in Figure 3.6a.

23



It is worth mentioning that the zero-crossing switching mad the breaker opening at
the fault clearing event, which is not included in the sintioka, in reality provides a less
severe current transient than the one shown in the simalatio

It should be noted that the rotor speed response dissitgitatween the models is driven
by a number of major factors, such as the magnitude of thageldip, fault duration, ro-
tor resistance and rotor inertia. Figure 3.8 illustratesdbntribution of each factor to the
speed response discrepancy of the different models. Theerefe generator parameters are
given in Appendix F. Note that the term of maximum speed dmnaused in Figure 3.8 is
equivalent to the negative slip of the generator.
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Figure 3.8: Influence of generator inertia, rotor resistaaued fault duration on rotor speed
deviation for different retained voltages of different umtion generator models: fifth-order
(solid grey), third-order (dash-dotted) and first-ordeasfaed).

Based on simulations of a number of different generatormatars (which are not pre-
sented in this thesis), it can be said that the third-ordetehcan predict the maximum speed
deviation sufficiently accurately for a retained voltagerenithan 0.4 pu.

It should be noted that the inertia used in the simulatiorvalmonsiders only generator
rotor inertia. In reality, the actual inertia is larger baesa the rotor inertia must also include
some parts of the gearbox which are connected stiffly to tta.ré\s the inertia becomes
larger, the difference in speed deviation between the nsg@specially between the third-
order and the fifth-order models) becomes insignificants i¢learly shown in Figure 3.8b.
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Off-nominal frequency response

In the following discussion, the response of the modelsftmominal frequency operation is
investigated. The simulation is conducted by applyingdesecy deviation to the input volt-
age. The profile of the applied frequency is depicted in FBqB. Note that this frequency
deviation profile is used merely to illustrate the resporfsa@generator models rather than
to simulate a realistic frequency response that typicatlyuos in a power system. During
the simulation the mechanical power is kept constant at Y93 k
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Figure 3.9: Frequency deviation input of the stator voltage

Since frequency deviation is considered as a slow phenomemdy power response of
the induction generator is observed. Figure 3.10 showshleataces of active and reactive
power during the frequency reduction in the three differantlels are noticeably different.
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Figure 3.10: Active and reactive power response of differeduction generator models
subjected to a frequency deviation: fifth-order model ¢giiey), third-order model (dash-
dotted) and first-order model (dash).

Concerning the fifth-order model, the response of activeraadtive power can be ex-
plained as follows:
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As the stator voltage frequency constantly decreases aatbef 0.25 Hz/sec, the gen-
erator speed also decreases at roughly the same rate. Bénicgtit power is constant, the
fraction of energy contained in the rotating rotor is reéshdue to reduced generator speed.
This energy is then subsequently transferred into eledtanergy, which is noticed by an
increase in active power. Once the frequency is stable atz}3hHe active power is back
close to the nominal level.

The trace of reactive power is practically determined by tagiors. The first factor is
directly related to the active power according to the walkwkn PQ characteristic curve.
The second factor is determined by the effective reactahteeayenerator due to different
operating frequencies. As the frequency becomes lowegfthetive reactance is reduced
as well. During the transition of the frequency from 50 Hz foHE the increased in reactive
power consumption is the sum of these two factors. Aftertdgifency becomes stable at 45
Hz, the reactive power increase is governed only by redueactance due to the frequency
drop.

The difference in the active power response between thedrfibr and the third-order
models during frequency deviation is caused by the absehite stator flux derivative in
the third-order model. During off-nominal frequency, de@ieg on the size of the deviation,
the stator flux derivative can be considerably large. Caomsetly, any neglect of this factor
leads to an incorrect prediction of electric torque as welt@pper losses, which leads to an
incorrect response to active power output. From a more fueddal perspective, it is found
that the third-order model cannot even hold the energy cwasen law, as the input power
can be larger than the sum of the output power and losses.isTai®wn in Figure 3.10a.
Once the frequency is stable at 45 Hz, the output power isna@r865 kW while the actual
input power is approximately 793 kW. The reactive power oesge of the third-order model
can be explained using the same method as for the fifth-orddem

Regarding the first-order model, as the model disregarddesdtrical dynamics and the
reactance values are constant, the response of the moakallig tinaffected by the frequency
change. This was clearly indicated by the constant actiekeraactive power during the
frequency change.

3.1.6 Integration time step size

As mentioned in Chapter 2, the maximum integration time sftepmodel can be calculated
analytically using the concept of stability region. Thedststarts by analyzing the maxi-
mum integration time step allowed for each model in orderdegkthe simulation within
the numerical stability limit. This can be done, first, byideg a linearized model of each
induction generator model. Subsequently, the largesheaiees of the system matrix are
to be calculated. By substituting this eigenvalue into)(ehé maximum allowed integration
time step can be found.

Fifth-order model

The simplified linearized model of the fifth-order model canrbade by assuming that the
slip is constant around the operating point. Hence, onlylectrécal system is considered.
This can be justified since the electrical system time constare much smaller than me-
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chanical system time constants. This result in a linear madech is given as

vs | _ [ e Fiws = ][ s Ve
Lﬁr S Ay U [P I (3:24)
whereo is the leakage factor and is given by
Ly,
o=1- T.L (3.25)

For an illustration, the induction generator parametersrgin Appendix F are used. The
largest eigenvalue of the system matrix is

A1 = —8.99 — 313.81¢
Substituting this value into (2.7), and solving the equafar /, we have
h < 0.00206 s

Hence, the maximum time step requirég.(..) is approximately 0.00206 s.

The analytical result is then compared with the simulatesutt performed in the simu-
lation tool Matlab/Simulink. A small disturbance in the fioiof a 1% voltage dip is applied
to the generator terminal and then the current is observediefonstrated in Figure 3.11,
the simulation is pretty stable for a time step less than thiea value ¢ = 0.0015 s), this
can be noticed by the fast decay of the current. If the time istencreased so it reaches the
critical value @ = h,,.. = 0.00206 s), the current starts to oscillate constantigr \l@hen the
value just exceeds the critical value£ 0.0021 s) the simulation becomes unstable (current
magnitude tends to increase continuously). Accordingdilis simulation result shows the
validity of the analytical calculation.

Third-order model

By removing the stator flux derivative from (3.24), the systequations become

: R,
Yy = ( + jsws> Y+ Vi (3.26)
oL,
Now the maximum eigenvalue is determined by
A= f + jsws (3.27)
oL,

Typically, the first term on the right-hand side of (3.27) ismaall constant variable. Hence,
the eigenvalue is governed mainly by the last term of the tmuavhich is slip dependent.

By substituting)\ into (2.7) and by varying the value of the slip, the relatictvizeen
maximum time step,,.... and the slip can be presented as shown in Figure 3.12.

Suppose the generator given in Appendix F runs at 0.8% of tsigm according to the
relation between slip and the maximum time step given in f@dul12, the corresponding
maximum time step will be 0.158 s. Again, this Figure is exaadi using a simulation
and the result is shown in Figure 3.13. Similar to the previsimulation of the fifth-order
model, the calculation result agrees with the simulaticutevhere the simulation becomes
unstable when the time step just excelgs,.
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Figure 3.11: Influence of time step on numerical stabilityre fifth-order model of induc-
tion generator.
First-order model

In the first-order model, the only state variable is rotoresheAccording to [28], the lin-
earized model of the first-order model is given by

L\ |vs|?
T — — 2
e =P ( L, ) wiR, (ws = wr) (328)
Lo \> |vsl?
) p— -2
Wy P ( I ) T, E, wy + K (3.29)

Equation (3.29) indicates that the maximum time step of tts¢-Grder model depends
on many factors, such as stator voltage, magnetizing anaor staluctance, rotor resistance
and rotor inertia. Using a similar calculation with the sagemerator parameters as in the
previous models, the maximum time step for the first-ordedehés found to be 0.028 s.
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Figure 3.12: Maximum integration time step for third-ordesdel of induction generator as
function of slip.

This value is smaller than the maximum time step in the tbider model. From simulation
efficiency standpoint, this means that use of the first-ondedel is not always beneficial
compared to the third-order model.

3.1.7 Moadified fifth-order model for fundamental frequency smulation
tools

The advantage of the fifth-order model in terms of resultdiali which has direct con-
sequences on the action of over-speed and instantaneousurkent protection, has been
addressed in Subsection 3.1.5. Therefore, from this petispeat would be beneficial to
employ the fifth-order model for stability studies.

However, the fifth-order model cannot be implemented diyegnto a fundamental fre-
quency network model owing to the involvement of stator flyramics, which is equivalent
to the presence of a dc-offset in the stator current, as mquan subsection 3.1.1. In fact,
the fundamental frequency network model is the most comynas#d in stability simulation
tools rather than the instantaneous network model. Thigdsuse by utilizing the funda-
mental frequency network model, a much more efficient sitardidime can be attained.

Accordingly, in order to interface the fifth-order model of Bduction generator with
the fundamental frequency network model, the dc-offsetgamment in the stator current of
the fifth-order model must be removed. This can be done byguwsprocedure proposed in
the following.

Dc-offset removal contained in the stator current

As expressed in (3.13), the Thevenin equivalent of the Gfther model is depicted in Fig-
ure 3.14.

Considering Figure 3.14, according to the superpositienttam for electric circuits, the
stator current is composed of two components which correspmtwo voltage sources: (1)
the rotor flux linkagev,, and (2) the rate of change of the stator flit, /dt.

The stator current delivered into the netwaykincludes only the first component, while
the second component is removed. By doing so, the grid repegonly the fundamental
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Figure 3.13: Influence of time step on the numerical stabditthe third-order model of
induction generator.

frequency component of the stator current. The grid ingestator component is calculated
using the following equation

/

Vg — V
=5 e 3.30
R+ j7X's ( )

Figure 3.15 illustrates the stator current and the statoenticomponent that is injected
into the grid.

The electrical torque of the generator remains to be cakdlasing the actual stator
current. This leads to a more accurate prediction of the gjeed.

1sr

Model adaptation with a larger simulation time step

As described in subsection 3.1.6 the fifth-order model delmanconsiderably small inte-
gration time step (approximately 2 ms) in order to maintaamerical stability, while the
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Figure 3.14: Transient representation of the fifth-orddugtion generator. Observe that the
current direction is expressed according to motor congenti

a Sk

Magnitude [pu]

n
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Time [sec]
Figure 3.15: Actual stator current magnitude (dash) anistairrent component injected
into the grid (solid).

standard integration time step for stability studies is mlarger (10 ms). This poses a
challenge to keep the model running at such a constraint fhiesis proposes utilizing an
internal integration loop. This means that for each stashddegration time step, the model
executes an internal loop procedure iteratively at a smaitee step size. The Heun inte-
gration method is chosen in this study because this methadatvely simple yet provides

relatively good accuracy.

At each internal loop execution, the model performs a déveaalculation, performs an
integration and advances the internal time sample. Thisesegg is carried out continuously
until it reaches the next standard integration time samplee stator voltage, as an input
to the model, is updated by the network calculation evergdsed time step. The internal
integration loop can be performed by assuming the stattagelis constant at each standard
time step. However, when the stator voltage changes rapitflycontinuously, such in the
case of a large frequency deviation, this assumption is ngdovalid. Hence, the value of
the stator voltage at each internal integration time stegptie estimated. The estimation is
derived from the rate of change (slope) of the voltage froenldist two standard simulation
time samplest(,_, andt,_;). Subsequently, the rate of change of the voltage at cutiraet
sample {,,) can be estimated. By doing so, the estimated value of therstaltage of the
following integration interval (front,, to ¢,,. ;) can be obtained.
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Result validation against PSCAD/EMTDC model

The modified model described above is implemented in thelaimn tool PSS/E. The va-
lidity of the model is then compared with a full order modeRSCAD/EMTDC as demon-
strated in Figure 3.16. The response of the third-order tis@dso included in the figure to
show the advantage of the modified model compared to the-tinder model. The Figure
shows that the modified fifth-order model is able to provideuglmaccurate rotor speed than
the third-order model.

As shown in Figure 3.17, the peak value of the stator curretite modified fifth-order
model is higher than the stator current of the PSCAD/EMTDGlehoThis is because of the
different natures of the network model between the two satmhs. For the fundamental
frequency network model, the voltage quantities (mageitaiadd angle) change immediately
after fault initiated, this is not the case for the instaetaus network model. Figure 3.18
shows that the voltage angle of the instantaneous netwodehatmes not change instantly,
this makes the transient current somewhat lower. Nevessethe modified model tends to
provide a more conservative estimation in regard to tramsierrent response.

Figure 3.19 shows that the accuracy of the model in predjgeak current is character-
ized by the generator and grid parameters, as well as fagjhiuale. The model estimates
transient current better at a higher value of the statosta@scte because of the smaller time
constant. The prediction is also better for a more sevetageldip. Speed and the voltage
transient behavior prediction is highly accurate at angigenerator and grid parameters,
as well as fault magnitude.
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Figure 3.16: Fault response of induction generator modéks:fifth-order model with in-
stantaneous network model in PSCAD/ETMDC (solid-greyg,tiodified fifth-order model
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and the typical third-order model in PSS/E (dash).
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Figure 3.17: Stator peak current: the modified fifth-ordedeion PSS/E (solid-grey) and
the fifth-order model in PSCAD/EMTDC (dash-black).

| , Instantaneous
O Phasor
3038
o 2
B 0.6 TR o S A
=
0.4
=
0.2
£99 3 _3.01 3.02 3.03
Time [sec]

(a) Voltage magnitude

20 ‘
Instantaneous
‘‘‘‘‘ Phasor

o] R i

20

o N e

2.99 3 301 302 303

Time [sec]

(b) Voltage angle

Figure 3.18: Voltage quantities during switching in thetaméaneous and fundamental fre-
guency network models.
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3.1.8 Third-order model with calculated peak current

Another method of estimating peak transient current canabeec out based on the short-
circuit analysis given in [29]. Accordingly, a short-ciiton the terminal of an induction
generator is identical with applying negative stator \gdtg—v,) on the terminal of the
generator. Assuming that the generator is free of currerdsvaltages before the negative
voltage is applied, this applied voltage creates a trahsienment component. Later, the
steady-state pre-fault current is then added to the transigrent in order to obtain the
actual short-circuit current of the generator.
The transient current component in per unit is given by

f o~ Vs jT Vs o1 2 3T
Ig = —Eej — me P (l{? elT — 1) (331)
whereig is the stator transient current, is the pre-fault stator voltage ands the time.

Note thatr is in per unit(r = wt). Transient reactanc&’ is obtained using the following
relation

X0 X
— _marl
X, =Xg+ X X, (3.32)
Subsequently, the pull-out sli is calculated as
R,
andk is given by
Xm
k= X, (3.34)

In order to simulate a fault that results in a voltage dip, &opn (3.31) can be modified
into
Avs .. Av
_ s i

ig ~

— e (KR — 1 3.35
DA AR (5:39)
whereAvy is the stator voltage change/reduction.

Considering that the pre-fault currentiig, the actual current after the voltage dip be-

comes

Avs . Avs _
X" X

Figure 3.20 shows the transient current of an induction ggaeduring a voltage dip
using analytical and simulation methods.

This estimation method can be used as a complement to tidedider model. The third-
order model assures compatibility with the fundamentajdency simulation tool while the
estimation method predicts the peak current during a teansSince the estimation method
calculates peak current algebraically and takes placedwning the fault, this combination
offers faster computational time compared to the fifth-ordedel.

However, this method assumes the pre-fault steady statktwonis fully known. Hence,
for a transient that occurs during a non-steady state dondibnnot be accurately predicted
by this method.

(ke — 1) (3.36)

s = 150 —
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Figure 3.20: Transient current of induction generatormynoltage dip: using simulation
method (solid-grey) and calculation/analytical methaas{ddotted).

3.2 Turbine rotor aerodynamic models

Simulation of power extraction from a wind stream, whichagwerted into mechanical shaft
power can be performed using different approaches. Thiaeletween mechanical power
input and wind speed passing a turbine rotor plane can b&ewiiccording to the following
expression

Prnee = 0.5pmR*0*C, (N, B) (3.37)

where P,,.. is the mechanical power inpup, is the air density,R is the rotor blade
radius,v is the wind speed and), is the coefficient of performance of the turbine rotor
which is a function of pitch anglg and tip speed ratia. The tip speed ratio is obtained
from A\ = (w:R)/v, wherew; is the rotational speed of the turbine.

There are different possible alternatives for modellirgdkrodynamic system of a wind
turbine such as using the blade element methgd), ) lookup table and the wind speed-
mechanical power lookup table.

3.2.1 The blade element method

According to the blade element method (sometimes calledlde element theory or the
blade element momentum) [30, 31] a turbine blade is divice#d several cross-sections
along the radius. The total forces applied to the blade arstim of force on each section.
Two major force components that act on each blade segmeigegd-igure B.2): (1) lift
force, which occurs because of the pressure differencedegtthe upper and the lower side
of the blade, the force direction is orthogonal to the edaiviawind speed, and (2) drag
force, which acts on the same direction of the equivalentivgipeed. Further description
and formula used in the blade element method can be foundpergix B

3.2.2 Cy(A, ) lookup table

The blade element method yields a rather good result in agreet with the measure-
ment [30]. The disadvantage of the method is that the modelmes time-consuming com-
putational efforts. As an alternative, a static represemaof C,(\, 5) can be used. Since
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the generator receives mechanical torque as an input, tbleanieal power must be divided
by the corresponding generator rotor rotational speedingstandstill, however, the torque
is unidentified since the generator rotor speed is zero. ®ocowe this problem, it is com-
mon to use the torque coefficient lookup table(®(\, 5). This can be done by dividing
each elements 6, (), 3) lookup table with tip speed ratib.

3.2.3 Wind speed - mechanical power lookup table

When the wind speed and the rotor speed dynamics are coegidsrslow throughout a
study, the relation between wind speed and mechanical poarebe presented as a two-
dimensional lookup table. This model is suitable for lorg¥ power system stability studies
where the dynamics of the aerodynamic system can be negledtieout neglecting the
influence of the wind speed fluctuation on mechanical andretatoutput power.

2.5
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g

5 10 15 20 25

Wind speed [m/s]

Figure 3.21: Mechanical power input as a function of windesp#or typical 2 MW fixed
speed wind turbine: passive stall (grey solid) and actiak @ilack dash-dotted).

3.2.4 Active stall controller

Limiting mechanical input power so that rated power is nae®ded is an essential aspect for
large wind turbines. This can be done in different ways, saghsing passive stall control,
pitch control and active stall control.

The passive stall control utilizes the geometry of the rbtades which can limit the lift
force when the wind speed becomes too high by creating tembelon the rotor blade side
which is not facing the wind. The pitch controlled wind turbilimits the output power by
turning (pitching) the rotor blades slightly out of the wind

The active stall control is similar with the pitch control the way that it uses pitch
mechanism to limit the output power. When the input powechea the rated power of the
generator, the stall controller moves the blade in suchextion that increases the angle of
attack, which is in the opposite direction from what the Ipidontroller does.

The active stall mechanism allows the wind turbine to ogesatalmost constant output
power for wind speeds above rated speed. Another advantdlye active stall mechanism
is that this mechanism can avoid an active power overshgatiokthe rated power.
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The active stall controller is depicted in Figure 3.22. fittse actual power of the turbine
is measured and compared with the active power reference vahich is the rated power
of the turbine. The error between the reference and the lactlizes of active power is
passed through a PI-controller to provide the pitch andiereace value. In order to limit
the pitch rate, the pitch reference value is passed throygtclarate limiter. The limited-
rate reference value is fed into a pitch actuator. The pitthedor is modeled as a first-order

time-lag system in order to model the hydraulic system ofitteator.

—

*

P Yij B+ B
% Pl g / K g
+ -
P limiter

Figure 3.22: Pitch control for active stall wind turbine.

Only a small change in pitch angle is required for the acttaé eiechanism in order to
reduce the power output. Hence, the travel of the pitch aisgt®nsiderably shorter than
a pitch control mechanism. As shown in Figure 3.23, the acsitall operating curve is
represented as line OA and the pitch operating curve is septed as line OB. Both lines
have the same length. Point A correspondé’ox~ 0.05 and point B corresponds €g, ~
0.1. This means that with the same angle movement, the asttllecan reduce the power
twice as much as for the pitch control mechanism. In stallile&gpn, normally the pitch
angle is adjusted within the range ¢oft® -10°.
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Figure 3.23: Contour diagram of @,(\, 5) curve. The contour lines show constari
values. Operation area of an active stall and a pitch reigulare shown in the figure as line
OA and line OB, respectively.

In order to avoid unnecessary continuous changes in pitgleawhich may wear the
pitch mechanic, the pitch is moved by utilizing a “sample hatil” controller in combination
with a threshold controller block [32]. This mechanism aothe pitch to move only for
every specified period of sample time and if the differendgvben the new and the old set
point exceeds a certain minimum value. For power systenilisyadtudies, however, this
mechanism can be excluded from the model.
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3.3 Mechanical system

Different mechanical dynamics/effects take place in a viintdine that may induce dynam-
ics in the electrical part, such as (1) a 3p effect, (2) toweration effect, and (3) soft shaft
drive train dynamics. The first effect is caused by a non-hgenous wind speed across the
turbine rotor plane and the presence of a tower (tower shadewv power system stability
studies, the 3p effect as well as tower vibration are of sgagnimportance because the
oscillation magnitude generated by these dynamics isgibtgi Hence, only dynamics on
the drive train due to non-stiffness of the gearbox are takiEnaccount in the study.

As shown in Figure 3.24, the structure of a mechanical driam tconsists of two iner-
tias [33]. The first inertia is made of the lumped inertia o thrbine, part of the gearbox
and the low-speed shaft. The second inertia consists ofa@hergtor rotor mass, the high-
speed shaft including a disk brake and part of the gearbog. tWh inertias are connected
to each other through a spring, which mainly representstifieess of the gearbox and the
mechanical shaft.

Turbine D,
ﬂ

/]; ;’I\ - T Generator

)1 A S

Jg
J,

Figure 3.24: Drive train structure of a wind turbine.

Three different damping components are present on the meehanodel:(a) the turbine
self damping D;), (b) the generator self damping@{) and (c) the mutual dampindX,,).
The aerodynamic resistance takes place in the turbine bthdegenerator self damping
represents mechanical friction and windage and the mutralpihg represents balancing
dynamics which occur because of different speeds betweegeaherator rotor and the tur-
bine shaft. The mathematical equations of the two-mass hobdalrive train, by neglecting
the turbine and the generator self damping, are given as

QHt% = ,—Tt - Ks(er - et) - Dm<w7‘ - wt) (338)
2H, N~ L (0~ 00+ Dol — ) (3.39)
do
Py, (3.40)
do,
= 41
L (3.41)

where H; and H, are the turbine and the generator inertia constant, ragpBctx; is
the shaft stiffness,; andw, denote the turbine and the generator rotor speed, resplctiv
0, and#, denote the turbine and the generator rotor angle, respéctiv

40



The model can be simplified by removing the shaft stiffnesndé, there is only a single
inertia which is the sum of the generator rotor and the twhiertia. The mathematical
equation of this simplified model can be expressed as follows

dey

2(H, + Hy)—

= T,-T, (3.42)

3.4 Soft starter

Soft starters are always employed in recent wind turbinéisnio the inrush current during
starting operation of induction generators. This can beedpncontrolling the voltage ap-
plied to the generator stator in such way so the voltage ase® progressively during the
starting operation. The voltage control is done by cutthmggtator voltage waveform using
thyristors at an appropriate firing angle. In a more advaisodédstarter, the starting current
can be limited at a predefined value offering smoother iotera with the power system.

A soft starter consists of three pairs of anti-parallel istyrs as shown in Figure 3.25.
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Figure 3.25: Soft start arrangement.

The starting process of a soft starter can be describedlaw&27]: First, the turbine is
let to accelerate by means of wind speed so that the genegaed reaches approximately
5-30% below the synchronous speed. The soft starter thets staoperate by providing
ramping-up for the rms stator voltage. Once the generaedspeaches its rated value or
the current is at steady state, the bypass contactor isdcloSabsequently, the capacitor
banks are connected either gradually (several steps) orcat o

The generator response during starting operation usindtastsoter is shown in Fig-
ure 3.26. The firing angle of the soft starter in the simulatset to 180in the beginning
and is increased linearly t¢ @n 2 seconds. Since the rms-voltage is not proportionatly li
ear to the firing angle, the rms-voltage increases in nagalimode. The current drawn by
the generator is also highly non-liner due to several facsoich as the non-linearity of the
generator, especially during starting operation. Theenirflowing through the soft-starter
is also a function of the power factor. Consequently, theemris not proportional to the
voltage.

For power system stability studies, the soft start openaiiomodeled as a controller
voltage source in parallel to the generator. A comparisdawéen the rms-model and the
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Figure 3.26: Simulation of detailed model of soft-starter.

detailed-model of the soft starter is shown in Figure 3.2% figure shows that the response
of the rms-model is not similar to the detailed-model, hosvetie rms-model can still esti-
mate the magnitude of the peak current during starting dipgravithin an acceptable range
(with an error rate of approximately 13%). Simulation résoff a soft starter operation with
a ramp-up time of 200 ms, which is typical for a stall-corlzdlwind turbine, are shown in
Figure 3.28. The rms-model is able to estimate the peakhntugrent sufficiently accurate
(with an error rate of approximately 10%).
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Figure 3.27: Simulation result of soft-starter: detailedd®al (black) and rms model (grey)
with ram-up time 2 seconds.

Alternative method of reducing starting current in wind tur bine

An insertion of external resistors during starting opemrattan be another alternative method
to reduce the starting current of a wind turbine. In this rodththe capacitor bank can
be connected directly before the starting event in orderdwige sufficient reactive power
during the starting process. A more detailed discussioarddgg this method can be found
in [27].
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Figure 3.28: Simulation result of soft-starter: detaileddal (black) and rms model (grey)
with ramp-up time 200 ms.

3.5 Protection system

Different types of protection relays in a wind turbine, whiare relevant for power system
stability studies, are:

e Under-voltage protectiort An under-voltage protection system is provided to discon-
nect the wind turbine in the event of a sustained voltage dipis may occur when
the wind farm fails in its attempt to recover following a sst fault, or in case of the
wind farm being isolated from the rest of the transmissicstey.

e Over-voltage protection An over-voltage protection system is provided to protect
the wind turbine from damage and to prevent a cluster of wintlimes or a wind
farm from supplying an unstable island. The protectionsgthust be set carefully in
order not to trip over the normal operating voltage rangenefttansmission system,
including the voltage transient caused by normal switching

e Other protections: Other than under voltage and over-voltage protectiorically a
wind turbine is also equipped with over-current protectionder and over frequency
protection and turbine trip protection for fault or grid wigbances.

Figure 3.29 shows a typical over/under-voltage protectiiting for Vestas OptiSlip V80
wind turbine [34].

The protection devices mentioned above may need some naidifis in order to fulfill
grid requirements that demand the wind turbine to stay cctededuring grid disturbances.

3.6 Initialization

Dynamic simulation flow in power system simulation tool PES&/presented in Figure 3.30.
As depicted in the figure, the dynamic simulation is startgdngcorporating the dynamic
model data into the simulator. Thereafter, state variadahesother variables of the dynamic
simulation models must be initialized based on the initi@d flow data, which has been
prepared in advance. If the initialization is not carried ocorrectly, the system will start
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Figure 3.29: Under-voltage and over-voltage protectidtirggefor Vestas OptiSlip V80 [34].

at the unsteady condition. In some cases, it may move toweredquilibrium condition
after some time. However, the desired state as obtainedtfrermitial load flow may not
be achieved. In the worst situation, instead of moving tovcanvergence, the system may
become unstable and finally the simulation halts.

As part of dynamic models, the wind turbine model must bésdlitied. The initialization
procedure is presented in the following.

3.6.1 Initialization procedure

For a large induction generator representing a large wimd,féor instance, initialization of
the generator is highly important. In such a case, inaceumétalization may lead to numer-
ical instability. The induction generator initializati@an be done by solving simultaneous
equations that consist of (3.1), (3.2), (3.3), (3.4) an8)(& find unknown variableg, i,,
P, Y, ands. Note that all of the derivatives in these equations arecsegio.

Since Equation (3.9) is a quadratic expression, the solsitoe not in the form of simple
expressions. Using mathematical tools, such as Maple onéviaatica, the solution for slip
can be obtained analytically. Alternatively the solutiamde obtained numerically by using
the Newton-Raphson method. Nevertheless, whether sohadgtecally or numerically, the
initialization procedure should be implemented intepnaito the dynamic model in order
to be practical to use.

Once the initial value of these variables are known, the raeiclal power input can be
calculated using (3.8) and (3.10). Depending on the aerdjcymodel used, the corre-
sponding wind speed input can be derived using one of theadstijiven in (3.2).

The drive train model can be simply initialized using thddaling equation:

T,
A= = = 2= (3.43)
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Figure 3.30: Dynamic simulation flow.

3.6.2 Mismatch between generator initialization and load fhw result

In the load flow, active and reactive power injected into teeayator bus are given (known
variables). Subsequently, the bus voltage is then cakxlilatn contrast to the generator
model, the active and reactive power are calculated by firsiing the stator voltage, which
is equivalent to the bus voltage. For this reason, there issmatich between the actual
reactive power calculated in the generator model and thetiveapower provided by the
load flow calculation. There are several methods that haga peoposed to overcome this
problem:

Method 1:An iteration procedure is performed between the power flosvtea dynamic
model calculation back and forth until a steady state comis reached. This method is
prone to a numerical instability when it is used for a powestesn with a large amount of
induction generator.

Method 2: An artificial admittance is inserted into the generator ieah The value
of the admittance is determined by the difference betweernré¢hactive power on the bus
(reactive load) obtained from the load flow calculation dreldctual reactive power absorbed
by the generatof),. This method is applied in some power system simulatiorst®aich as
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PSS/E [22]. However, a large mismatch between the initikievan the power flow and the
actual value may lead to an incorrect result in a stabilitggt Special attention is needed
particularly when the initialization is performed for a g@eator with active power production
far from unity/rated power. In such a case, reactive poweglig sensitive to the voltage level
on the generator terminal as illustrated in Figure 3.31. Situation will be more critical for
a weak grid due to strong coupling between the generatotivegmwer and the generator
terminal voltage (bus voltage).

-0.2
V=1.1 pu

|
o
o

Reactive power [pu]
S
»

08 02 04 06 08 1
Active Power [pu]

Figure 3.31: Voltage sensitivity of PQ curve for typical undion generator.

Method 3: The steady state induction generator model is includederirtitial step of
the power flow calculation [35]. This method gives more aatairesult i.e. the reactive
power in load-flow is close to the actual reactive power dated using the dynamic model.
However since this method must implement additional equatinto the network/load flow
calculation, it is impractical for most simulation tools.

It is recommended, however, to utilize the PQ-charactierairve of the generator to
approximate a set point of the reactive power in the load fldle artificial admittance as
applied in Method 2 should be avoided whenever possible.

Inaccurate estimation of the initial value of the generat&active power may lead to
unexpected simulation results as illustrated in Figur@ 3The actual reactive power of the
simulated generator at unity power output is 0.7 pu, wheltgaseactive power given by the
load flow data is 0.3 pu. The difference between the two reagibwer is compensated by
inserting 0.4 pu of susceptance. The presence of the sasoeptesults in over optimistic
results for the generator response during fault as compagedenerator that is appropriately
initialized.

3.7 Model implementation in PSS/E
This sections presents detail of model implementation engbwer system stability simu-

lation tool PSS/E. The block diagram of the implementatiba @ixed-speed wind turbine
model in PSS/E is depicted in Figure 3.33.
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Figure 3.32: Fault simulation with correctly initializedduction generator (solid-grey) and
inaccurate estimation of initial reactive power with adanitce insertion (dash-dot).
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Figure 3.33: Model structure of fixed-speed wind turbine S5FE.

The aerodynamic model converts wind speed (VWIND) into tinbihe mechanical
power (PMECH2) and feeds it into the drive train model. Udling generator rotor speed
(SPEED) and the turbine mechanical power (PMECH2) as inputdrive train model cal-
culates the shaft mechanical power (PMECH) and the turlpred (SPEED2). Interaction
between the wind turbine user defined model and the netwodeiio PSS/E is performed
as follows: The induction generator takes voltage (VOLTihatbus where the generator is
connected. Subsequently, the output of the generator iatiethe network model by putting
an appropriate value of the Norton equivalent current so(l@ORCE) connected in parallel
to the transient impedance (ZSORCE) of the generator. Maiethe generator inputs and
outputs may differ from the common representation suggestsome literature, such as the
input of an induction generator is normally mechanical tercather than mechanical power.
The reason is that the input and output parameters in thighaoe made to comply with the
standard built-in model in PSS/E, which uses mechanicabpas an input.
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3.8 Conclusion

Among fixed-speed wind turbine parts, the generator is thst mritical part from a mod-
elling point of view. This is because the induction generalays the role as an interface
to the network model, which later may influence both resuitlitg and overall simulation
efficiency.

Representation of an induction generator using the fid&omodel has no advantage
in terms of accuracy and simulation efficiency. Hence, itasan option for power system
stability studies.

The representation of the third-order model of an induagienerator offers a compatibil-
ity with the network model and provides more efficient sintioiatime. The main drawbacks
of the third-order model is its inability to predict peakrsient current and, to some extent,
its less accurate estimation of speed. However, at a relgthigh inertia, the third-order
model is sufficiently accurate. The inaccuracy of the curresponse of the third-order
model can be compensated by utilizing the analytical metBaspite its ability to provide
a valid result, the fifth-order model poses some constrasoish as incompatibility with the
network model and that it requires time-consuming simatabwing to a very small time
step. A modified model with time step adjustment was propasedis chapter and may
overcome these constraints.

The second important part of a fixed-speed wind turbine misdéle drive train, which
at the least must be represented in a two-mass model.
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Chapter 4

Validation of Fixed Speed Wind Turbine
Models

In this chapter, the models of a fixed-speed wind turbine &itbquirrel cage induction
generator were validated against field measurement dataaiihof these validations is to
assure the validity of the models for power system stabdlitidies. Two cases were used
for validations, which were based on measurement data fr@Atsvik wind turbine and
the Olos wind turbine. The measurement data consist of thageand current of the wind
turbines, which extend from a few cycles preceding faultd arfew seconds after the faults
are cleared.

The main parts of this chapter have been presented in Pajs#],3Haper 4 [37] and
Paper 5 [38].

4.1 Validation of the models against Alsvik field measure-
ment data

4.1.1 Measurement setup and data description

The measurement data were taken from the Alsvik wind turbiihe measurement set-up is
depicted in Figure 4.1. The relevant data of the measured wibine are given in Appendix
C. All per unit parameters in the data were calculated on ak¥20) 400 V base system.

180 kW/
415V

WT

HE
S

vy

iw ibz ic Va» Vi, Ve

Figure 4.1: Alsvik measurement set up.
The recorded data consist of phase voltaggsf, andv.) and phase currents, (i, and
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i.), which were measured on the low-voltage side of the stepamstormer of the wind
turbine unit. The measurement data were recorded at a saqfptiquency of 256 Hz. As
this sampling frequency is relatively low, any dynamicsttimyolve unsymmetrical grid
guantities cannot be observed accurately. For this reasgymmetrical grid condition was
assumed in the validation procedure. This means only théyesequence components of
the grid were simulated.

The magnitude of the voltage, as shown in Figure 4.2, wadraatdrom the available
measurement data according to the following relation:

Vpep = \/ V2 + V2 + 02 (4.1)
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Figure 4.2: Voltage magnitude data calculated from measpin@se voltage.

By referring the system to a particular frequency, whichdd+ in this case, the phasor
angle of the voltage can be derived and is shown in Figure K. shown in the figure
that, following the fault event, the phasor angle changesicoously. This indicates that the
system frequency slightly changed at the time.
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Figure 4.3: Angle deviation.

The active and reactive power of the turbine were calculited the measured voltage
and current using the following expressions:

P =v,t, + vpip + v,l, (4.2)

Q= %{(ua )i+ (U — B)ia + (e — va)i)} (4.3)

The calculated active and reactive power are depicted ar€ig.4.
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Figure 4.4: Calculated active and reactive power.

According to Figures 4.2, 4.3 and 4.4, initially, the winddime was running at very low
power output, which was around 0.05 pu. The induction geaeedbsorbed reactive power
of 0.33 pu. However, there was no information regarding #aetive power compensation
at the time. Two different transients may be observed:

1. Attime 0.5 s the terminal voltage dropped by approxinyabéb, followed by a slow
recovery and slight frequency oscillations due to angldélatons. The active power
suffered oscillations of around 10 kW in amplitude and ab8nHz in frequency.
The reactive power absorption decreased as a result of ttagealecay, and slightly
increased after the transient in order to recover the ratar fl

2. Attime 1.6 s there was a sharp voltage drop of about 10%wb#le nominal value,
followed by voltage and angle oscillations. There were aigh active power oscilla-
tions of more than 50 kW in amplitude with a frequency of apprately 8 Hz. The
behavior of the reactive power after the disturbance wasimngoverned by voltage
oscillations. A more careful observation in Figure 4.4 shdhat there was a slight
increase in reactive power consumption after the fault.

Since the second transient had a more rapid and larger ealtag than the first transient,
the second transient was considered to be representatiugleno explain responses of the
wind turbine. Consequently, only the second transientssudised in the following sections.

4.1.2 Simulation

The simulations were performed using the simulation tootldeSimulink. The terminal
voltage was used as an input of the wind turbine model. Sinee/dltage data resolution
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is poor, it cannot be used directly as an input for the sinmatinstead, a new set of input
data must be generated by interpolating both the voltagetendngle data sample given in
Figures 4.2 and 4.3 assuming that the three-phase voltagéslig symmetrical. By doing
S0, a new voltage data set can be obtained as presented e Bi§u
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Figure 4.5: Discrete actual data obtained from measurecwenpared with continuous volt-
age data used for simulation.

Figure 4.6 shows detail of the active and reactive poweilatons obtained from the
measurement data and the simulation using the fifth-ordefehaf an induction generator
and the two-mass model of the drive train without a mechadeaping. It can be seen that,
in spite of the presence of 50 Hz oscillations, the resulbsiged by the model show fairly
good agreement with the measurement data.

The following are a number of considerations obtained frogufe 4.6a:

e The power oscillations in the measurement data and the atronlresults have a sim-
ilar frequency.

e The fast transients in the first few cycles in the simulatind the measurement data
have a similar magnitude.

e The amplitude of the simulated and the measured power aoils are similar during
the first oscillations following the fault event. Later, teenulated oscillations are
higher than the measured ones.

From Figure 4.6b, it can be seen that:

e There is a good accordance between the measured and thateiddactive power,
despite a small shift in the reactive power after the secastlithbance. This shift
could be due to the disconnection of some compensating ikafsaas a result of the
disturbance. However, this event was not recorded, so agtipossible to confirm this
supposition.
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Figure 4.6: Active and reactive power responses of fifthreordodel of induction genera-
tor and two-mass model of drive train without mechanical dexg (black) compared with
measurement data (grey).

50 Hz oscillations are apparent in the active and reactiveepoutput due to the presence
of a dc-offset in the voltage data. This dc-offset may ocaue tb the inaccuracy of the
resistor used to find the neutral point of the measuremerbsen

Removing dc-offset from the measurement data

In order to remove 50 Hz oscillations in the active and re@agqiower, the dc offset contained
in the measurement data was filtered out. Simulation restittee model after removing the
dc-offset from the voltage data are presented in Figure 4.7.

The result is now relatively free from 50 Hz oscillations e tactive and reactive power.
The 50 Hz oscillations that remain at the beginning of thét fave caused by unsymmetrical
voltage during that period.

Influence of generator models

In the following, the third-order model of an induction geater is used. The result is then
compared with the fifth-order model in order to examine tlii@nce of the generator model
on simulation results.

As can be seen in Figure 4.8, the third-order model fails ¢aljot the peak (electromag-
netic) transient current that occurred immediately after fault event. This is because the
stator flux derivative component is not involved in the thardler model. However, in gen-
eral, the third-order model of induction generator is abledpture the electro-mechanical
transients of the wind turbine.
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Figure 4.7: Active and reactive power responses of fiftreordodel of induction generator
and two-mass model of drive train with dc-filtered input agke and without mechanical
damping (black) compared with measurement data (grey).
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Figure 4.8: Active and reactive power responses of thideomodel of induction generator
and the two-mass model of drive train with dc-filtered inpoitage and without a mechanical
damping (black) compared with the measurement data (grey).

Influence of drive train models

As seen in Figure 4.9, if the drive train of the wind turbineepresented as the one-mass
model, the simulated active power oscillation frequendfeds from the measurement data.
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This is because by using the single-mass model of a drive, tsaift shaft oscillations are
omitted. The remaining oscillations apparent in the aghower were governed by a rapid
fluctuation of the angle deviation as shown in Figure 4.3. fEselt shows that the one-mass
model predicts more optimistic results than the two-masdeho
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Figure 4.9: Third-order model of induction generator amjl-mass model of drive train
(black) compared with measurement data (grey).

Introducing a mechanical damping

Poorly damped active power oscillations in Figure 4.8 ssgthe convenience of introducing
a mechanical damping constant into the drive train modegurféi 4.10 shows simulation
results of the model including a mechanical damping constiad pu.

It is shown in Figure 4.10 that after introducing the mechahdamping constant, the
model is able to predict the magnitude of active power csailhs more accurately. While
reactive power oscillations are virtually unaffected by thechanical damping since reactive
power is more dependent on voltage oscillations as disdyssiously.

However, the mechanical damping constant is often not dealin wind turbine data.
Nevertheless, since the model without the mechanical dagrqmnstant provides more con-
servative results, the exclusion of the mechanical dampamgtant from the model is not
critical for power system studies.

4.2 Olos measurement data

4.2.1 Measurement setup and data description

The second measurement data were taken from the Olos wimdsfewrated in the northern
part of Finland. The farm consists of 5x600 kW wind turbingghvan operating voltage of
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Figure 4.10: Active and reactive power responses of thicitiomodel of induction generator
and two-mass model of drive train with dc-filtered input age and mechanical damping
constant (black) compared with measurement data (grey).

690 V. Each turbine is connected to a 21 kV grid by means of @ gpetransformer with a

rating capacity of 800 kVA. The generator is equipped witb separate sets of windings,
which correspond to 600 kW/4-poles or high-speed operatiode and 120 kW/6-poles
or low-speed operation mode. During the measurement, thergtr was operating in the
high-speed operation mode. Each wind turbine is equippdia avi3-step capacitor bank
with a reactive power compensation of 50 kVAr for the low-agpeperation mode, and with
a reactive power compensation of 50+50+62.5 kVAr for thénkegeed operation mode. In
this study, only turbine number 2 is investigated.
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Figure 4.11: Olos single turbine measurement set up.
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The measurement data contain phase voltages and phasetsutgsing the measure-
ment data, the instantaneous active and reactive poweeczomiputed using Equation (4.3).
The measurements were performed at two different sampleguéncies: 500 Hz and 3.7
kHz. In the following, the two different sampling frequentyeasurement data are presented
and discussed separately.

500 Hz measurement data

The measurement data with a 500 Hz sampling frequency afeieggd as follows: The
phase voltages and currents of the turbine are shown iné-gaf. The active and reactive
power of wind turbine 2 presented in Figure 4.13 were catedl&irom the measured currents
and voltages according to (4.2) and (4.3), respectivelyteNlwat the latter equation is only
valid for calculating reactive power in balanced 3-phasangjties. Therefore, it must be
kept in mind that the instantaneous reactive power caledl&dr unbalanced conditions, as
presented in several figures in the remaining parts of thaégtehn, is intended merely for
comparisons between simulation results and measurementrataer than for providing
exact values.
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(b) Current

Figure 4.12: Measured voltage and current of a single terdtr©los wind farm with 500 Hz
sampling frequency.

Initially, wind turbine 2 was producing active power at apgmately 130 kW and the
reactive power consumption was about 76 kVAr. Such a higbtiregapower consumption
was due to a lack of one of the 50 kVAr capacitor bank stepsestitine.

A fault occurred in the grid at = 0.92 s and was clearedat 1.18 s while the voltage
continued to oscillate due to the breaker switching (opghibefore the voltage oscillations
finally died out att = 1.8 s. The voltage oscillations were characterized by teegnce of
dc-components due to discharging earth capacitance, waskcharged during earth-fault,
and formed an oscillation circuit with the line inductance.
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Figure 4.13: Calculated active and reactive power of siigleine at Olos wind farm with
500 Hz sampling frequency.

Meanwhile, the current oscillations were sustained fomgés time. Unlike the voltage
oscillations, the current oscillations are likely to be saa by the natural frequency of the
drive train and the generator. Using spectrum analysispsieélation frequency was found
to be 5.8 Hz.

The current oscillations affected the active power, as showFigure 4.13a, whereas
the reactive power was hardly affected by the oscillati@ssshown in Figure 4.13b. This
is because the grid was strong enough for the terminal veltade relatively insensitive
to active power oscillations. The reactive power was highfijuenced by the voltage and
was loosely correlated with the behavior of active powerttk@rmore, this indicates that the
active power oscillations were related to drive-train dyis.

As a typical response of an induction generator, a large atmafureactive power was
absorbed by the generator during voltage recovery, as shofigure 4.13b. Additionally,
the figure shows that the reactive power before and afterahie ivas not the same and in-
stead the reactive power consumption increased by nea@k\tAr. The reason for this is
a disconnection of the capacitor bank. The reactive powénetapacitor bank is strongly
dependent on voltage, and as in this case when the voltagdow the nominal, the reac-
tive power production of the bank is less than nominal. Tlaus00 kVAr drop in reactive
power production at 0.98 pu voltage responds quite well ¢odisconnection of capacitors
of 112.5 kVAr reactive power production at the nominal vgia

Another finding was a relatively high transient current dgrthe fault clearing, which
was initiated by the opening of the breaker. Although thenopg of the breaker occurred
at the zero crossing point, a sudden voltage magnitude ehamdg) voltage angle jump were
still present on the generator terminal, and a high transiement response of the generator
could not be avoided. Hence, the fault-clearing transiantot be neglected.
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3.7 kHz measurement data

The same event as discussed earlier was also measured gblangdnequency of 3.7 kHz.
Such a high resolution data, offer the potential to obsdreevents encountered during fault.
In detail, the measurement data can be described as follBesmeasured phase voltages
and currents of wind turbine 2 are shown in Figure 4.14. Nbé& the voltage data were
measured at the end of the collector line of the wind farm shiowrigure 4.11, which was
practically the same as the voltage at the point where thewruwas measured. The active
and reactive power of WT-2 were calculated as shown in Figur8.

Voltage [kV]

Time [sec]
(a) Voltage

Current [A]

Time [sec]
(b) Current

Figure 4.14: Measured voltage and current of single turhtr@los wind farm with 3.7 kHz
sampling frequency.

There were 100 Hz oscillations in the 3.7 kHz active and reagtower data before the
fault. Power oscillations at a frequency of twice the fundatal frequency signify that there
is an unbalance between the phases. In this case, it mdstiileans that the unbalance is
in the measurements (i.e. scaling of some line currentsjyeaphenomenon is not seen in
the 500 Hz measurement data. The 500 Hz data give reasoriie and reactive power
values, of which the 3.7 kHz data power values differ (acpeever less, and the reactive
power, which is more sensitive to unbalance, more).

The 3.7 kHz measurement data provide detailed informatioavents during the fault.
A two-phase fault occurred in the gridiat 0.92 s lasting for 0.083 s. The fault then turned
into a two-phase to ground and lasted for 0.038 s before ityfibacame a three-phase fault
att = 1.04 sec, which caused the voltage to drop to 0.7 pu. Theviaslcleared at=1.18 s.

Note that transient current was encountereti-atl.154 s, in which there was a sudden
change in current magnitude and phase angle. This eventueas the disconnection of the
compensating capacitors as indicated earlier.

The presence of negative sequence components in the veoklagecurrents during the
asymmetrical fault resulted in 100 Hz oscillations of aetpower during = 0.92-1.04 s.
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Figure 4.15: Calculated active and reactive power of a sitigbine at Olos wind farm with
3.7 kHz sampling frequency.

It is important to mention again that the reactive power waled during this unbalanced
condition should be interpreted with caution, as explaiesdier.

4.2.2 Simulation

The simulation was performed using the simulation tool Simé& System. In the simulation,
the generator is represented by the fifth-order model. Ting-trder model of an induction
generator is not possible to simulate the case appropriateing to its inability to simu-
late unsymmetrical conditions during fault. The drivesre represented by the two-mass
model.

The mechanical input power of the turbine model was set ddtieagenerator produced
the same level of active power as before the fault, which vepsvalent to 130 kw, and
remained constant during the simulation.

As shown in Figure 4.16a, the simulated currents agree wtillthe measured ones (see
Figure 4.14 for comparison). The model predicts a highesient current for the first cycle,
but the prediction is better for the rest of the cycles. Thaesaonformity applies to active
and reactive power, as shown in Figure 4.16b and 4.16c, ctgpky.

As shown in Figure 4.16b, during the first cycle after the fathle two-mass model and
the one-mass model of the drive train do not differ in predgthe peak transient power.
This shows that the accuracy of the mechanical drive traiarpaters is not essential for this
short period of study. During the first few cycles of transjéime responses of wind turbine
were characterized by the dynamics of the generator and ekbetrical components of the
wind turbine. This occurred because the mechanical systeendonstants are usually much
larger than the electrical system time constants.

Based on these facts, it can be said that for an over curretgqtion design, and more
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(c) Reactive power: two-mass model (solid-black), onesmasdel (dash) and measured (solid-grey)

Figure 4.16: Simulated current, active and reactive powwsingle turbine at Olos wind farm
with voltage from 3.7 kHz sampling frequency data as input.

specifically, for an instantaneous over current protea#sign, the accuracy of the generator
model is the most important factor.

Differences between the measured and simulated resulteartd of the active and
reactive power curves in Figure 4.16b and 4.16c¢ are causad maccuracy of the model to
simulate switching events. Therefore, the simulationltes this event can be disregarded.

The simulation results for a longer time frame are shown gufeé 4.17. The figure
shows an agreement between the measured and the simulatéisiegpower despite a 50
Hz ripple due to the presence of the dc-offset in the inputags, which was not perfectly
filtered. The drive train dynamics can be clearly observetiénactive power oscillations.

4.3 Conclusion
Measurement data taken from the Alsvik and Olos wind turbsigow the validity of the

fifth order model of an induction generator and the two-masslehof a drive train for
simulating responses of the wind turbine. This shows thafifth-order model is adequate
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Figure 4.17: Simulated active and reactive power of a sitglagine at Olos wind farm with
voltage from 500 Hz sampling frequency data as an input kbleempared with measure-

ment data (grey).

as a reference model. Accordingly, less detailed model®eaufficiently validated against

the fifth-order model.

The third-order model is also proven to accurately simuta¢éebehaviors of a wind tur-
bine subjected to a symmetrical fault event if the fast timtscurrent, which usually occurs
following switching, is not of interest. The validation tdts also emphasize the importance

of the drive-train model being represented by using at lgeestwo-mass model.

Nevertheless, it was found from experience that there i®d teehave information on re-
active power compensator status during the measuremerdén  explain the phenomena

more accurately.
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Chapter 5

Simulation of Fixed Speed Wind
Turbines

The simulations are intended to examine the response oftwibthe models subjected to a
number of disturbances. Four different cases are simulated

e A wind gust that causes a small voltage disturbance due tpid inacrease in power
production.

e Afaultin the grid that causes short-term voltage stabpitgnomena.

e Long-term voltage stability phenomena, which are initildy a loss of line followed
by a slow acting on-load tap changer (OLTC).

¢ A frequency deviation, which is initiated by the trip of a geating unit.

The simulations are performed in PSS/E with a 10 ms time Stlp.fifth-order model
used in the simulation refers to the modified fifth-order Ma@dedescribed in 3.1.7.

5.1 Wind gust simulation

In this simulation, effects of a wind gust on voltage stapiéire studied. This phenomenon
can be explained briefly as a rapid increase in wind speed;hwieisults in an increase in
the active power output of a wind turbine. The aerodynamitipanodeled using’, (), )
lookup table.

To simulate the case, a simple test grid was developed. Bhgtiel consisted of two
buses, which were connected to each other with two lines pistéd in Figure 5.1. The
wind turbine was connected to the first bus and an infinite g¢oewas connected to the
other bus.

The wind turbine capacity rating was 2 MW, the parametersvtuch was derived from
wind turbine data given in Appendix F after scaling up thewgto 2 MW. Initially, the wind
turbine was operating at less than half of nominal power whenwind gust was applied.
The wind gust was simulated as a rapid increase in wind speatd8 m/s to almost 20 m/s
within 2 seconds, which can be considered to be a very strosg g
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0.06 +j0.6 pu

1]

5
0.01
+70.1 pu
0.69/10 kV [ H

MW 0.05 +,0.5 pu

Figure 5.1: Test-grid model. The values of the impedancesamr 10 MW basis.

Three different models of an induction generator were stlidihe first-order, the third-
order and the fifth-order model. In this case, the two-masdeahof a drive train was em-
ployed. Simulation results are shown in Figure 5.2.

The results show that the active power of the wind turbineeiased as a result of an
increase in wind speed. Subsequently, the terminal vol&gjee turbine decreased by 2%.
However, when the wind speed exceeded a certain value, thim¢ustarted to operate in
stall mode, which limited the output power at a certain lewbte that, due to the passive
stall design of the wind turbine, the power does not rise lildllowing a cubic relation of
the wind flow, despite a considerably high wind gust.

In general, the three different induction generator mogdsdside a similar response for
the case of wind gust. This is because the dynamics of winddspee considered to be
slower than the electrical dynamics.

The effect of the drive train model was investigated. Theiltssshow that the wind
turbine model with the one-mass model of a drive train ptedislightly more optimistic
results where oscillations in the wind turbine responsetdgéaft oscillations were omitted.

It can be concluded that if the wind speed is considered asrtlyedynamic input of a
study, the first-order model of an induction generator wité two-mass model of a drive
train can be adequately used to represent the wind turbirtedastudy.

5.2 Fault simulation

The simulation in this section was performed in order to stigate the response of the wind
turbine subject to a severe fault in the grid.

The 2 MW wind turbine was simulated. A fault was applied to oh¢éhe transmission
lines close to the wind turbine bus (see Figure 5.1) leadira\toltage drop of 0.2 pu. The
fault was then cleared after 100 ms by tripping the corredpmiline. Simulation results are
shown in Figure 5.3.

The first-order model predicts a higher value for speed dieviaThis is because of the
absence of electric torque once the fault is initiated. Assrttain flux in the third- and the
fifth-order models does not drop instantaneously, thiseaasslower decay of the electric
torque, which subsequently suppresses the speed dewadtdower value.

During the fault, the active power of the first-order mode@jyed directly to nearly zero,
which corresponds to the magnitude of the terminal volt&ge the third- and the fifth-order
models, the active power stayed at a higher value due to dgttamics.
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Figure 5.2:
Response of fixed-
speed wind turbine
to  wind gust:
fifth-order  (solid-
grey), third-order
(dash-dotted) and
first-order (dash)
model of induction
generators with two-
mass model of drive
train; and third-order
model of induction
generator with one-
mass model of drive
train (solid-black).



Figure 5.3:
Response of fixed-
speed wind turbine
to grid fault with:
fifth-order (solid-
grey), third-order
(dash-dotted) and
first-order (dash)
model of induction
generators  with
two-mass  model
of drive train; and
third-order model
of induction gener-
ator with one-mass
model of drive
train (solid-black).
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An injection of reactive power during the fault in the thiodder and the fifth-order mod-
els was encountered due to demagnetization of the magmgtimiuctance.

The third- and the fifth-order models show similar oscitdas following the fault. These
5 Hz oscillations are governed by the dynamics of the dnig@it

Despite the inability to trace the first peak transient autrréhe third-order model can
generally offer a sufficiently accurate estimation of windoine behaviors during the fault.

Regarding the drive train model, the results show that tieeofishe one-mass model of
a drive train cannot accurately predict the wind turbin@oese during faults. The high in-
ertia of the generator-turbine provides less speed dewiatthich results in more optimistic
results.

5.3 Long-term voltage stability

Long-term voltage stability was simulated by incorporgtthe slow action of OLTC. The
test-grid used for the simulation is shown in Figure 5.4. fitiate the long-term voltage
stability phenomena, one of the transmission lines wapddp Two different models were
then simulated: the fifth-order model of an induction getwraith a two-mass model of a
drive train (detailed model) and the first-order model of @afuiction generator with a one-
mass model of the drive train (simplified model). The two msdepresent the most and the
least detailed representations of wind turbine models.

20/110kV
Wind Bus 4 Bus 1
Turbine us
50 MW 0.01 +70.1 pu
L =t C)
/ .
Bus 3 0.01+,0.1 pu Infinite
Load Bus 2 Generator
100 MW
50 MVAR 20/110kV

Figure 5.4: Test-grid model for long term voltage stabilifye values of the impedances are
on a 100 MW basis.

The response of the system and the wind turbine in the tweréifit models is shown in
Figure 5.5. Immediately after the line tripping, the vokag bus 2 dropped to approximately
0.91 pu due to an increase in effective impedance betweeh éog bus 2. The OLTC acted
by adjusting the tap changer, with a certain time delay, tontam the voltage at the load
bus (bus 3) within a predefined range. This resulted in a higleent flowing through the
transmission line. As a consequence, a further voltage wespencountered at bus 2.

A sharp transient was encountered at the instance of theligtennection. The active
power of the wind turbine fell for 2 seconds before it recedsfiollowing line disconnection.
Small oscillations in the active power of the detailed modie¢ to shaft dynamics were
observed, while no power oscillation was encountered instimplified model. Generator
speed increased marginally, caused by a lower terminagelt

Simulation results show that, despite minor differencesuoing during the event of
tap changing/switching, the two different models provigheir results. This suggests that
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a detailed level of wind turbine dynamic models is not reggifor a long-term voltage
stability study.
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Figure 5.5: Response of induction generator models for-teng stability study: fifth-order
model of induction generator in combination with two-magssle of drive train (solid-grey)
and first-order model of induction generator in combinatoth one-mass model of drive

train (dash-dotted).

5.4 Frequency deviation

In this section, the validity of the wind turbine models sdigd to a frequency deviation is
investigated. Figure 5.6 shows the test-grid used to sitatia effect of frequency deviation
on the behavior of the wind turbine model. The test systensisted of 4 busses: an infinite
bus (bus 1), a substation bus (bus 2), a load bus (bus 3) amibdawvbine bus (bus 4).
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0.69/110 kV

Wind
Turbine @Tl—@— Bus 1
2 MW —@

T Bus4 0.01 +;0.1 pu
20/110kV
0.01 +;0.1 pu —
Load
100 MW Bus 3 Bus 2
50 MVAR

Figure 5.6: Test-grid model for frequency deviation. Thiiga of the impedances are on a
100 MW basis.

The two generators at the infinite bus represent convertpmaer plants, which are
hydro power plants in this case.

The load was a composite load consisting of large and snzallrabtors (40%), current
exciter transformers (5%), lightings (30%) and constantAMdads (25%). The total active
and reactive power consumption of the load were 100 MW and YBR/] respectively.

A 2 MW wind turbine with the same parameters as the wind twhised in the previous
section was connected at bus 4. Bus 4 was connected to busu@gtha step up transformer
0.69/110 kV. The size of the wind turbine was chosen to belsenalugh in relation to the
total system size, so that the turbine virtually had no infeeson the dynamics of the power
system. This was because this study examines how the freguaewiation may influence
behaviors of the wind turbine model rather than the effette@wind turbine on the rest of
the system.

Simulation results are shown in Figure 5.7. In the beginrohghe simulation, two
synchronous generators G1 and G2 supplied the load with guiopower of 90 MW and
10 MW, respectively.

At t = 20 s, the G2 unit was tripped. This resulted in an unbalaeteden load and
generation which lead to a frequency drop of 5% (equivalerat 2.5 Hz frequency drop).
After some time, the action of the hydro governor at G1 was &btecover frequency closer
to the nominal value.

At t =20 - 26 s, the system frequency constantly decreased. @thismperiod, a fraction
of the mechanical energy contained in the rotor was releasethe grid. As the mechanical
input was constant throughout the simulation, by neglgdtisses, the sum of the mechani-
cal power used to decelerate the rotor and electrical poelesedled to the grid was virtually
constant.

In contrary, att = 26 - 43 s, when the frequency increased, the mechanical reto
qguired more power to accelerate speed. This resulted in erlelgctric power output (see
Figure 5.7c). Once the frequency became stable, the aadwerpreturned to its nominal
value.

The active power of the two models was different during tleg@lency deviation. This
difference was caused by the disregard of the stator flux coetds) /dt in the third-order
model as was explained in Subsection 3.1.5. Ignoring therdtax component also caused
a higher reactive power consumption in the third-order rhtddin in the fifth-order model.
As a consequence, the voltage response of the generatolseakfeerent in the two models.
Nevertheless, 1 - 3% of a maximum difference in voltage aadtige power result during
the transient may be still acceptable.
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As shown in Figure 5.7¢, 5.7d and 5.7e, the first-order mofdahanduction generator is
practically unaffected by the frequency deviation. Thibésause the generator reactances
are constant irrespective of the grid frequency. That is Wwéges of the active and reactive
power and generator speed are constant throughout theagiomul

Based on a simulation, which is not shown here, the effect drivae train model was
also investigated. Simulation results suggest that theedrain model is insignificant for
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this type of study.

High wind power penetration

With a higher penetration of wind power into the power systdrma accuracy of the model
becomes more essential. In order to simulate this case,aga&city of the wind power
generation in the previous case was increased to 20 MW, vdoiglesponds to around 20%
of power penetration. The same event was applied to the psygtem, i.e. one of the
synchronous generators was tripped. Simulation reswdtprasented in Figure 5.8.

There is a slight difference between the fifth-order model e third-order model of
induction generator in respect to the frequency deviatesponse. According to simula-
tion results, the third-order model provides a more optiilmigstimation of the frequency
response. The figure shows that the third-order model pesvadD.4% lower maximum fre-
guency deviation than the fifth-order model. The reasonghiardifference are the same
as in the previous simulation. Nevertheless, the overatirdpancy of the frequency is not
obvious.

It can be concluded that the use of a third-order model of dndtion generator with
the one-mass model of a drive train is adequate for a frequstability study. For a large
frequency deviation (more than 10%) with high wind powergtestion (more than 20%),
however, the use of a fifth-order model is recommended.

5.5 Conclusion

Different stability study cases of power systems with a fispded wind turbine were simu-
lated in this chapter. The result fidelity of a simulation &etmined by the level of detail of
the model being used. However if only a single model is to leeldsr different studies, and
the validity of the results and simulation efficiency are ofifary concerns then the turbine
with a third-order model of an induction generator and a mass model of a drive-train is
the best compromise. This is because the use of the fifth-arddel of an induction gener-
ator posses incompatibility with the network model. Altlgbuthe incompatibility problem
can be eased by some modifications, the increase in accunatye (peak transient current
estimation) is not critical for typical stability studieH.the peak transient current must be
taken into account, an estimation using an analytical ntethgarallel with a third-order
model is preferable.

For a frequency deviation study, however, the conclusiavalis to be interpreted with
caution, since it is only valid for a moderate frequency dgen. For a large frequency
deviation, the result validity of the third-order model nfluction generator can no longer be
held. The decision of whether or not to include the possybif a large frequency deviation
in a study must be decided by the investigator by consideéhagature of the system to be
investigated.

The choice of aerodynamic model is determined by the purpbige study and the type
of the fixed-speed wind turbine. If fast wind fluctuationsiauded and an active stall wind
turbine is used in the study, then the aerodynamic modeldi@uat least modeled using the
Cp(A, B) lookup table. This configuration is only relevant for a skerm voltage stability
study. For other studies with a longer time frame (and lowegdency bandwidth) the
aerodynamic model is sufficient to be represented using thd speed-mechanical power
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Figure 5.8: Response of induc-
tion generator models to fre-

guency deviation for high wind
power penetration (20%): fifth-

order (dash-dotted) and third-

order (solid-grey) model.
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lookup table. An increased in detail of the aerodynamic rhddes not significantly affect
overall simulation efficiency, if we assume that thg(\, 3) lookup table model is the most

detailed model in this context.



Chapter 6

Aggregated Modelling of Wind Turbines

The content of this chapter was presented in Paper 4 [37].

Typical utility-scale wind farms may consist of tens to htedbs of identical wind tur-
bines. As a consequence, representing wind farm with iddadiwind turbines for power
system stability studies increases the complexity of théehand thus requires time-consuming
simulation. Hence, simplification of wind farms consistiofga large number of wind tur-
bines is essential. However, this simplification must ngulkin incorrect predictions of
wind farm behaviors, especially under fault conditions.

In a study of a normal operation, it is essential for the egjent model of the wind farm
to represent the smoothing effect of wind power fluctuat®®].[ This implies that a model
of wind plays the most significant role in the model, while éhectrical and the mechanical
parts of the wind turbine are of secondary importance.

In contrast, an appropriate model of the mechanical andldwtreal systems of wind
turbines are highly important for dynamic stability stuslc# power systems. Different meth-
ods for aggregating a wind farm are proposed in [7, 8, 26].axt&eless, until now, validation
of wind turbine aggregated models during a fault event egdield measurement data has
not been treated in any paper.

The main goal of this chapter is to present an aggregated Inob@dewind farm with
fixed-speed wind turbines validated against field measunedeta. The study emphasizes
transient events of a wind farm due to a grid fault.

6.1 Aggregation method

For identical machines, principally, a single-machineraggted model of a wind farm can
be simply made by summing all machine ratings. Hence thevabpuit generator rating is
given by

Seq = zn: Si (6.1)
1=1

where S; is thei—th generator rating and is the number of turbine units. Since all
parameters are given in per unit, this implies that all patamvalues remain the same.

Among the other electrical parts of a wind farm, the transkens and the compensating
capacitors are of importance in modelling. This is becahesd components have rela-
tively high impedances and admittances, respectivelyegantities, such as farm cable
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impedances, can be neglected. Similar to the generatoegthigalent representation of the
transformers is derived by summing up the rating of the faanger by means of (6.1).

It is important to mention that an aggregation of a wind fasreamewhat different from
the aggregation of a typical induction machine, for severasons:

e The presence of a gearbox and a relatively soft shaft meath#havind turbine drive
train cannot be considered as a stiff shaft. This factoresas oscillation in the output
power of the turbine when subjected to disturbances. Draia tlynamics dominate
the response of the wind turbine rather than the electricgigaties of the generator.
This is even more critical since the inertia of the turbinenisch larger than inertia of
a typical induction machine and each turbine is likely tawagla varying mechanical
power to the generator.

¢ During a grid fault, induction motor speed normally slowswio However, the conse-
guence is the opposite in case of a wind turbine, where theedse in voltage due to
the grid fault accelerates the generator rotor speed.

6.2 Simulation of an aggregated model

In order to comprehend the problem of wind turbine aggregatihis section presents a
comparison between a wind farm modeled as individual winbines (a detailed model)
and a wind farm modeled as a single equivalent wind turbine(gregated model).

This simulation uses a wind farm consisting of 24 x 2 MW windbtnes. The layout
of the turbine is shown in Figure 6.1. The wind turbine datgiven in Appendix F, with
the exception of the power rating that is scaled up to 2 MW. Wimel turbines are modelled
using the third-order model of induction generators andweemass model of drive train.
The simulation is performed using the simulation tool PSS/E

The wind speed was assumed to be distributed unevenly dtleagimulation, which
results in a difference in the output power of the turbineg. aBsuming that the first row
turbines produce the rated value, the second row was setat @ third row was set at
60% and the last row was set at 40% of the rated output, thediotput of wind farm was
33.6 MW. Note that the power distribution is given to provateextreme condition. This is
because, in more realistic cases, the difference in theubptypwer of the turbines would be
smaller.

For the aggregated model, a single generator was used tesegytrall the turbines on
the farm. The output power of the generator was equal to tta ttput power of the
farm, which was 33.6 MW. The transformers and the compeamgaapacitors were lumped
together into a single transformer and a single compergsa#ipacitor.

The voltage, active and reactive power response of theldétnd the aggregated model
are shown in Figure 6.2. Basically, there was no significaffiérénce between the two
models of the wind farm.

Examination of the individual turbines, however, showd tha behavior of each wind
turbine was not the same. For example wind turbine 24 expezck the best conditions,
since it suffered a less severe voltage dip and producegptssr output during the fault.
The worse case was encountered by wind turbine 1, which eddbe most severe voltage
dip at the rated power output. This resulted in a differemcgpeed deviation, as shown in
Figure 6.3. During the transient even, the maximum speedhtien of the wind turbine
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Figure 6.1: Layout of wind farm.

1 was 40% higher than the maximum speed deviation of theesiegliivalent turbine. In
contrast, wind turbine 24 had a speed deviation 40% lower tthe equivalent wind turbine.
In more severe conditions, this may lead to a trip of winditugb in the first row, while the
rest of the turbines remain intact.

A more accurate representation of a wind farm can be achieyeepresenting the wind
farm with several wind turbine units according to wind spekstribution. However, the
representation of multi machines for aggregated wind t@biconflicts with the idea of
aggregation. Moreover, a trip of some wind turbines in a wiantn due to uneven wind
distribution will not end up as the worst case anyway. In,ftat worst case is obtained if all
wind turbines are operating at rated value. In such a casepibed estimation of each wind
turbine will be practically the same as the estimation piediby a single equivalent wind
turbine model. Hence, the representation of a wind farm asgéesmachine is sufficient to
predict the best and the worst scenarios.
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6.3 Validation

In the following, the model is validated against the field sweament data obtained from
Olos wind farm.

6.3.1 Measurement location and data

A detailed description of wind turbines in the Olos wind faspresented in Subsection 4.2.1.
The farm was connected to a substation bus through a sirmgle-gfhase overhead line. Ob-
serve that there was a load connected to the same feeder thhdaem is connected.

The farm measurements were taken at the wind farm colleagrAnother measurement
system was located in the substation feeder where the fagunisected. The location,
sampling frequency and the measured parameters of eachireesnt system are shown in
Figure 6.4. More detailed information on the wind turbined &he farm network parameters
are provided in D.

— 4_
5 km
N A :
V v @—I_ Grid
| 0.69 /21 kV 21/110 kV
E I o i Load i
_— lr: l.\‘: lt ""‘: :..... V,~, vx: vt
3.7kHz > 500 Hz
Ve Ve Vi g [ iy, Iy, I
3.7kHz > 500 Hz

Figure 6.4: Olos wind farm measurement set up.
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3.7 kHz measurement data

The voltage and current from a 3.7 kHz measurement at theatotl bus are shown in
Figure 6.5. From these quantities, the active and reactoweepoutput of the farm can be
obtained, as shown in Figure 6.6.

N
o

Voltage [kV]
o

-20
0.9
Time [sec]
(a) Voltage
I 200
g 0
5
© _200 ‘
0.9 0.95 1 1.05 1.1 1.15
Time [sec]

(b) Current

Figure 6.5: Measured voltage and current of at wind farmeotdir with 3.7 kHz sampling
frequency.

500 Hz measurement data at substation

The voltages and currents along with the calculated actigkeraactive power from 500
Hz measurement data of the wind farm feeder at substatioshenwn in Figure 6.7. As
mentioned earlier, the presence of a load in the same feederevthe farm is connected
makes the current at the wind farm collector and the wind fégeder at the substation
significantly different.

As shown in Figure 6.8, the total production of the farm meeguat the wind farm
collector before the fault was approximately 932 kW and #ective power consumption
was 430 kVAr.

It should be noted that one of the compensating capacitavnatturbine 2 was out of
operation, and thus the turbine took the correspondingrgaleactive power from the grid.
From the substation 500 Hz data, the change in reactive piowee- and post-fault situa-
tions, mainly due to a disconnection of capacitor banks éwind farm, can be calculated.
The calculated change in reactive power is about 500 kVAr.

Known from continuous 1 Hz measurement data (not shown sghper), the active
power production and the reactive power consumption of therdurbines are presented in
Table 6.1.

Reactive power consumption values suggest that all theges sif the capacitor banks in
turbines 1, 3 and 4 are in operation. In turbine 5, only 2 stépike capacitor banks are in
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Figure 6.7: Measured voltage and current of wind farm featléne substation with 500 Hz
sampling frequency.

operation. The change in reactive power between pre-fadlpast-fault stages (based on 1
Hz continuous data) suggests that all the operating capagcitere disconnected during the
grid fault.

The active and reactive power flow at the substation feedasorement point towards
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Figure 6.8: Calculated active and reactive power of windhfégeder at the substation with
500 Hz sampling frequency.

Table 6.1: Initial wind turbines active power output andcteee power consumption
recorded before fault.

Turbine P (kW) Q (kVAr)
1 200 50
3 250 60
4 200 50
5 200 90

the substation was about 50 kW and -450 kVAr, respectivedysihown in the measurement
data, despite differences in magnitude, profiles of the nreasent data at the collector bus
and at the substation feeder are similar to the single tarbvieasurement data presented in
Section 4.2. It should be emphasized that this similaritidates that all wind turbines in
the farm respond synchronously (in-phase).

Although the measurement point at the substation feedey mlmisexactly represent farm
quantities, wind farm dynamics can be clearly seen in thetstibon feeder measurement
due to the following conditions:

¢ No influential dynamics of the load occurred during the famltother words the load
can be treated as a constant impedance.

e The line impedance connecting the wind farm to the substasaelatively small.
Therefore the current response of the load insignificanfluénces the voltage at the
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point of measurement.

6.3.2 Simulation
Simulation of 3.7 kHz measurement data at wind farm collecto

The farm was modeled as a single equivalent turbine withealiadwer of 5600 kW = 3 MW.
The mechanical power input was set at a constant value thdtiped electric power output
of 930 kW, as given by the measurement data. The fifth-ordetetnaf an induction gener-
ator and the two-mass model of a drive train were used in theeino

The simulation results from the equivalent aggregated mafdihe wind farm and the
comparison with corresponding measurement data are peesierFigure 6.9. Note that the
simulated current in Figure 6.9a is comparable to the medsturrent shown in Figure 6.5b.
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Figure 6.9: Simulated current, active and reactive powerindl farm with 3.7 kHz sampling
frequency voltage data as an input.
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Simulation of the 500 Hz measurement data of the wind farm feder at the substation

Results of the wind farm simulation based on the 500 Hz measent data are shown in Fig-
ure 6.10. There is a slight difference in the active power mtage between the simulation
and the measurement data at the substation feeder meastipoie aftert = 1.4 sec. This

is because a constant mechanical input power was assumied mddel, while in reality
there may be power fluctuations, as well, due to wind speedti@r. The slight differ-
ence in the oscillation frequency was likely due to inactairaechanical parameters used in
the simulation. The dynamics of the load also contributéhts discrepancy, although not
significantly.
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Figure 6.10: Active and reactive power of wind farm feedesudistation: simulated (black),
the 500 Hz measurement data (grey).

From the short- and long-time frame simulations, it can bechaled that the behaviors
of the wind farm subjected to a fault can be accurately matasea single equivalent wind
turbine. It should be kept in mind that the error of the aggted model becomes larger as a
difference in the operating points of the wind turbines éases.

6.4 Conclusion

In aggregating wind turbines as a single equivalent winditu, the electrical components
that should be taken into account are the generators, thpaxmating capacitors and the
transformers. In contrast, effects of the wind farm cabbagmo significant influence on the
modelling. Hence, these effects can be excluded from theeggted model.

Modelling a small wind farm with a single equivalent windlire adequately represents
the wind farm behaviors during a grid fault. Simulation déeshowed that all turbines in the
wind farm respond in phase to the fault.
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For a large wind farm, the speed response of individual windihes may not be the
same due to an uneven distribution of wind speed. This maltteaipping of wind turbines
in the farm. This situation cannot be simulated by a singlehiree representation of the wind
farm. Nevertheless, the single machine representatioapahte of representing the worse
and the best scenarios.
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Chapter 7

Fault Ride-through Capabilities of Wind
Turbines

7.1 Fault ride-through requirements in grid codes

Following recent growth of wind power generation at a leviaéve the influence of the wind
turbine dynamics cannot be neglected, power system opgriadwe imposed requirements
for grid-connected wind turbines to assure the stabilityhef system. One of the require-
ments is to provide fault ride-through capabilities. Thigans that the wind turbines must
not be disconnected during grid faults. Svenska Kraft8atgdish Transmission Company),
for example, has stated that wind farms with installed ciypat more than 100 MW are not
allowed to be disconnected within the range of a certairagatevel criteria as depicted in
Figure 7.1 [40]. This means that the turbine must stay caedeto the grid as long as the
grid voltage above the criteria limit. A similar requiremémnalso imposed by other system
operators, such as presented in [41, 42, 43].

1.0 pu

0.9 pu

U [py]

0 >
0 0.25 0.75 Time
[seconds]

Figure 7.1: Voltage limit criteria according to Svenska té’s grid code.
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7.2 Fault ride-through schemes

Each type of wind turbine has specific vulnerabilities whebjscted to grid faults. In order
to fulfill the requirement imposed by grid utilities, the lime must be equipped with the
ability to ride-through in case of faults in the grid.

7.2.1 Fixed-speed wind turbines

The phenomena that occur in an induction generator withenult fide-through capability
during a grid fault are described first. Later, the fault ileugh capability of an active
stall wind turbine is presented.

A model of a 10 MW fixed-speed wind turbine with the third-ardeodel of an induction
generator and the two-mass model of a drive train, whichesaarts a small wind farm, is
used in the following simulations. The simulations are perfed in the simulation tool
PSS/E with the standard simulation time step. The paraseténe wind turbine are scaled-
up from model parameters given in Appendix F .

Speed instability due to fault event

According to simulation results shown in Figure 7.2, theusggpe of events can be described
as follows:

When the fault occurs in the grid at= 5 s, the terminal voltage drops rapidly. The
magnitude of the voltage drop is dependent on the fault mistdrom the generator. Due
to a reduced terminal voltage, the machine looses eledrguée, which leads to a rotor
acceleration. If the speed deviation is too large, the geaealready exceeds the pullout slip
at the event when the fault is cleared and the voltage is sxedv Meanwhile, the mechanical
torque applied to the rotor can be considered constantgltimmevent. If the electric torque
at this point is higher than the mechanical torque, the ggoewill be eventually back to
the normal operating point. However, when the electricderig lower than the mechanical
torque, the speed will continuously increase. This comtthspeed increase could result in
electric torque reduction leading to an unstable situation

In the case of the two-mass model of a drive train, the sitna8 even worse. This is
because in the instance of voltage recovery, although thergtor speed is able to recover
back to the normal operating point, turbine speed does ravedse instantaneously because
some amount of energy in the mechanical shaft is stored invitsted shaft, instead of
directly utilized to decelerate the turbine speed. Thisvedlthe turbine speed to continuously
increase for a short time.

During the next period, the energy is released from the édishaft and creates the
opposite effect. This charge and discharge of twisted smatgy creates oscillations in the
generator and turbine speed. In reality, the electricgjueralso suffers oscillations due to
terminal voltage variation caused by active and reactivegpdluctuations. At the same time,
the turbine torque also fluctuates slightly due to a smalbtian in theC), value. All these
factors interacting with each other create composite lasicihs as shown in Figure 7.2e.
This event, clearly indicates that there is not only ingtgbwhich may occur due to the
fault event, but there is also considerably high mechaitaks in the shaft.
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Figure 7.2: Speed instability of passive stall fixed-spe@adviurbine without fault ride-
through capability following grid fault.
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Fault ride-through scheme

The sequence of the scheme for a wind turbine equipped withride-through capability
is shown in Figure 7.3. A fault occurring &t 5 s causes the terminal voltage to go down
to nearly zero. The generator speed increases due to loseabfi@torque. The pitch is
regulated toward a stall mechanism (active-stall) in otdereduce the mechanical torque
from the turbine rotor. Note that the active-stall reguatcan reduce’, faster than the
pitch regulation (shown in Figure 3.22). Due to mechanieatnictions of the actuator, the
pitch rate is limited to &sec.

At the event when the fault is cleared, the voltage started¢over. At the same time the
electric torque is built up. As the generator starts to magegthere is a need to absorb a
large amount of reactive power. Subsequently, this caupesl@nged voltage recovery. As
the electric torque is recovered, the generator speedataEseAt around 1 sec the pitch has
reached a value that is able to reduceheat a relatively low level (0.6 pu), which means
less stress on the shatft.

When the voltage is recovered, the pitch angle does not moeetly to the normal
value. Instead, it is held constant until the grid statusrret to normal. The grid status is
determined by the terminal voltage level. In this case, tbitage level threshold for the
grid status is set at 0.8 pu. This means that if the voltagelievbthe threshold, the grid
is considered as abnormal. Once the grid status is norneaik th a 2-second time delay to
assure that the grid is fully stable to avoid rapid voltagsltagions following a fault clearing
being registered by the controller. Two seconds later, iticd pngle increases gradually back
to normal operation.

In the event of a fault that results in a steady low voltagelaads to an increase in slip,
excessive reactive power consumption is unavoidable (gped-3.7), unless some other
measures such as the utilization of SVC or STATCOM is comnsitle

7.2.2 Wind turbines with DFIG

This subsection provides a brief description of a faulttid®ugh scheme for a wind turbine
with DFIG. Different schemes of a fault ride-through arepmeed in literature [12, 13, 14]
In a fault situation, the rotor converter of a wind turbingmbDFIG is the most exposed
component since it can only handle a fraction of generatargpoConsequently, this part is
not allowed to endure excessive transient current. Aduttiy, there is a risk of over voltage
on the dc-link capacitor during this situation. Hence, itsinie equipped with a fast over
current protection to protect the power electronic valves an over voltage protection to
protect the dc-link capacitor. If the fault is not severe, BFIG control operates as usual.
Typical responses of a wind turbine with DFIG without ridettgh capability when sub-
jected to a severe fault during sub- and super-synchronpesation are described in Pa-
per 5 [44]. In general, the sequence of events can be dedag®llows: When the rotor
current or dc link voltage hit their limits, the over curremtover voltage protection is acti-
vated, respectively. This is followed by an activation o tbtor crowbar. Subsequently, the
converter is deactivated. Eventually, the generator isotisected from the network.
However, in order to fulfill grid requirements, the generatwst stay connected during
such a situation. This means that when the fault occurs abthr converter is deactivated,
the generator stator must remain connected to the grid. ittieip regulated in such a way
to reduce mechanical torque in order to avoid over-speediirige rotor. When the fault
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Figure 7.3: Fault ride-through response of active stalldigpeed wind turbine.

is cleared and the rotor current goes down to a relativelyvalue, the rotor converter is

restarted. The reference power is then ramped up.
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7.2.3 Wind turbines with full power converter

A variable speed wind turbine with a full converter is relaty insensitive to faults compared
to the other types. Hence, the turbine is able to ride-thmonghout requiring significant
modifications. During a fault, however, the capability of tonverter to deliver active power
from the turbine to the grid is reduced significantly. If ndiaw is taken, this will lead to
a dc-link over voltage due to an excess of energy from thergéme Several remedies can
be implemented to overcome this problem, such as pitchingheublade, using a braking
chopper, an over-dimensioned dc-link capacitor, or itistala battery and employing an
over-dimensioned converter to allow more current flowsryad fault. All these alternatives
are governed by cost and requirements. The response of tiverter to different types of
fault is reported in [45].
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

The validation results suggest that the fifth-order modalhahduction generator is sufficient
to accurately represent the behaviors of an induction géorefor power system studies.
This reinforces the argument that the effect of saturatione losses, skin effect and other
more detailed representations of an induction generatobeaeglected for such a study.

Incompatibility with the fundamental frequency network aeband requirements for a
small simulation time step are the main challenges in implaing the fifth-order model
of an induction generator into typical power system stgbsgtudies. In this thesis, a mod-
ified model was proposed as an alternative solution. Cotmipgtiwith the fundamental
frequency network model was achieved by excluding the éebfn the stator current that
is injected to the grid. The problem with the simulation tistep was overcome by an imple-
mentation of an internal integration loop. Different casiesulated in this thesis showed the
feasibility of using the modified model in the fundamentalfuency network model with a
typical simulation time step: half of the system period.

As an alternative to the fifth-order model, the thesis prepgafie use of an analytical
method to estimate the peak transient current of an induggmerator during faults, which
is important in respect to the over current protection systeithout necessarily using a
detailed model such as the fifth-order model. This enablesigle of the third-order model
to provide more efficient simulations while the model isl si@pable of predicting the peak
transient current.

The selection of an appropriate model of a wind turbine fav@uosystem stability studies
shall be determined by the type of stability study. In otherds, there is no single model
of wind turbines that satisfies all types of stability stglias by nature, there are always
conflicts between desired accuracy and simulation effigierRequirements for different
types of stability studies can be summarized as follows:

e Short-term voltage stability study: In general, a short-term voltage stability study
requires a detailed representation of the wind turbine. ieehanical model must
be represented at least by the two-mass model. For a passiveiad turbine, the
aerodynamic model is sufficient to represent the constamharecal power or the
constant mechanical torque. However, for an active statidwurbine, the use of
C,(A, B) curve together with a pitch controller is required. This écause the action
of the pitch controller must be taken into account.
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Although the third-order model of an induction generatdegs accurate in speed and
peak current prediction, the use of the model is still comsd as an optimum option.
This is due to the fact that the overall inertia of the windtoe is considerably large,
as a consequence, the speed deviation during fault evemisdrethe fifth-order and
the third-order model of an induction generator is insigaifit. While the lack of
ability of the third-order model to estimate the peak transcurrent can be overcome
by using the analytical estimation method.

e Long-term voltage stability study: The first-order model of an induction generator in
combination with the one-mass model of a drive train is thédmo limit for modelling
a wind turbine for the study. However, the use of the thirdeormodel of an induction
generator with the two-mass model is recommended sincentraniass model of a
drive train does not significantly influence simulation efficy. While the use of the
fifth-order model of an induction generator does not contghio result accuracy.

e Frequency stability study: For a temporary and small frequency deviatiarbfbo)
with a medium wind power penetration (less than 20%), thacétidn generator model
can be adequately represented by the third-order model.elAsmwhen the penetra-
tion is higher and the frequency is significantly large fooad period, the use of the
fifth-order model of an induction generator can be consilasea better option in or-
der to achieve a more accurate prediction of active andiveagbwer response and
energy production. The influence of the mechanical and gesrdic model can be
disregarded.

It should be recognized, however, that there is a need tage@single model of a fixed-
speed wind turbine that is able to perform different typestability studies. A compromised
solution can be using the model as proposed for a short-tettage stability study, at the
expense of slightly poor simulation efficiency for the othgres of study, which require a
longer simulation time frame.

Concerning the aggregated model of wind turbines, theshes shown that a wind farm
consisting of a relatively small number of turbines can leepcally represented as a single
turbine model without any doubt. A representation of a laxyed farm as a single turbine
is fully acceptable to predicts the worse case scenario alfithind turbines tripped during
fault, or the best case scenario with all wind turbines remaiintact during fault.

The fault ride-through capability of an active stall windlitne was demonstrated. The
scheme was able to maintain the turbine connected durirfgltevithout leading to voltage
instability. However a relatively high reactive power comgption during the ride through
is unavoidable, unless some other measures, such astigiizd SVC or STATCOM, are
considered.

8.2 Future work

One of the important topics for future work is to provide genenodels for other common
wind turbine technologies, such as the wind turbine with abdip fed induction generator
and the wind turbine with a full power converter. The maiuesshould focus on providing
generalized models rather than on manufacturer specifielmodhis should be included in
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efforts to develop more standardized wind turbine modelpdaver system stability studies,
especially an aggregated model of wind turbines, which de@uaoently exist.

From a system perspective, an investigation of clusterrobof wind farms can be of
important. Hence, rather than performing control schemearf individual wind turbine, the
control can be performed collectively comprising severadaurbines or wind farms. The
type of control may extend from an active and reactive powetrol as well as a frequency
control. A cluster power control is expected to ease problefmpower balance, which is
typical for areas with high wind power penetration. A reaetpower control may consider
advantages of utilizing wind turbine technology with réaetpower capability, such as a
wind turbine with a full power converter. Another possityilvould be the application of a
centralized reactive power control using SVC or STATCOM.asonsequence, more work
is required to economically justify the feasibility of tleeschemes.
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Appendix A

Formula Derivation of an Induction
Machine Model as a Voltage Source
behind a Transient Impedance

The stator and rotor equations of induction machine can itéewras

dips
Vs = igRs + jw s + ;i (A.1)
dipy
Ve = isRy + j5wsthy + d—”i (A.2)
The stator and rotor flux are given by
1703 = isLs + ier (AS)
VYr = ip Ly + 5Ly, (A4)
where
L,=L,,+ L, (A.5)
L,= Ly + L, (A.6)
. ¢r - isLm
r — A7
i T (A7)
Substitution of (A.7) into (A.3) yields
2
ws = isLs + ll;;—rrlbr - %is
Ln? L
= iy Ly — -/ —ap, A.8
O (A8)
Now, the transient reactance is introduced as
Lp?
X' = w, (LS -7 ) (A.9)
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Figure A.1: Transient representation of the fifth-ordericiibn generator.

Substituting (A.9) into (A.8)
P =i Xy Lo
s — s W, Lr

Introducing voltage components defined as

(o (A.10)

vo = j Lty (A11)
L,
Substituting (A.11) into (A.10)
Ps = is£ —je (A.12)
Ws Wg
Substituting (A.12) into (A.1) while keeping the last detive unchange we obtain

dips

Vs = Ryig + j X'is + Ve + o

(A.13)

The transient representation of (A.13) can be depicted@srsin Figure A.1
By eliminating the rotor current and expressing the rotox fluterm of v,, the rotor
equation will be
dv! 1 Xm
T = Ve = I(Xe = X)) sVl + 5 (A19)
By removing derivative in the stator voltage equation thedtbrder model of the ma-
chine can be obtained. Subsequently, the transient regedss is shown in Figure A.2
The torque equation can be expressed as

T.=S [wsis*] (A15)

Substituting (A.7) into (A.15), we have

X ve

T.=S Kis— + jv—) 1] (A.16)
Wy Wg

T,=S [jﬁis*} (A.17)



+
S
, \Y
v s

Figure A.2: Transient representation of the third-ordeuiction generator.
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Appendix B

Blade Element Method

According to the blade element method (sometimes calledde element theory or the
blade element momentum) [30, 31] a turbine blade is divice#d several cross-sections
along the radius. The total forces applied to the blade aretim of force on each section.
Two major force components that act on each blade segmel$eed-igure B.2): (1) lift
force, which occurs because of the pressure differencedegtthe upper and the lower side
of the blade, the force direction is orthogonal to the edaiviawind speed, and (2) drag
force, which acts on the same direction of the equivalentispeed.

Qr(l+a)

Figure B.1: Wind velocity components in blade element métho

The relative wind velocity is

vy = /U2 (1 —a)? + Q2r2(1 + )2 (B.1)

Consider anV blade turbine with cord length the axial rotor torque is given by
1
T = / i,onyc(CLsmgb — Cpcosg)ror (B.2)

Typical value of lift and drag coefficient for different aegbf attack is shown in Fig-
ure B.3.
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F_sing-E

Figure B.2: Forces act on a turbine rotor blade segment ohebddement method.

Notation

Vs IS the far upstream wind velocity or the undisturbed windedl.

a is the axial flow induction factor, this constant represeattional reduction in wind
velocity at the rotor plane (actuator disc) compared to ti@isiurbed wind velocity.

a’ is the tangential flow induction factor.

vy is the relative wind velocity at the blade.

a isthe angle of attack.

I} is the pitch angle.

[0) is the angle of relative wind velocity,. to the rotor plane.
()  isthe rotational speed of the turbine rotor.

<

is the radial position of the blade section.
C; isthe lift coefficient.

Cp isthe drag coefficient.

F; isthe lift force.

Fp isthe drag force.

Fr isthe resultant force.
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Lift Drag

Coefficient

Angle of attack (deg)

Figure B.3: Lift and drag coefficient for a typical blade.
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Appendix C

Alsvik Wind Turbine Parameters

Table C.1: Wind turbine parameters.

Parameter Value Units
Hub height 30 m
Rotor diameter 23.2 m
Rotor rated speed 42 r.p.m.
Gearbox ratio 23.75

Turbine inertia constant, 2.6 s
Generator inertia constant, 0.22 s
Stiffness constank’ 141.0 p.u.

Damping factor (when applied) 3.0 p.u.

Table C.2: Generator parameters.

Parameter Value Units
Rated power 210 KkVA
Rated voltage 415 V
Stator resistance, 0.0121 p.u.
Stator leakage inductanceé, 0.0742 p.u.
Mutual inductanceX,,, 2.7626 p.u.
Rotor resistanc®, 0.0080 p.u.
Rotor leakage inductance, 0.1761 p.u.

Table C.3: Compensating capacitor parameters.

Parameter Value Units
Grid rated voltage 400 V
Capacitor bank susceptanbe 0.11 p.u.
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Appendix D

Olos Wind Farm Parameters

Table D.1: Generator parameters.

Parameters Values Units
Power rating £,,) 600 kW
\oltage rating 690 V
Stator resistanceH;) 0.0642 pu
Stator reactanceX;) 0.0067 pu
Magnetizing reactanceX(,,) 2.79 pu
Rotor resistancekH,) 0.0799 pu
Rotor reactanceX() 0.0920 pu

Table D.2: Mechanical shaft parameters.

Parameters Values Units
Turbine inertia ;) 210 kgm2
Generator inertia.f;) 16 kgm2

High speed shaft and gearbox iner- 8 kgm2
tia (estimated)

Spring constantk() 7965 Nm/rad
Gear ratio §r) 55

Table D.3: No-load reactive power compensator.

Parameters Values Units
High-speed mode 162.5 kVAr
Low-speed mode 62.5 kVAr
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Table D.4: Transformer data.

Parameters Values Units
Type 21/0.69 kV Dyn11

Power rating §,,) 800 kVA
Short-circuit impedance4,) 48 %
Short-circuit power ) 6730 W
Power at no-load#®,) 934 W

Table D.5: Rising cable to the generator.
Parameters Values & Units
ImpedanceX) 0.01382/7.8°

Table D.6: Grid data (21 kV side of the wind turbine step-w@msformer.)
Parameters Values & Units
ImpedanceX) 8.27€2/60°

Table D.7: Line from wind farm to the substation.
Parameters Values & Units

Impedance (2) 4.080/25°
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Appendix E

Parameters Used for Simulation of
Frequency Deviation

Table E.1: Synchronous generator (GENSAL) parameters.

Parameters Values Units
T, 5 sec
T 0.05 sec
T, 0.1 sec
Inertia (H) 3 pu
Speed dampingl}) 0 pu
X, 1.1 pu
X, 0.7 pu
X} 0.25 pu
X=X/ 0.2 pu
X 0.15 pu
S(1.0) 0.1 pu
S(1.2) 0.3 pu
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Table E.2: Hydro governor (HYGQV) parameters.

Parameters

Values Units

Permanent droopH)
Temporary droopr()
Governor time constantl)
Filter time constant{})
Servo time constanfl{g)
Gate velocity limit (VELM)
Maximum gate limit (GMAX)
Minimum gate limit (GMIN)
Water time constant (TW)
Turbine gain 4,)

Turbine damping D;...)

No load flow gy)

0.04
0.8

5 sec
0.05 sec
0.2 sec
0.1
0.95

0

1

1

0

0
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Appendix F

Wind Turbine Parameters

Table F.1: Generator parameters.

Parameters Values Units
Power baséSy,s.) 781 kVA
\oltage bas€U,.) 690 V
Stator resistancer, ) 0.00539 pu
Stator leakage reactant& ;) 0.09062 pu
Magnetizing reactanceX,,) 3.31065 pu
Rotor resistancér,) 0.007616 pu
Rotor leakage reactan¢é’,;) 0.100718 pu
Generator rotor inertia constant 0.53273 s
(H,)

Table F.2: Drive-train parameters.

Parameters Values Units

Power baséSy,s.) 781 kVA
Turbine rotor and low speed shaft 5.8 s
inertia constantéH,)

Shaft stiffnesg K;) 0.5603
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