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We consider a heterostructure consisting of a normal metal and a superconductor separated by
a spin-active interface. At finite bias voltages, spin-filtering and spin-mixing effects at the interface
allow for an induced magnetization (spin imbalance) on the superconducting side of the junction,
which relaxes to zero in the bulk. Such interfaces are also known to host a pair of in-gap Andreev
bound states which were recently observed experimentally. We show that these states are responsible
for the dominant contribution to the induced spin imbalance close to the interface. Motivated
by recent experiments on spin-charge density separation in superconducting aluminum wires, we
propose an alternative way to observe spin imbalance without applying an external magnetic field.
We also suggest that the peculiar dependence of the spin imbalance on the applied bias voltage
permits an indirect bound state spectroscopy.

PACS numbers: 74.78.Na,73.63.-b,74.45.+c

I. INTRODUCTION

Non-equilibrium phenomena in superconductors have
attracted much attention since the pioneering works on
charge imbalance by Clarke and co-workers.1–4 They
found that an excess charge brought into a supercon-
ductor by tunneling electrons reduces the Cooper pair
density close to the interface because of the charge neu-
trality constraint. This leads to a non-vanishing resis-
tance of this part of the superconductor. The theoretical
picture proposed to explain this effect2 was based on im-
balance between the number of electron-like and hole-like
quasiparticles in the superconductor when the bias was
higher than the superconducting gap.

Each electron tunneling into the superconductor also
brings along its spin moment. Therefore, if the number
of injected electrons is different for opposite spin projec-
tions (e.g. by using a ferromagnet instead of a normal
metal, or by applying a magnetic field) it is possible to in-
duce a non-equilibrium magnetization, or spin imbalance,
together with the charge imbalance at the superconduct-
ing side of the interface. In a normal metal, charge and
spin of an electron are bound together. The nature of
Bogoliubov quasiparticles in a superconductor is more
complicated. Indeed, recent experiments5–7 have demon-
strated spin and charge density separation,8 a situation
when charge imbalance and spin imbalance relax away
from the interface on different length scales. We note
that in these experiments the orbital pair-breaking ef-
fect of an external magnetic field was needed to observe
spin-charge density separation.

Here, we propose an alternative way to observe spin
imbalance, which does not require a magnetic field. Our
idea relies on the possibility of fabricating spin-active
interfaces.9–20 One can imagine such interface as a mag-
netic layer with spin-dependent transmission amplitude
and phase (via Larmor precession around the intrin-
sic magnetic moment of the layer). A superconductor
coated with a spin-active layer hosts a pair of interface

bound Andreev states, whose properties are controlled
by parameters of the interface.11,12 They have been
observed in recent tunneling experiments on nanoscale
superconductor-ferromagnet junctions.21 We show in this
paper that these states give a dominant contribution to
the spin imbalance effect near the interface and comment
on the possibility of measuring this effect experimentally.

The paper is organized as follows. In Sec. II we de-
scribe the theoretical model of the spin-active interface,
make a short introduction to the quasiclassical Green’s
function method,22–24 and explain technical details of
calculations. In Sec. III we present the main results of
the paper and discuss their relation to the recent exper-
iments. Sec. IV summarizes our findings and concludes
the paper.

II. THEORETICAL MODEL

A. Spin-active interface

Consider a junction between a normal metal (N) at z < 0,
and a superconductor (S) at z > 0, with a spin-active in-
terface at z = 0, as in Fig. 1(a). Assuming a smooth
specularly reflecting interface invariant in the transver-
sal direction, we may consider spatial dependence along
the longitudinal z-axis only. A simple model of such an
interface can be quantified by the following scattering
matrix12 connecting incoming and reflected electrons in
the normal state,

S =

(
Sd iSnd
iSnd Sd

)
, Sd = [R+ ρ(µ̂ · σ)] ei(µ̂·σ)ϑ/2,

Snd = [D + δ(µ̂ · σ)] ei(µ̂·σ)ϑ/2, (1)

with reflection coefficients R = (
√
R↑ +

√
R↓)/2, ρ =

(
√
R↑ −

√
R↓)/2, and transmission coefficients D =
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FIG. 1. (color online). (a) A normal metal (N) – superconduc-
tor (S) junction with a spin-active interface is characterized by
an intrinsic magnetic moment along µ̂. The closed trajectory
indicates formation of Andreev surface bound states. (b)-(d)
Local density of states in S as function of distance from the
interface for spin mixing angles ϑ = 0, 0.49π, and 0.83π. The
interface transparencies are D↑ = D↓ = 0.06. Here, θ is the
incidence angle, ξ0 is the superconducting coherence length,
TC the critical temperature, and NF the density of states at
the Fermi energy in the normal state.

(
√
D↑ +

√
D↓)/2, δ = (

√
D↑ −

√
D↓)/2. They fulfill

R↑,↓ +D↑,↓ = 1. Note that S in Eq.(1) is a 2× 2 matrix
in the “left-right” space, i.e. [S]11 refers to the reflection
from N to N, while [S]12 describes the transmission from
N to S. In addition, each element of S is itself a 2 × 2
matrix in spin space, where σ is a vector of spin Pauli
matrices. We have written explicitly the scattering ma-
trix for particles, S. The corresponding scattering matrix
for holes is given by Sh = S̃†, see Eq.(6) and Ref. 24.

For an impenetrable wall (R↑ = R↓=1), reflections are
accompanied by spin-dependent phase shifts through the
spin-mixing angle ϑ.10–12 This leads to formation of sur-
face bound states, trapped between the impenetrable wall
and the bulk of the superconductor by the superconduct-
ing gap ∆ in the spectrum. A Bohr-Sommerfeld quan-
tization rule can be set up25 by considering the closed
loop in Fig. 1(a). A spin-mixing phase ±ϑ/2 is picked
up during reflection at the interface, where the signs
correspond to spin-up and spin-down states. An en-
ergy (ε) dependent phase shift −γ(ε) ∓ χ is picked up
during Andreev reflection, where the signs correspond
to electron-hole and hole-electron conversion processes.
Here, γ(ε) = arccos(ε/∆), and ∆ and χ are the mag-
nitude and phase of the superconducting order parame-
ter, respectively.26 The quantization condition becomes
ϑ−2γ(ε) = 2nπ, where n is an integer. The resulting sur-
face states appear at energies εABS = ±∆ cos(ϑ/2).11,12

The wave functions of the surface states decay into the

bulk of the superconductor at a characteristic length
ξABS(θ) ' ~vF cos θ/

√
∆2 − ε2ABS , where θ is the an-

gle between the quasiparticle trajectory and the z-axis,
see Fig. 1(a), and vF is the quasiparticle velocity at the
Fermi surface in the normal state. This length scale
can be very long if the bound state is close to the gap
edge εABS . ∆. However, after averaging over all
angles, as in the local density of states, Fig. 1(c)-(d),
the bound state peak still decays27 at a short distance
of the order of the superconducting coherence length
ξ0 = ~vF /2πkBTC , where TC is the critical tempera-
ture. For a tunnel barrier (D↑,↓ � 1), the surface states
broaden into resonances of width ∼ D↑,↓∆. As confirmed
experimentally,21 the positive- and negative-energy reso-
nance peaks correspond to quasiparticle states with op-
posite spin projections, see Fig. 2(c)-(d). We note that
when ϑ = 0, there are no bound states at the interface,
see Fig. 1(b).

B. Quasiclassical Green’s function

For the calculations we utilize the quasiclassical
Green’s function formalism22–24 and the goal is to calcu-
late the function ǧ(ε,pF , r, t). Here ε is the quasiparticle
energy, pF is the quasiparticle momentum on the Fermi
surface, r is the spatial coordinate, and t is the time.
Below we will omit function arguments for brevity. This
function has a 2 × 2 matrix structure in Keldysh space
denoted by ”check”,

ǧ =

(
ĝR ĝK

0 ĝA

)
, (2)

and a 2× 2 matrix structure in Nambu (or particle-hole)
space denoted by ”hat”,

ĝR,A =

(
gR,A fR,A

f̃R,A g̃R,A

)
, ĝK =

(
gK fK

−f̃K −g̃K
)
, (3)

where gR,A,K , fR,A,K , etc. are 2 × 2 spin matrices. It
satisfies the quasiclassical Eilenberger equation28

[ετ̂31̌− ȟ, ǧ]⊗ + i~vF ·∇ǧ = 0̌, (4)

where the self-energy matrix ȟ is parametrized as

ȟ =

(
ĥR ĥK

0 ĥA

)
,

ĥR,A =

(
ΣR,A ∆R,A

∆̃R,A Σ̃R,A

)
, ĥK =

(
ΣK ∆K

−∆̃K −Σ̃K

)
, (5)

and ΣR,A,K , ∆R,A,K , etc. are spin matrices. We intro-
duce the “tilde”-operation defined by

Ỹ (ε,pF, r, t) = Y (−ε∗,−pF, r, t)
∗. (6)

where ε = ε for the Keldysh components and ε = ε± i0+
for retarded and advanced components, respectively. The
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matrices τ̂3 and 1̌ are third Pauli matrix in Nambu space
and unity matrix in Keldysh space. Equation (4) has to
be supplemented by the normalization condition

ǧ ⊗ ǧ = −π21̌, (7)

where the ⊗-product is defined by

Ǎ⊗ B̌(ε, t) = ei~(∂
A
ε ∂

B
t −∂

A
t ∂

B
ε )/2Ǎ(ε, t)B̌(ε, t). (8)

We employ the Riccati parametrization23,24,29,30 for
the elements of Eq.(2). Then Eq.(4) and Eq.(7) trans-
form into a system of equations, which can be solved
efficiently either analytically or numerically. On the
other hand, to solve Eq.(4) and Eq.(7) near the in-
terface we have to specify appropriate boundary con-
ditions. This is a non-trivial question because the in-
terface modeled by a sharp boundary cannot be de-
scribed quasiclassicaly. Therefore one has to derive ef-
fective boundary conditions. This problem was solved
by several authors9,11,12,23,24,31 for the Eilenberger equa-
tion and others32–34 for the Usadel equation35 (which is
obtained as a diffusive limit of the Eilenberger equation).
In our work we use the boundary condictions derived in
Ref. 24 which take the scattering matrix Eq.(1) as an
input. These equations are rather lengthy and are not
rewritten here. We note that in this paper we study sta-
tionary non-equilibrium and the time coordinate t drops
out. The ⊗-product then reduces to simple matrix mul-
tiplication.

Finally, in general, Eq.(4) has to be solved self-
consistently together with the corresponding self-
consistency equations for the self-energies Eq.(5). In par-
ticular, the order parameter of an s-wave singlet super-
conductor ∆R

0 (r) = iσ2∆0(r) reads

∆0(r) = − iλNF
8π

∫ εc

−εc
dε

∫
dΩpF

4π
Tr
[
iσ2f

K(ε,pF , r)
]
,

(9)

where λ < 0 is the electron-phonon coupling constant
and εc is the high-energy cut-off of the order of the Debye
frequency. ∆0(r) is a scalar complex-valued function.

As soon as the Green’s function is known one can cal-
culate various physical observables,36 such as spin imbal-
ance,

M(r) = 2µ2
BNFB(r)

+
iµBNF

8π

∫
dε

∫
dΩpF

4π
Tr
[
α̂ĝK(ε,pF , r)

]
, (10)

and local density of states,

N(ε, r) = −NF
2π

Im

{∫
dΩpF

4π
Tr
[
τ̂3ĝ

R(ε,pF , r)
]}

. (11)

Here α̂ = diag(σ,σ∗) is a block-diagonal matrix in
Nambu space, B(r) is an external magnetic field, µB is
the Bohr magneton, e is the electron charge, and NF is
the density of states at the Fermi level in the normal
state.
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FIG. 2. (color online). (a) Interface value Meq(0) as function
of spin-mixing angle. (b) Semi-log plot of Meq(z)/Meq(0) as
function of distance from the interface. (c)-(d) Spin-down
and spin-up local density of states N↓,↑(ε, z) as function of
distance for ϑ = 0.66π. D↑ = D↓ = 0.06, and T = 0.01TC .

C. Details of the calculation

We assume that a finite bias voltage V is applied across
the NS junction, Fig. 1(a). It is convenient to split the
Keldysh Green’s function into spectral and anomalous
parts,23,24

ĝK =
[
ĝR − ĝA

]
tanh

ε

2kBT
+ ĝa. (12)

To avoid confusion we stress that the term “anoma-
lous” in this context describes the deviation from equi-
librium. It should not be confused with the off-diagonal
Green’s function in Nambu space, fR in Eq.(3), which
describes superconducting electron-hole coherence, and
is also sometimes called “anomalous” in the literature.
Here ĝa describes pure non-equilibrium effects due to
applied bias voltage V and has both diagonal and off-
diagonal elements in Nambu space. Then the spin im-
balance Eq. (10) is expressed as

M(z) = Meq(z) + Mne(z). (13)

The first term corresponds to the spectral part of ĝK . It
exists in equilibrium and is sometimes called inverse prox-
imity effect.37–41 The second term, related to the anoma-
lous propagator ĝa in Eq.(12), is a true non-equilibrium
contribution and it depends explicitly on applied bias
voltage.
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FIG. 3. (color online). Non-equilibrium part of spin imbalance. (a) Interface value as a function of bias voltage for ϑ = 0,
D↑ = 0.06, and D↓ = 0.02. (b) Interface value for ϑ = 0.32π (black circles), ϑ = 0.49π (blue rectangles), ϑ = 0.66π (red
diamonds), ϑ = 0.83π (green triangles), and D↑ = D↓ = 0.06. (c) Semi-log plot of Mne(z)/Mne(0) for eV = 3.2kBTC (solid
lines) and eV = 1.7kBTC (dashed lines). The grey rectangle in (a)-(b) depicts the subgap region. Temperature T = 0.01TC .

There are several mechanisms responsible for spin
relaxation,42 among which are scattering against mag-
netic impurities or presence of spin-orbit coupling in com-
bination with momentum scattering by e.g. scalar impu-
rities. In this work we focus on the simplest mechanism,
namely scattering by magnetic impurities characterized
by a spin-flip length lsf = vF τsf , see Ref. 43,

ȟsf (ε, z) =
~

2πτsf

∫
dΩpF

4π
(τ̂31̌)ǧ(ε,pF , z)(τ̂31̌), (14)

where τsf is the spin-flip time. The presence of a small
fraction of magnetic impurities can significantly reduce
the order parameter.43–45 We consider the case lsf � ξ0,
for which the pair breaking effect is small. For the
calculations we use lsf ≈ 300ξ0 and compute the bulk
impurity self-energy and the bulk order parameter self-
consistently. We obtain ∆ ≈ 1.776kBTC , which is a bit
higher than the usual BCS value because of the presence
of magnetic impurities: the critical temperature TC de-
creases faster than the order parameter as a function of
magnetic impurities concentration.43,44 We note that the
order parameter is real in our case since we neglect, for
simplicity, superfluid momentum in the superconducting
region as it has a small effect on spin imbalance.

The results presented below are for the experimentally
relevant tunneling limit, D↑,↓ � 1. In this case, surface
states have a well-defined energy. In the tunneling limit,
and for small spin-mixing angles ϑ, the order parame-
ter is only marginally suppressed near the interface and
self-consistency of self-energies may be neglected when
computing spin imbalance. Below we focus on such a
non-self consistent calculation (also for arbitrary ϑ) of
interface properties and comment in the end on the ef-
fects of self-consistency. Finally, since there is a single
spin quantization axis in the problem given by the in-
terface moment µ̂, the spin imbalance is parallel to it,
M(z) = M(z)µ̂.

III. RESULTS AND DISCUSSION

A. Spectral part of spin imbalance: inverse
proximity effect

We start by discussing the spectral part of spin imbal-
ance, see Fig. 2. By definition,

Meq(z)=
µB
2

∫
dε [N↑(ε, z)−N↓(ε, z)] tanh

ε

2kBT
, (15)

where N↑,↓(ε, z) are spin-resolved local densities of states.
The magnitude of Meq(z) is determined by the weight
of the Andreev states in the total density of states,
see Fig. 2(c)-(d). In Fig. 2(a) we plot the interface
value as function of spin-mixing angle. The decrease of
Meq(0) for large values of ϑ is due to overlap (in en-
ergy space) of the bound state peaks. One can show
that Meq(z) = sinϑf(z, ϑ), see Ref. 41, and vanishes at
ϑ = 0 and π. Note that Meq(z) is not purely sinusoidal
because of the function f(z, ϑ), as can be seen in the fig-
ure. In Fig. 2(b) we show how the equilibrium part of
spin imbalance decays away from the interface. It turns
out that contributions to Meq(z) from bound states and
from continuum states quickly cancel each other as we
move into the bulk. Therefore, the inverse proximity ef-
fect decays on the short coherence length scale ξ0 inde-
pendently of ϑ.37–39,41 We emphasize that the spectral
contribution Meq(z) exists at zero bias and is a conse-
quence of the interface-induced difference between the
spin-resolved densities of states, and no direct quasipar-
ticle injection is needed. Therefore the decay of this con-
tribution is governed by a healing length of a supercon-
ductor, which is ξ0.

B. Non-equilibrium part of spin imbalance

Let us now consider the non-equilibrium part46 of spin
imbalance, Mne(z), see Fig. 3. There are two main con-
tributions: spin-filtering (ϑ = 0, D↑ 6= D↓) and spin-
mixing (ϑ 6= 0, D↑ = D↓). In Fig. 3(a)-(b) we plot the
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FIG. 4. Derivative of the anomalous part of spin imbalance with respect to bias voltage for: (a) ϑ = 0, D↑ = 0.06, and
D↓ = 0.02; (b) ϑ = 0.32π and D↑ = D↓ = 0.06 ; (c) ϑ = 0.66π and D↑ = D↓ = 0.06. Solid, dashed and dotted lines correspond
to z = 0, ξ0, and 2ξ0, respectively. The grey rectangle depicts the subgap region. Temperature T = 0.05TC .

interface values, Mne(0), as function of bias voltage for
these two components. They have different symmetries
under V → −V . The spin-filtering component is an odd
function since positive and negative biases correspond to
adding or withdrawing majority spins. The spin-mixing
component is an even function because positive and neg-
ative biases correspond either to populating an Andreev
surface state at positive energy with one spin projec-
tion or depopulating the corresponding negative energy
state with the opposite spin projection. Furthermore,
their voltage dependences are different. The spin-filtering
component is due to injection into continuum states and
depends on the size of the bias window and grows linearly
at large bias, but is quenched in the sub gap region. The
spin-mixing component, Fig. 3(b), consists of a sharp in-
crease of spin imbalance for voltages corresponding to the
energy of the surface state, but saturates quickly when
the whole resonance lies in the bias window, since the dif-
ference between spin-resolved densities of states is small
in the continuum |eV | > ∆. For general parameters,
the two components are superimposed (not shown), but
we note that the spin-mixing component dominates at
the interface because the bound state is completely spin
polarized and its occupation leads to a large spin imbal-
ance. We emphasize that the non-equilibrium part of spin
imbalance is a result of a direct quasiparticle injection,
ĝa(ε,pF , z) ∝ D↑,↓. Hence the difference in magnitude
between the spin-filtering and spin-mixing contributions.
The former is a result of tunneling into the continuum of
states above the gap, while the latter is predominantly
due to the sub-gap bound state resonance.

In Fig. 3(c) we show the spatial dependences of the
spin-filtering and spin-mixing contributions. For the case
of pure spin-filtering and eV > ∆, we inject spin polar-
ized quasiparticles into continuum states. This contribu-
tion relaxes through scattering against magnetic impuri-
ties and decays on the spin-flip length scale, lsf [slowly
decaying, magenta line, in Fig. 3(c)]. For the case of
pure spin-mixing and εABS < eV < ∆, we populate
only the Andreev bound state and Mne(z) decays, after
averaging46 over the Fermi surface, on the length scale

ξeffABS = ~vF /
√

∆2 − ε2ABS (dashed lines) that can be

long when the bound state is close to the gap edge (small
ϑ). When eV > ∆, εABS , we also populate a fraction of
continuum states. Then, close to the interface the spatial
dependence is determined by the Andreev bound state,
while for distances far enough that the bound state has
decayed, the dominant contribution comes from the con-
tinuum with decay length lsf (solid lines).

C. Relation to experiment

Let us now discuss the implications of our results for
experiments. In Ref. 7, a non-local differential conduc-
tance of a NISIF structure (”I” stands for insulator and
”F” for ferromagnet) gnl ∝ dIdet/dVinj in an external
magnetic field was measured. Here, Idet is the current
at the detector electrode in response to an injection volt-
age Vinj . For analysing the data they used the tunnel
model,47

Idet =
Gdet
eNF

[
(Q∗↑ +Q∗↓) + Pdet(S↓ − S↑)

]
, (16)

where Gdet is the normal state detector conductance,
Pdet is the detector spin polarization, Q∗↑,↓ are the

spin-up/down contributions to charge imbalance,6 and
S↑,↓ are the spin-up/down densities induced by a spin-
polarized current.6 In order to separate the spin and
charge imbalance parts they used symmetries: the charge
imbalance Q∗ = Q∗↑ + Q∗↓ is anti-symmetric with re-
spect to Vinj , since for negative values electrons are in-
jected into the system, while holes are injected for pos-
itive values. The spin imbalance, created by an exter-
nal magnetic field, is symmetric with respect to Vinj .
Therefore Isymdet (Vinj) ∝ (S↓ − S↑) and gasymnl (Vinj) ∝
d(S↓−S↑)/dVinj . Note that the differential conductance
has opposite symmetry to the current. At the same time
the induced magnetization is M = (|e|g/2m)(S↓ − S↑),
where g is the electron g-factor and m is the electron ef-
fective mass. Therefore the non-local signal, within the
model of Eq.(16), is gasymnl (Vinj) ∝ dM/dVinj .

In the experiment, the external magnetic field was cru-
cial as the spin imbalance was created through spin po-
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larization of the superconducting density of states (Zee-
man effect).48,49 In our case the spin polarization comes
from the interface-induced Andreev states. In another
experiment, Ref. 5, they measured a non-local differen-
tial resistance in a FISIF structure. Again, an external
magnetic field was crucial to observe spin imbalance be-
cause otherwise the only source of spin imbalance is the
spin-filtering effect, which has the same symmetry as the
charge imbalance and is much smaller.5 Finally, the (or-
bital) pair-breaking effect of the external magnetic field50

made the charge imbalance signal decay faster51 than the
spin imbalance in both experiments, a situation that was
called spin-charge density separation.5,8

In Fig. 4(a)-(c) we plot the derivative of Mne(z) with
respect to bias voltage. Note that Meq(z) is indepen-
dent of V and is not relevant for these experiments. The
spin-filtering part, Fig. 4(a), has the same symmetry with
respect to V as the non-local conductance due to charge
imbalance (see Refs. 5 and 7) and it cannot be separated
from the latter by the symmetry arguments used above.
That is why it was not observed in the experiment in
Ref. 5. The derivative of the spin-mixing contribution,
Fig. 4(b)-(c), resembles the non-local conductance due
to spin imbalance in Ref. 7. We note that peaks ob-
served experimentally occurred at voltages near the gap
edges. In our case the peak positions as well as their de-

cay length ξeffABS are determined by the bound state en-
ergies ±εABS . Therefore spin imbalance measurements
can be used for bound state spectroscopy. Our analysis
suggests that it is possible to observe the spin imbal-
ance signal by doing analogous non-local measurements
without applying an external magnetic field. We leave
for future studies a quantification of spin-charge density
separation in our setup, since it is necessary to compute
the order parameter self-consistently to properly describe
charge imbalance. For spin imbalance, self-consistency is
not as crucial.

For highly transparent junctions, the width of the An-
dreev bound state is proportional to the barrier trans-
parency while its weight in the total density of states is

proportional to the reflection coefficient.12 Thus, for the
case of high transparency junctions, the resulting spin
imbalance signal will be reduced and it will be difficult
to assign a single decay length to the Andreev resonance
states. We therefore conclude that it is desirable to work
with spin-active tunnel junctions.

In case of a disordered sample, the mean free path
l reduces the superconducting coherence length, ξ0 →
ξ =

√
lξ0/3.52 In our model this means that the results

we presented above hold but the length scale is reduced
to ξ. In fully self-consistent calculations, the disorder
broadens the bound states,11 but we believe our results to
be still valid. Consequently, to test our predictions, clean
samples give better spatial resolution of spin imbalance.

IV. SUMMARY

In summary, we have computed spin imbalance in a
normal metal–superconductor hybrid structure with a
spin-active interface at finite bias voltage. The interface-
induced Andreev bound states, existing at subgap ener-
gies, play a dominant role in creating the spin imbalance
effect. For distances of the order of tens of supercon-
ducting coherence lengths away from the interface, spin

imbalance relaxes with the characteristic length ξeffABS set
by the bound state. Currently used non-local conduc-
tance measurement techniques can in principle be used
to observe this effect experimentally, as it possesses the
same symmetry as the Zeeman-induced spin imbalance
signal already observed in recent experiments, and is of
opposite symmetry to the charge imbalance signal. The
advantage of our setup is that it does not require an ex-
ternal magnetic field and that the characteristics of the
spin imbalance are controlled by parameters of the inter-
face, which can in principle be engineered.53
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21 F. Hübler, M. J. Wolf, T. Scherer, D. Wang, D. Beckmann,
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