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Multiple-Input-Single-Output Systems using Partial
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Behrooz Makki, Tommy SvenssoB8enior Member, IEEE, Thomas Eriksson and Merouane Debbkadi|ow, |IEEE

Abstract—This paper studies the problem of feedback resource
allocation in multiple-input-single-output (MISO) channels utiliz-
ing partial channel state information (CSI) feedback. Con&lering
low/moderate signal-to-noise ratios (SNRs), the optimal upntiz-
ers and the feedback bit allocation maximizing the throughpt
are obtained in the asymptotic case where the number of feedizk
bits increases. Moreover, the results are utilized to derig the
optimal retransmission rates in the automatic repeat requset
(ARQ) protocols and joint CSI-ARQ schemes are proposed for
the MISO setups. We show that uniform channel amplitude
quantization is asymptotically optimal, in terms of throughput.
Also, the optimal retransmission rates of the incremental edun-
dancy (INR) ARQ protocols follow an arithmetic progression
in the exponential domain. Under certain conditions, a MISO
system using quantized CSI can be mapped to a MISO or a
SISO (S:single) setup using ARQ or joint CSI-ARQ feedback,
in the sense that they lead to the same throughput. Finally,
to maximize the throughput, the optimal number of channel
direction quantization bits should be (M —1) times the number of
amplitude quantization bits, where M is the number of transmit
antennas.

I. INTRODUCTION

From another perspective, automatic repeat request (ARQ)
is a sequential feedback approach to provide the transmitte
with information about the channel quality. The optimipati
of the (re)transmission rates in the ARQ protocols is byffitse
a complex non-convex problem [2], [24]-[27]. However, as
demonstrated in [2], [24] and in the following, under certai
conditions the ARQ-based system can be mapped into an
equivalent setup using quantized CSI feedback, in the sense
that they lead to the same throughput. Thus, it is intergstin
to address the optimal CSI quantization and feedback bit
distribution problem, because, as illustrated in the foilg,
the results are useful not only for the quantized CSI schemes
but also for deriving the optimal ARQ-based retransmission
rates.

This paper studies the design of CSI quantization and
feedback bit allocation in the multiple-input-single-put
(MISO) setups. The optimization objective function is the
system throughput. Also, the discussions are presented for
the low/moderate signal-to-noise ratio (SNR) regimes and i
the asymptotic conditions when the number of feedback bits

Designing the optimal channel state information (CSificreases. In the meantime, the analytical conclusiongimat

quantization and feedback bit allocation for, e.g., mazing With the numerical simulations with very high accuracy when
the power-limited throughput is a complicated non-convdgsted for finite numper_of feedbgck bits. Moreover, we deriv
problem which, depending on the fading model, may ha\?@_e optimal retransmission rates in the ARQ protocols,enes

no closed-form solution [1]-[3]. Particularly, the probie i0int CSI-ARQ approaches for the MISO networks and show
becomes more complex when the number of antennas at #gditions for when the quantized CSI, the ARQ and the joint

transmitter(s) or receiver(s) increases. For this reasust

CSI-ARQ feedback schemes can be mapped to each other.

of the papers in the field of quantized CSI feedback focus The main conclusions of the paper are as follows:

on either channel amplitude quantization, e.g., [4], [5] or ®
channel direction quantization [6]-[15] and the quaniorats
normally based on random vector quantization or predefined
tables of thresholds [13]-[16]. However, as also discussed
e.g., [17]-[21], considerable performance improvementlma  °
achieved when both partial channel direction and amplitude
information are exploited for rate/power adaptation. Oa th
other hand, feedback bit distribution is mostly based on sim
ulations [22], [23] and the problem of joint CSI quantizatio °
and feedback bit allocation for maximizing the throughpas h

not been well formulated yet.
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Considering low/moderate SNRs and product channel
quantization codebooks with high number of feedback
bits, uniform channel amplitude quantization is optimal
in terms of throughput.

The optimal low-SNR retransmission rates of the in-
cremental redundancy (INR) ARQ protocols follow an
arithmetic progression rule in the exponential domain
when the number of retransmissions increases.

With proper setting of the number of quantization regions,
the transmission power and the number of retransmis-
sions, there exist mappings between the MISO and SISO
(S: single) systems using joint channel direction and
amplitude quantization, only channel amplitude quanti-
zation, the INR ARQ or joint CSI-INR ARQ feedback,
in the sense that they result in the same throughput.
With sufficiently large number of feedback bits and
low/moderate SNRs, we hav@ = (M — 1)A where

M is the number of transmit antennas agdand A/



represent the optimal number of channel direction and Outage region Region &,
amplitude feedback bits, respectively. Interestinglyy ou  f..

theoretical results are in harmony with the feedback bit (@
allocation rules in, e.g., the 3GPP standards [1, Section
IV.A].

Moreover, the numerical results indicate that the optimal

channel amplitude quantization boundaries get closer to ze g1 827 8 8l &N

when the transmission power increases. Also, the efficiency
of the uniform channel amplitude quantization is improvegd b
increasing the number of transmit antennas. Finally, sunbist
throughput increment is achieved via very limited number of
feedback bits, if the feedback signal is properly designed.

We should mention that the problem of CSI quantization
has been previously studied in various papers, e.g. [2]-[21
but we develop new techniques and derive new conclusions
that have not been presented before; as opposed to [2]-[16],
we consider MISO setups, both the channel amplitude aaﬂure 1. The quantization boundaries in (a) a SISO and (b)}xal MISO
direction quantizers are optimized in terms of throughpsétup. withM transmit antennas, the outage occurs iff the channel atializ
and we determine efficient feedback bit distribution betwedlrops into theM-dimensional ball centered at the origin with radigs,

. . . . . ... otherwise the codeword is always decoded correctly.
the channel direction and amplitude information maxintgzin
the throughput. Moreover, the problem setup of the paper is
different from the ones in [17]-[21] in which block diagno-The receiver is assumed to have perfect CSI which is an
lization and predefined quantizers have been used for delér- acceptable assumption in block-fading channels [2]—-[[2&]].
interference suppression [17], numerical methods have be&@n the other hand, the transmitter is provided with quadtize
implemented to optimize (in terms of multiuser diversityrga CSI (or ARQ feedback), as illustrated in the following\Ve
the number of quantization bits [18], a quantized CSl-basedncentrate on the continuous data communication model [2]
block diagonalization scheme is proposed for multiuser IM [24]-[26] where a new codeword transmission starts as seon a
[19] and the feedback bit allocation has been optimized ftie previous codeword transmission ends. Finally, theltesu
outage-limited average power minimization [20], [21]. &y, are presented in natural logarithm basis and the throughput
the discussions that we present about the ARQ and joint C8lven in nats-per-channel-use (npcu).
ARQ protocols have been considered by none of these papers.

IIl. PERFORMANCE ANALYSIS

With the total of B feedback bits, i.e., dividing™ into 25

Consider a MISO system with/ transmit antennas which quantization regions (QRs), the throughput of a MISO setup
can be modeled as is obtained by

y = VPh'vs + z. (1) 9B

2

Here, P is the transmission poweh = [h; ... hy]T € CM n= ZRJ Pr (RJ' < log(1 + PHhTVJ‘H )ﬂh € §J’)v (4)
and v denote the fading random vector and the unit-norm j=1
beamforming vector, respectively, is the input signal and wherev; and R, denote the unit-norm beamforming vector
z € CN(0,1) represents the white complex Gaussian noiged the data transmission rate considered for jttle QR,
added at the receiver. Alsq)” denotes the transpose operatorespectively, and;  C is thej-th QR. Also, (4) is obtained

We study independent and identically distributed (iid)dio by taking the expectation on the decodable data rates of all
fading channels where the channel coefficients remain anhstQRs.
for a long time, determined by the channel coherence time, an To maximize the throughput, the boundaries of the QRs, the
then change according to their probability density funtio transmission rate®; and the beamforming vectovs should
(pdf:s). The results are obtained for the family of expoi@nt be optimized which, as stated before, cannot be determined
distributions [28, Section 4.4] which can model most refévawith a closed-form solution. Therefore, suboptimal quzats
fading conditions. Letf¢ and Fi; be the pdf and the cumu-are normally considered and numerical solutions are atlliz
lative distribution function (cdf) of a random variable ihet [4]-[18], [20], [21]. Here, we consider the class of product
family of exponential distributions. Among the properti&)s channel quantization codebooks which quantize the channel
the family of exponential distributions are [28, Sectio#]4. direction and amplitude information separately. Note ,that
dfe(g) while being suboptimal, the product quantization apprdeah

dg < p1, (2) some advantages such as lower storage requirements aerd fast

guantization [20], [21], [29]. Also, many practical systeiare

Il. SYSTEM MODEL

v.g > Oaa,ull > 07

d
fal9) )_1 < pa. 3) 1The transmitter is assumed to know the long-term channgstits, as it

Vg > 0,3 > 0, falg) (S iThe d o K
g is required for parameter optimization.



equipped with channel amplitude quantizers [20]. Hence, tand bounding techniques. In all bounding and approximation
product quantization can be easily adopted in these systensteps of the developed results, such as (12)-(14) and (19),
With a product channel quantization approach, the chanwed upper-bound the throughput. Also, we concentrate on the
amplitude and direction information are comprised as fedlo low-SNR regime with high resolution feedback, to keep the
Defining G = ||h||*> as thesquared channel amplitude, the bounds/approximations reasonably tight. Moreover, asatiem
distribution of the random variabl€' is partitioned intoN  strated in the following, the final conclusions are in hargnon
QRS [gn, gnt1), Where g,’s are the amplitude quantizationwith the numerical simulations with high accuracy.
boundaries. Also, the channel direction information ismgqua Let us first find a relationship between the gquantization
tized into @ QRs with a uniform quantizer which is optimalboundariesy,,, Vn, as stated in Lemma 1.
for channel direction quantization in iid fading conditgoriAs Lemma 1. With a product channel quantizer and low
examples, the 1- and the 2-dimensional representatioriseof ENRs, the optimal, in terms of throughput, channel ampditud
QRs are represented in Figs. 1a and 1b, respectively. Alspiantization tends towards uniform quantization, when the
note that with the considered quantization scheme we hawember of feedback bits increases asymptotically.
NQ =25, . .
Following the same procedure as in the SISO systems Fi,OOf' Setﬂng% =0in (7) leads to
Lemma 1], [3], it can be proved that the maximum throughputpcos?y(Fg (gn41)— Fo(gn)) 14 Pcos?ygn_1y
is achieved when the channel is assumed to be equal to its  1+Pcos?vgn + fa(gn) log(Sipestg, ) = 0.
worst case in each QR. In this way, using (4), the maximum (8)
throughput is obtained by considering the beamformers akssuming low SNR regimes, i.eR; — 0, (8) is rephrased as

cording to
f hT f hT 5 Fo(gni1) — Fa(gn) + fa(gn)(gn—1—gn) =0 )
max 1n V| = 1 W;| = j COS7y, )
v, vheg; | il vheg; | il = Vgscosy ®) which leads to
where~ is the angle of the QR (See Fig. 1b as an example). _ 91+ gn1 (10)
That is, the optimal beamformer in each QR is the unit-norm " 2 '

vector at the center of the region, denotedsy and the data Here, we have uselbg(1 + ¢) — ¢ for small values of and
transmission rate associated with tjxth QR is determined (10) follows from(Fe (1)~ Fe(gn)) = f () (Grsr—gn)
as for sufficiently large number of QRs. Thus, (10) indicatestth
R; = inf log(1+ Plh"w;[?) = log(1 + Pg;cos>y). (6) at low SNRS, the qu_antization boundgries follow an arithienet
vheg; progression. That is, the optimal, in terms of throughput,
In this way, the outage occurs iff the channel realizatiofhannel amplitude quantization tends towards uniform guan
drops into thel-dimensional ball centered at the origin witrZation, when the number of QRs increases. O

radiusg, ; otherwise the codeword is always decoded correctly. |nierestingly, the conclusion of the lemma is independent
Finally, due to the symmetry of the QRs in terms of directiogs e fading pdf and the transmission power as long as we
parameters, the system throughput is found as are in low SNR regime and the number of QRs is high. Also,

N ) with uniform channel quantization we have
n= Zn*l 1Og(1 + Pgncos 7) Pr(Ge [gnvgnJrl)
B gn =01+ (n - 1)(1, (11)

N
- anl log(1 + Pgncos™y) (FG(gnH) —Fa (9n>>- wherea is the step size of the uniform quantization. Here, it is
7) interesting to note that, although Lemma 1 proves the asymp-
. . . ) totic optimality of the uniform quantizers in high-resoan
The objective of the paper is to rr;aX|m|ze (7) subject Redback regimes, we still need to find the proper step size
the total feedback budgeN@ = 27. Therefore, N, @ g, that the entire range of positive values is covered by
and the quantization boundarigs, ¥n, should be properly. the quantizer and the gradient of the throughput, with retspe

desigr:jed. TO, achievde t.his golal, \(’j"i consi:je_r ths fol‘laown}g the quantization boundaries, goes to zero. The optiynalit
procedure. First, we derive a closed-form relation between . jition of the step size is derived in Lemma 3 as explained

guantization boundarieg,, Vn (Lemma 1). The second Step the following

is to express the termos™y, which represents the effect of 1,5 fo10wing discussions are presented for the low SNR
guantized channel direction information, as a functiortof regime where, using (7), the normalized throughput fumctio

i.e., the number of direction QRs. Here, we use the results . . S
! ' ormalized by the transmission powB) is given b
[11] leading to (13). Then, the results of Lemma 1 are uttijize((P1 y P )is g y

to write the quantization boundaries as a function of the 5 o2 N ( ) — i )
number of amplitude QR4/. Lemmas 2 and 3 are dedicated C WZJ:l 9i\Felgs1) = Falo;) (12)

to derive this function. Following the steps, (7) is repledhs This is an appropriate approximation at low SNRs (see [30]
as (17) which is a function oV and@. Therefore, adding the and the references therein). Also, note that the low-SNR
constraintN @ = 22, we can determine the optimal feedbackegime is of interest in many communication scenarios such
bit distribution rules, maximizing the throughput, as ir0)2 as wideband systems, sensor networks, cognitive radi@-dee

Indeed, to follow the steps, we need to use approximatigpace communications via satellites and communication at



the edge of the cellular networks, e.g., [31], [32], where thwith respect to the quantization boundaries goes to zengs,Th
available power per degree of freedom can be vanishindi6) is obtained by finding the gradient of (12) with respect

small. to ¢g,'s, and letting it go to zero. More details can be found
To follow the steps and rewrite (12) as a function@fand in the appendik O
N, we use the bounds obtained in [11, eq. 15], i.e., . .
weus unas I .I [ g 15).1 Using (13), (14) and (16), the normalized throughput (12)
(siny) 2D < g < (51;7)72(1\471) is represented as
= 1-4Q 7T <cos>y<1-Q "1,  (13) §<E{G}1l-Q %) (1 + X (N -1
to upper bound the direction-related part of (12)cas®y < X e L -k
1 — Q ¥-1. Then, Lemma 2 is utilized to upper bound the 7;& (=) i+ 1;::0( k) Be(N —1) ’
summation part of (12) which reflects the effect of channel (17)

amplitude quantization.

Lemma 2. The normalized throughput (12) is upper boundeffhich is a function of V" and @; this was our ultilgnate goal.
Then, with a feedback budget constraii) = 27, (17) is

b
Y R used to formulate the optimal, in terms of throughput, festb
Ui <14 a(N —1) bit distribution problem as
E{G}cos2y — g1
oo - y QO N ar
SR E () mer -y w1 - @ (1 25 )
= N S e AN ’

7,§1(7$>j+1{ﬁ XJ: () By(N — 1)j+1k})}
SINQ = 25, h=0

(14)

whereBy’s are the Bernoulli numbers,{E is the expectation (18)
operator anc(Z) denotes ther choose k" operator.

Using By = 1,B; = %, lim ¢(N) — 1 and the first-order

Proof. Using (12), the bound is obtained by 0 oo ) .
approximation of the summation term in (17) by removing the

1 (@ g1 Pr(G > g1) + 12\/: Pr(G > g) termsN—’f,z‘ >1, for Ia_lrge values_ ofV, we take the logarithm
((;S K N n=2 of the objective function to rewrite (18) as

< E{G}(1+T§2fn) %%({bg(l — L) log(1— Q 1)}

QEGH(1+ 2 :gl (1+ g;l (1Y (22))) (15) Duin{ TN 4@y (29)
= E{G}(1+ % SLNQ =25,

5 1 oo 1 —1y\j+1

_ ioj (g%)jﬂ{ﬁ i: (Y BR(N — 1)j+1*k}). wherea = 1+i_1__?:%f72§21 and (d) holds for large

7=1 k=0 values of N andQ on which we focus. The optimal values of
Here, (a) comes from (11) and some manipulations dhgd N and @ are obtained by setting N ' = Q V-1, NQ =
is based on Markov’s inequalitfr(G > z) < @,x >0 2B, which definingQ = log,(Q), N = log,(N) and A =
[33, p.91]. Then(c) is obtained by (11) and Taylor expansioriog,(a) leads to
of the functionﬁ and the last equality follows from some
manipulations and the definition of Bernoulli numbers [34].

(|

Q _ M]\ZlB + I\/g\/ylft7 (20)

, , N=4B-21A (21)

Lemma 2 rephrases the throughput as a function of the first
guantization boundary; and«. Therefore, the next step to The optimal numbers of bits are the closest integers to (20)-
write (7) based or) and N is to representv as a function of (21). Interestingly, for large values d@#, (20)-(21) result in
N. The representation is derived in Lemma 3 as follows.

Lemma 3. With sufficiently high number of QRs and low Q=M -1N. (22)
SNRs, the optimal, in terms of throughput, quantizatiop sterhat is, for sufficiently large number of feedback bits and
sizea is given by low/moderate SNRs, the optimal number of quantization bits

_ NNy N) - 1 16) Cconsidered for_ channel direction information feedbac_:ldiaen
“ ’Nl—I>nooE( )= L (16) to be (M — 1) times the number of feedback bits required for

wheres(N) can be any function of the total number of QR§hannel amplitude information feedback.

N.
2Along with Lemma 3, it is interesting to note that, with thamity of

Proof. The pI’OOf follows from the fact that. for every givenexponential distributions and the optimal design of thénhigsolution uniform
! uantizer, the expected overload distortion (related ¢éodtiter region of the

power, a necessgry condition fo.r the optimality of the qi"anﬂuantizer) tends to zero faster than the granular distor@rresponding to
zation approach is that the gradient of the throughput fanct the in-region distortion) [35].



Regarding the derived bit allocation rule, the followingvherern denotes the throughput achieved with uniform channel
points worth to be mentioned: amplitude quantization ang° is the maximum throughput
achieved by exhaustive search on the amplitude QRs (Fig. 4).

° The_ derived bit allocation _ru!e is independent of th Iso, considering perfect channel direction informatiéig.
fading pdf and the transmission power as long as tr%e

transmission power is sufficiently low. Also, (22) hold shows the throughput for different quantization schenmeks a

. ) . . o = 2. The results are obtained for different total numbers
for different step sizes as long as the optimality condition . o
) o of feedback bits and transmission SNRs.
of Lemma 3 is satisfied.

, . . o As demonstrated in the figures, the optimal channel ampli-
° \s/\g:rr:eabiglgﬁgigtioanmﬂ:;uii i?]u?;;)z it;)snbggﬂroig\?ibah de quantization is very close to uniform quantizationreve
. . P dr limited number of feedback bits (Fig. 2). However, the
derived by [20] for a different problem where the goal h

: o £ th imal .
been to design the power controllers for the MISO setu st quantization boundary of the optimal quantizer grows

S : )

. e L . .ﬁ_Jarge, as expected. Moreover, the optimal channel ampli-

![E dC;Utg%eSI'mlitrfi?nicz:?nnd'i'ﬁgsbl];gereefiir:}teegﬂtr';aslmﬁ;?gtude guantization boundaries get closer to zero when the
9 9 Hansmission power increases (Fig. 2). The theoreticailtes

power have been shown to follow a geometric Sequencs, (20)-(22) are in harmony with the optimal feedback bit

as opposed to our results with uniform channel amIOIItuc(S':ﬁlocation rules derived via simulations, when the totahber

glff:ntﬂzeitlggéal conclusion is in line with. e.q.. the staan feedback bits increases (Fig. 3). Also, it is interesting
° ' €9, nqge that optimizing the throughput at high SNRs we observe

dard 3GPP Release-99 where, with 2 transmit antenna . oo N )
and 3 feedback bits are considered for channel amplitu%é]e optimal number of channel direction quantization bats t

and direction quantization, respectively [1, Section VA & higher (or equal) than the ones allocated for amplitude
: ' ' " quantization. However, depending on the number of antennas
(With M = 2 and B = 5, (20)-(21) are rephrased

N _ . and the SNR, different optimal bit allocations are obtained
afagtic_al 3;206‘;4" ejg q ;0 2th5e_in(t)é5?r \;lvmﬁgefrc;rotp Eitsat high SNRs; this is expected because our results have not
P 9 9 been proved for high SNRs. In Fig. 4, we observe higher

Q=3 N =2 j i i =
o We presented the analytical results for iid fading condf—maﬂve throughput difference in the cases with = 3,

. . . o compared to the case of' = 2, which is because of the
;g)gdsk’);gkr}ir?oorgggg Ig;]ylt[jg];h[?e]laEiS]M[lzsoc]) SLéTJ':JeSdh figite number of feedback bits and the range of SNR in the
been previously studied in, e.g., [6]-[8]. Particularlg algurg. Onthe other _han_d, fche efficiency_of the u_niform channe
shown in [7], at Iow/mod,era.te., SNRs .and with hi’ghfimplltude_ guantization is |mproyed by increasing the numbe
resolution feédback on which we focus. the capaciﬁlj transmit antennas/feedback bits, and the differenosd®t

. ' . ' .~ the throughput of the optimal and uniform quantizationdaas
loss/decaying factor of the iid and correlated Rayleigh-

fading channels, due to channel quantization, are the Saschemes is negligible even with limited number of feedback

. . b (Figs. 4-5). Particularly, for a large range of SNRs the
and are given by [7, eq. (43)-(45)] which correspond .t%lative throughput difference is less thaf (Fig.4).

(13). Therefo.re, a_lthough we present the re_sults for_u To close the discussions, we should mention that throughout
channels_, (with ‘high accuracy) the same bit a||00atIQ[ﬂe paper we concentrate on the single-user MISO setups.
Irg\lslmaos d;?at(eZZS)Ngzliz \t\?;”the correlated channels %ur reasons for selecting the MISO systems are 1) different

o Our results are derived bz;lsed on the high—resolutiStandards SL.JCh as the 3GPP [1, Section IV.A] and th_e SGPP
feedback assumption. However, as a well-known res?E [1, Section IV.D], [36] mainly concentrate on the limite

: ’ Y€edback schemes for the MISO setups, 2) the analytical

in the source codlng_area,_ the high-resolution boun Ssults can be derived/followed, 3) a large portion of the
agree well with the simulation results when tested fc;re

. . lated literat is d ted to the MISO t , .05 [6
low resolutions, e.g., [7], [35] (see Figs. 2-6 as well). 1o oo oo 15 Gevated fo e systems, e.g= [6]

[8], [10], [14], [20], [36]. However, our results also prold

In Figs. 2-6, we evaluate the simulation results for Rayleigsome insights/tools for the cases with multiuser MIMO. An
fading channels where each element of the channel vediaieresting extension of the paper, in which we are curyentl
h follows CN(0,1). Demonstrated in Fig. 2 are the optimalnvolved, is to study the feedback distribution in multiuse
channel amplitude quantization boundaries for differemns- sSystems. Intuitively, we expect the same conclusions as in
mission SNRs10log,, P and N' = Q = 2. Also, setting the single-user MISO setup, when we extend the results to
M = 2 and SNR= —3dB, Fig. 3 shows the optimal bit the multiuser systems. Particularly, considering the gexta
distribution obtained by exhaustive search and compares timited power minimization problem in the multiuser setups
results with the ones obtained via our theoretical dewvati[21] shows the same feedback bit distribution rule as in.(22)
(22). Here, the results are obtained for the optimal ancoumif Finally, deriving feedback bit distribution rules based the
quantization approaches which, for the considered pasmdower bounds of the throughput is an interesting topic for
setting of the figure, lead to the same optimal bit allocatiorextensions.
demonstrated in the figure. The effect of different channel
guantization schemes on the throughput is investigatedim F A Relevance to the ARQ-Based Schemes
4-5. Here, for different numbers of transmit antennas, thelt has been previously demonstrated that the throughput of a
relative throughput difference functiak = 2P0 s plotted system utilizing INR ARQ protocol with a maximum @+ 1

nopt




Rayleigh fading channels,
M=2N=20=2

hN I

0.5 1 15 2 25 3
Quantization boundaries, g,

— SNR=1 dB
—= SNR=-5dB

35

Figure 2. The optimal quantization boundaries maximizing throughput,
Rayleigh-fading channelM = 2,Q = N = 2. As demonstrated in the
following, the results can be mapped to the optimal retrassion rates in a
MISO setup utilizing joint CSI-INR ARQ with@ channel direction feedback
bits and a maximum of + 1 = 2 INR-based retransmissions. Also, with
proper scaling of the transmission SNR, the results of thardiggive 1)
the optimal retransmission rates in a MISO-INR ARQ setupzing perfect
channel direction information and 2) the optimal QRs in a MISetup with
quantized channel amplitude and perfect channel direétitormation. See
Theorem 1 and its following discussions for more details.

[4)]
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Figure 3. The optimal, in terms of throughput, number of ct@ramplitude
and direction feedback bits versus the total number of faedbits B,
Rayleigh-fading channelp/ = 2, SNR = —3dB. The results also give
the optimal feedback resource allocation between the ehaditection
quantization and INR ARQ feedback in a joint CSI-INR ARQ feadk
approach. See Theorem 1 and its following discussions faemndetails.
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and scaled transmission SNRs (See Theorem 1).
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amplitude feedback bit8/. Rayleigh-fading channel)/ = 2. The results are
obtained with perfect channel direction information at trensmitter, while
they can be mapped to the cases with quantized channelidirdeedback
and scaled transmission SNRs (See Theorem 1).

(re)transmission rounds, continuous data communicatich a
uniform power allocation is obtained by [2], [24]

2

INR
et — 1

P

INR
el — 1

) — Fal( )

(23)

Here, RNR RINR = o is the equivalent data rate at the end
of the i-th round. Then, with a SISO setup, [2, Theorem 1],
[24, Lemma 3] have used (23) to relate the throughput of the
ARQ-based scheme to the throughput in the quantized CSI-
based approach. The following theorem extends the resiults o
[2], [24] to a MISO setup. Moreover, we derive the optimal,
in terms of throughput, rate allocation of the INR ARQ and
propose joint CSI-ARQ protocols which lead to the same
throughput as in the cases with only CSI quantization. The
theorem is of interest because 1) it uses the results of the
guantized CSI scheme to solve the problem of optimal retrans
mission rate allocation in the MISO-INR systems; the proble
which is complex non-convex in general. Moreover, 2) there
are many papers using only channel amplitude or channel
direction quantization. Then, the theorem provides cotioies
between the papers considering one of these schemes.
Theorem 1. The following assertions are valid:

a) Maximizing the low-SNR throughput with asymptotically
high number of retransmissions, the equivalent data rates
of the INR protocol follow an arithmetic progression in
the exponential domain.

b) In the optimal case, the same throughput is achieved in
the following scenarios:

— Scenario 1: A MISO setup with product CSI quan-
tization consisting ofV and@ QRs for the channel

3In [2], [24], the SISO model is considered. But, the same mnt as in
[2], [24] is valid for the MISO setup too.



amplitude and direction quantization, respectivelgcaling of the transmission SNR, the results of the figure
and transmission powepr. give 1) the optimal retransmission rates in a MISO-INR ARQ

— Scenario 2: A MISO setup utilizing joint CSI-ARQ setup utilizing perfect channel direction information a2y
feedback as follows. First, a uniform channel direche optimal quantization boundaries in a MISO setup with
tion quantization withQ) QRs is used to inform the quantized channel amplitude and perfect channel direction
transmitter about the channel direction. Then, witnformation.
no pre-knowledge about the channel amplitude, the Theorem 1 presented equivalent models for different MISO
data is transmitted via an INR ARQ with a maximunsetups, while there are also mappings between the MISO and
of I +1 = N retransmissions and powét. SISO systems utilizing partial CSI feedback. For instative,

— Scenario 3: A MISO-INR approach with a maximumhroughput achieved in a MISO setup wilfi andQ channel
of I +1 = N retransmissions, perfect channel digmplitude and direction QRs, respectively, is the same as
rection information and transmission pow@ros®y  the throughput achieved in a SISO system withchannel
with v obtained in Scenario 1. amplitude QRs, transmission powétcos?~ and channel

— Scenario 4: A MISO setup witlV channel amplitude gain cdf F;. This is because in both cases the throughput
QRs, perfect channel direction information and trangs given by (7). Finally, Theorem 1 proposed different joint
mission powerP cos® y with y obtained in Scenario CS|-ARQ, ARQ, quantized CSI with channel direction and

1. amplitude (or each one alone) feedback models which lead to
In all considered scenarios, the throughput is given lilie same throughput. Then, selecting the best scheme depend
(7). on many parameters such as the implementation complexity,

Proof. Using the variable transformatioR}YY, ;, = log(1 + delgy requirement and other protocol aspects. _
Pg;) and replacing? cos? y by P, (23) is mapped to (7) with Figure 6 demonstrates the system throughput i a1

N = I + 1. Therefore, following the same arguments as iraYleigh-fading MISO setup. Here, considerikg=1,...,6
Lemma 1, we have number of amplitude feedback bits, the throughput is obtiin

with uniform channel amplitude quantization, and the rissul

INR INR
RN eflirr 4 eftiz (24) are compared with cases having perfect/no CSI feedback.
2 Again, we can follow the discussions of Theorem 1 to map
in the optimal case, which follows from (10) am@lfR, , = the results to the cases with different quantized CSI, ARQ or

log(1 + Pg;). That is, at low SNRs, the equivalent data ratd§int CSI-ARQ feedback models. Also, the difference betwee
of the INR protocol follow an arithmetic progression in thdhe throughput of the optimal and uniform quantizationeuas
exponential domain, as stated in part (a) of the theorem. schemes is negligible for the considered range of SNR. Thus,

For part (b), the proof follows from (7) and (23) whereWe only plot the results of the uniform quantization-based

using the variable transfor®N?, . = log(1 + Pg;) and re- scheme. Note that for Rayleigh fading conditions we have
—1i g 1 -z I'(M,z
placingP cos? 5 by P whenever required, it can be shown thafc(®) = rimye™ e and Fa(z) = 1 — Sagst,e > 0,

the same throughput is achieved in all considered scenari¢g§h I'(x) and I'(m,z) representing the Gamma and the
Note that, in contrast to part (a), there is no approximatidRcomplete Gamma functions, respectively. Therefore, the
in part (b) and the conclusion holds for every transmissid¥erfect-CSI throughput presented in Fig. 6 is obtained by
power/number of QRs. O

. < 1
We should mention that the result of Theorem 1 part (a) nperfe“:/ zM~1e%log(1 + Px)dx
is different from the one in [25, Theorem 1] which studies 0

the performance of INR ARQ protocols in the bursty data © 1 i (—=1)i*ttpi /°° o M+~ gy
communication models. There, the optimal retransmission (M) — J 0
rates have been shown to follow a geometric sequétitd = . - (1P
INR pINR H _ — -
/ RNRRINR as opposelcNiRto the conclusion of Theorem 1 part = Fo0 > . (M + j), (25)

INR
() with R = <e™ 1 A discussed in [24], [25], there

are fundamental differences between the performance of AFSv%ere comes from the Taylor expansion bfg(1 + P
protocols in the bursty and continuous data communicati%]SO tE]ee) no-CSI throuah utiys iver?b g(1 + Px).
models. Specially, the ARQ-based throughput achieved in~" gnp 9 y

these data communication models are different which result

in differe_nces in the optimal retransmission rates. _ 7N = max{R(1 — FG(M(eR - 1)))}
Following the arguments of Theorem 1, (22) gives the R P
optimal feedback resource allocation between the channel :max{log(1+£x)(1 — Fa(2))}
direction quantization feedback bits and the INR-based ARQ wl M P
feedback bits in the joint CSI-ARQ model of Theorem 1 (See _ max{log(1 + —z)(M. z 26
Fig. 3). Moreover, using?™},_, = log(1 + Pyg;), Fig. 2 gives (M) = {log( M JT(M, )} (26)

the optimal INR-based retransmission rates of the consitier
joint CSI-ARQ approach withQ = 2. Also, with proper which, depending on the value @ff, may have no closed-



in the exponential domain. 3) For sufficiently large number
of feedback bits, the optimal number of channel direction
quantization bits tends to bg/ — 1) times the number of
channel amplitude quantization bits whelé is the number
of transmit antennas. Finally, 4) there exist mappings betw

-e-Perfect CSI
2t |==No-CSI approximation (29)
= No-CSI

=

§1 g the throughput of the MISO systems utilizing INR ARQ, joint
= CSI-ARQ or different quantized CSI schemes.

& -1 APPENDIX

éﬁ | A. Proof of Lemma 3

= Using (12) with uniform amplitude quantization, we derive

the gradient of the throughput as

In+1
Rayleigh—fading channel, M=2 ng | - f fa(t)dt — fa(gn)(gn-1 — 90l

" (f)
-4 -2 0 6 8 <1 dfc(z)
Transmission SNR IOIOng (dB) =2 xe[g;i]§+l]( dz ) 0)
24| = | falgn)(gn -1 — gv) + 1= Falgn)|
Figure 6. The throughput in a Rayleigh-fading MISO channih wlifferent = |1 e (QN) —afa (9N)| =P (1

levels of CSI feedback. The same throughput as in the caghs\wichannel = |V {7} = (Z | )% <P+ (2 |ﬂ|2)%
amplitude feedback bits and perfect channel direction faekl is achieved 9gn - 9
when utilizing (1) both channel amplitude and direction mfization, (2)

Ygn,n
(9)

joint quantized channel direction information and INR AR&gdback and (3) < d+ —M1Oé V'N. (i

only INR ARQ feedback, if the number of quantization bits thansmission - 2 30

power and the number of ARQ retransmission rounds are adl@ueording ( )

to Theorem 1. Here, (f) is obtained by the second-order expansion of the
function y(z f f(t)dt and the fact that with uniform

form solutiorf. However, as the first-order approximation, wéhannel quantlzanon we hayg = g1 + (n — 1)a. Moreover,
can usdog(1 + £u) ~ £ and(M,z) ~ (M —1)! — zw“ (30.1) comes frony,, = g1 +(n—1)«, Vn. The first inequality

to rephrase the maximization problem of (26) as in (30.11) is based on triangle inegua,IAity. Alsgg) follows
) P from (30.1) and definingu; = n}gg{fﬁ—f"} (See (2)-(3) for
—F(M)mﬁx{l‘)g(l + Mx)F(Ma )} the properties of the family of exponential distributions)
p For the asymptotic optimality of the uniform amplitude
~ W(M)max{f( —2™)}  (28) quantizer, the necessary condition is that the gradientI(80

_ o goes to zero whenV increases. We use this condition
and find a low-SNR approximation of the no-CSI throughpyind (30.11l) to derive (16) as follows. For the family of
as exponentially-distributed variables, the tedm= fo(gn )| —

" ( P [ M ) T(M, 4/ 3%5) M| in (30.11) goes to zero exponentially ify — oco.
° ~ log : .

1 L 2 G N s

+ i M 1 T(M) (29) This'is because using Ldlj|for()|t;ells rule we have
G _

As shown in Fig. 6, the approximation (29) is tight at low® = fG(gN)|0<+fG(9)(d—g) < falgn)(lal + ual),

SNRs and the tightness decreases with the SNR. Also, con- (31)

sidering different transmission SNRs, substantial thigug

increment is observed with limited number of amplitude QR% gN % oo (See (3)). On the other hand, for = g1 +

Ja — oo and vanishing gradient, we should have>
IV, CONCLUSION O(N ) for the step size wher®(X) denotes the order of
' the functionX. Therefore, in the extreme case we have

This paper studied the design of optimal CSI quantization —e(N) s

and feedback bit allocation in MISO systems when the number @ =V » Jim e(N) = Le(N) < 1,VN, (32)

of feedback bits increases. Also, we presented discussi 2

on how to select the (re)transmission rates of the INR AR%rhSCh leads togu,a VN = O(V~#) and, fzom (30110,

protocol such that the throughput is maximized. In terms of ||V {ii}| < O(e ™)+ O(N~2)=O(N"2) -0, (33)

throughput, the results showed that: 1) uniform quantizati when N mcreases Finally, using the step size (32), we have

is asymptotically optimal for MISO channels. 2) The INR- (n — 1)N==(") and % — 1 for large n’s.

gn
based retransmission rates follow an arithmetic prognessig oreover wh|Ie (32) gives the opumallty condition of the
4Setting M — 1 as a special case, the no-CS| throughput of a SISO setSHEP size, the codebook that achieves the optimal scaling is

is given by not unique, and different step sizes can be determined gs lon
No . AP as (32) is satisfied (For more discussions and some examples
n =max {e""log(1+aP)} = A(P)e” P, (27)  of proper quantization step sizes with asymptotically high

whereA(.) denotes the Lambert W function. number of quantization regions, see [20, Section 11.C] al§) we
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