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We develop a theory for the current–voltage characteristics of diffusive superconductor-normal
metal–superconductor Josephson junctions with resistive interfaces and the distance between the elec-
trodes smaller than the superconducting coherence length. The theory allows for a quantitative analytical
and numerical analysis in the whole range of the interface transparencies and asymmetry. We focus on
the regime of large interface resistance compared to the resistance of the normal region, when the
electron–hole dephasing in the normal region is significant and the finite length of the junction plays
a role. In the limit of strong asymmetry we find pronounced current structures at the combination
subharmonics of Dþ Dg , where Dg is the proximity minigap in the normal region, in addition to the
subharmonics of the energy gap 2D in the electrodes. In the limit of rather transparent interfaces, our
theory recovers a known formula for the current in a short mesoscopic connector – a convolution of
the current through a single-channel point contact with the transparency distribution for an asymmetric
double-barrier potential.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

During last few years a large number of experimental researches
has been done on the proximity effect in semiconductor nanowires
connected to superconducting electrodes [1–7,9,8,10,11]. Hybrid
devices of the nanowires have demonstrated Andreev subgap con-
ductance, Josephson field effect, and Cooper-pair beam splitting.
More recently, the nanowire hybrid devices attracted new attention
following theoretical predictions of Majorana bound states in nano-
wire proximity structures.

From a theory viewpoint, the majority of investigated devices
fall into the category of mesoscopic diffusive superconductor–
normal metal–superconductor (SNS) junctions with the length
smaller or comparable to the superconducting coherence length.
These devices typically have about 100 conducting channels, impu-
rity mean free path �30–50 nm, and the length varying from tens
to hundreds nanometers, i.e. the Thouless energy ETh in the range
of 10–0.1 meV. This is larger or comparable to the energy gap D
in superconducting Al, which is used as the electrode material.
The most interesting regime of a strong proximity effect, mani-
fested by considerable Josephson current, is achieved in junctions
with rather transparent nanowire-superconductor interfaces,
whose transparencies typically exceed 0.1.

The physics of the equilibrium proximity effect in such
junctions is qualitatively well understood, and a quantitative
theory for the dc Josephson transport has been developed by many
authors on the basis of the quasiclassical Greens function tech-
nique, see, e.g. [12] and references therein.

Quantitative description of the ac Josephson effect is more chal-
lenging. The difficulty here arises from the presence of the time
dependence of the dynamics in the normal region, in addition to
the spatial inhomogeneity and nonlinearity. The problem was
found solvable in diffusive point contacts [13,14], where an
approximation of the zero contact length is appropriate. In that
case, the problem can be reduced to the single channel coherent
multiple Andreev reflection (MAR) problem [15–17]. Such an
approximation is not suitable for the interpretation of the nano-
wire experiments, which show pronounced length dependence of
the transport characteristics.

A step towards solving this problem was made in [18], where
the coherent MAR problem has been analytically solved for a
finite-length SNS junction with highly resistive interfaces (I), SINIS.
In this model, the length of the junction is assumed to be small, but
it cannot be put equal to zero because of significant dwell time of
quasiparticles in the normal region confined by the strong inter-
face barriers. As it was shown, the parameter that defines the short
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junction limit in this case is c ¼ ðR=RNÞðD=EThÞ � 1, rather than
D=ETh � 1, where R is the interface resistance and RN is the resis-
tance of the normal region. Therefore even if the latter condition
is fulfilled, the parameter c can be large, c� 1. This is the most
interesting regime, the physics of which is characterized, qualita-
tively similar to the long junction case, by large electron–hole
dephasing in the normal region, leading to significant length
dependence of the transport.

Solution of this problem is also important for understanding
properties of the coherent current transport in planar Nb=Al2O3=

Al=Al2O3=Nb tunnel junctions which can be used as basic elements
of practical superconducting electronics: rapid single flux quantum
devices [19], voltage standards [20], high-frequency mixers [21],
SQUIDs [22] (see also a review in [23]). As a rule, in such devices,
the thickness of the Al layer is about 10 nm, and the parameter c
may achieve the values of the order of 102—104.

In this paper we discuss the extension of theory developed in
[18] to a practically important case of asymmetric junctions,
namely junctions with different interface resistances. As we show,
the asymmetry leads to a qualitative change of the IVC character-
istics. In these junctions a novel set of current features appears at
subharmonics of Dþ Dg , where Dg is the proximity induced mini-
gap in the normal region.

The structure of the paper is as follows. A formal solution for the
Keldysh–Green’s function equation is presented in Section 2.
Section 3 is devoted to demonstration of computation of equilib-
rium Josephson current using the found solution. In Section 4, a
general non-equilibrium case is considered, and the dc current–
voltage characteristics are computed in Section 5; there we present
the numerical results and analytical expressions for the partial
MAR currents and the excess current.

2. Construction of approximate solution

We describe our junction with the diffusive equation [24] for
the Keldysh–Green’s function �Gðx; t1; t2Þ in the normal region
(�d < x < d), assuming �h ¼ 1,

rz
bE; �G

h i
¼ iD@x

�G@x
�G

� �
; �G2 ¼ 1; �G ¼ ĝR bGK

0 ĝA

 !
; ð1Þ

and the boundary conditions at the normal metal–superconductor
interfaces with the resistances R1 (right) and R2 (left) [25],

gN
�G@x

�G
� �

�d
¼ �ð2R1;2Þ�1 �G�d; �G1;2

h i
: ð2Þ

Here ĝR;A are the retarded/advanced Green’s functions, ĜK ¼ ĝRf̂�
f̂ ĝA is the Keldysh function with the matrix distribution function

f̂ ; D is a diffusion constant, the kernel of the energy operator bE is
Eðt1; t2Þ ¼ i@t1 dðt1 � t2Þ, and ‘check’ and ‘hat’ denotes 4� 4 Keldysh
and 2� 2 Nambu matrices, respectively. All products in Eq. (1)
are time convolutions, ðABÞðt1; t2Þ ¼

R
dtAðt1; tÞBðt; t2Þ.

The equilibrium Keldysh–Green’s functions �G1;2 in the right and
left reservoirs are constructed from the local-equilibrium Green’s
and distribution functions. In ðE; tÞ-representation, AðE; tÞ ¼R

dseiEsAðt þ s=2; t � s=2Þ, they read

ĝ1;2 ¼ rzuðE� rzeV=2Þ þ i expð�irzeVtÞryvðEÞ; ð3Þ
f̂ 1;2 ¼ tanh ½ðE� rzeV=2Þ=2T�; ð4Þ

uðEÞ ¼ E
n
; vðEÞ ¼ D

n
; nR;A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE� i0Þ2 � D2

q
: ð5Þ

In Eq. (3), we use the antisymmetric gauge of the superconducting
phase, /1 ¼ �/2 ¼ eVt, satisfying the Josephson relation / ¼ /1�
/2 ¼ 2eVt.
The electric current IðtÞ is defined as

IðtÞ ¼ ðpgN=4eÞTrsK
�G@x

�G
� �

ðt; tÞ; sK ¼ rzsx; ð6Þ

where gN is the conductance of the normal region per unit length,
and the r and s Pauli matrices operate in the Nambu and the
Keldysh space, respectively.

We construct an approximate solution to Eqs. (1) and (2) by
performing integration of the diffusive equation along the coordi-
nate x of the normal region, replacing �G in the left-hand side with
its spatially averaged value �G and using the boundary condition (2),

2d½rz
bE; �G� ¼ iD

2gN

�Gd;
�G1

R1

" #
þ �G�d;

�G2

R2

" # !
: ð7Þ

In short junctions with opaque barriers, the resistance of which ex-
ceeds the normal resistance RN ¼ 2d=gN of the normal region, the
function �G slowly varies along the normal region [26,27], so that
�G 	 �G 	 �Gd 	 �G�d. This approximation leads to a simplified equation
for the single quantity �G,

2d½rz
bE; �G� ¼ iD

2gN

�G;
�G1

R1
þ

�G2

R2

" #
: ð8Þ

In a similar way one can get a simplified equation for the current,
taking symmetrized value of the current at the ends of the normal
region and using the boundary condition (2),

IðtÞ ¼ p
8e

TrsK
�G;

�G1

R1
�

�G2

R2

" #
ðt; tÞ: ð9Þ

The simplified Green’s function Eq. (8) and equation for the cur-
rent (9) can be written in a more compact form by introducing
quantities

�A ¼ �Gþ � irzsbE; �G� ¼
1
2
ðr1

�G1 � r2
�G2Þ; ð10Þ

r1;2 ¼
R

R1;2
;

1
R
¼ 1

2
1
R1
þ 1

R2

� �
; c ¼ sD ¼ R

RN

D
ETh

: ð11Þ

The parameter c introduced in Eq. (11) quantifies the effect of the
electron–hole dephasing, and s ¼ E�1

Th R=RN , where the Thouless en-
ergy is defined as ETh ¼ D=ð2dÞ2, characterizes the dwell time. In
these notations, we obtain the equations

½�A; �G� ¼ 0; ð12Þ

IðtÞ ¼ p
8eR

Tr sK ½�G; �G��ðt; tÞ: ð13Þ

Following [28,29], we write a formal solution to Eq. (12) which
obeys the commutation relation in Eq. (12) and the normalization
condition in Eq. (1),

�G ¼ �A=
ffiffiffiffiffiffi
�A2

p
: ð14Þ

A constructive form of Eq. (14) appropriate for the analysis of a non-
stationary regime can be obtained by means of the integral repre-
sentation [18]

�G ¼ 1
p

Z 1

�1
dk �KðkÞ; �KðkÞ ¼ ð�Aþ ikÞ�1

; ð15Þ

where the integral is assumed to be taken in symmetric limits
which simultaneously turn to �1. Then Eq. (13) reads

IðtÞ ¼
Z 1

�1

dk
8eR

Tr sK
�KðkÞ; �G�
h i

ðt; tÞ: ð16Þ

Eqs. (15) and (16) are the main technical result of the paper;
they describe short asymmetric double-barrier SNS junctions for
all values of parameter c. In what follows we will apply these equa-
tions for calculation of the dc current–voltage characteristics.
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The chosen form for the solution is justified by the limit of van-
ishing dephasing parameter, c ¼ 0, when Eq. (16) reduces to a
known universal formula for the current through a short connector
[30,31]. Indeed, in this case, reducing the integral in Eq. (16) to the

positive axis, we have �KðkÞ ¼ 2�Gþð�G2
þ þ k2Þ�1

, and then, after sim-
ple algebra, we obtain the commutator in Eq. (16) in terms of the
functions �G1;2:

�KðkÞ; �G�
h i

¼ 1
2

r1r2
�G2; �G1

h i
k2 þ 1

4 r2
1 þ r2

2 þ r1r2
�G1; �G2

n o� � : ð17Þ

Substituting Eq. (17) to Eq. (16), using the equality r1 þ r2 ¼ 2, and
introducing the transparency variable D ¼ r1r2=ðk2 þ 1Þ, we arrive
at a convolution of a non-resonant single-channel current with
the transparency distribution qðDÞ for an asymmetric double-bar-
rier junction [32,33],

IðtÞ ¼ p
4eRT

Z Dmax

0
TrsK

DqðDÞ �G2; �G1

h i
dD

1þ D
4

�G1; �G2

n o
� 2

� � ðt; tÞ; ð18Þ

qðDÞ ¼ 1
pD3=2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dmax � D
p ; Dmax ¼ r1r2 ¼

4R1R2

R2
T

: ð19Þ

where RT ¼ R1 þ R2 is the net resistance of the tunnel barriers.

3. Equilibrium Josephson current and the minigap function

Prior to the discussion of a general non-equilibrium case, it is
instructive to demonstrate how to use Eqs. (15) and (16) for eval-
uation of the equilibrium Josephson current. In this case, the distri-
bution function is equilibrium, f ¼ f2 ¼ f1 ¼ tanhðE=2TÞ, and we
need to calculate only the Green’s functions. In the reservoirs, they
are given by ĝ1;2 ¼ rzuþ i expð�irz/=2Þryv; the solution for the
Green’s function ĝ in the normal region has the form of Eq. (15)
with the diagonal (retarded and advanced) component bAg of the
full matrix �A:bAg ¼ rzðu� isEÞ þ iv ½ry cosð/=2Þ þ rxj sinð/=2Þ�; ð20ÞbA2

g ¼ ðu� isEÞ2 � v2g2; g2ð/Þ ¼ cos2 /
2
þ j2 sin2 /

2
;

where j ¼ ðR2 � R1Þ=ðR2 þ R1Þ. As the result, we obtain

ĝ ¼ bAg=

ffiffiffiffiffiffibA2
g

q
¼ rzeu þ iev expðirzUÞry; ð21Þ

eu ¼ Effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 � eD2ðE;/Þ

q ; ev ¼ eDðE;/Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 � eD2ðE;/Þ

q ; ð22Þ

eDðE;/Þ ¼ Dgð/Þ
1� ic=vðEÞ ; Uð/Þ ¼ arctan j tan

/
2

� �
: ð23Þ

According to Eq. (22), the minigap Dgð/Þ in the spectrum of the
normal region is the solution of equation

Dg ¼ eDðDg ;/Þ: ð24Þ

As follows from Eq. (23), at c� 1 and / ¼ 0; Dg 	 D=ð1þ cÞ.
In strongly asymmetric junctions with essentially different

resistances of the barriers, Rmax � Rmin, the transparency parameter
c 	 2cmin ¼ 2ðRmin=RNÞðD=EThÞ is determined by the smallest barrier
strength. In this case, j! 1 and gð/Þ ! 1, therefore the minigap
weakly depends on the phase difference and approaches its value
at / ¼ 0, while in the symmetric case the minigap oscillates with
the phase as Dgð0Þj cosð/=2Þj. The physical explanation is as fol-
lows. In the main approximation, the stronger barrier can be con-
sidered as impenetrable wall, therefore the spectrum of the N
region, calculated using the image method, is similar to the one
for an effective SINIS junction with I referring to the more transpar-
ent barrier, and N having doubled length (which is manifested by
doubled cmin in the estimate of Dg). Since both S electrodes in such
an effective junction originate from the single S electrode, the
effective phase difference is zero within this approximation.

Expression for the current follows from Eq. (12) in energy
representation,

I ¼
Z 1

�1

dE
16eR

Tr �G ½�G�; sK �ðEÞ: ð25Þ

Using Eqs. (21)–(23) GK ¼ ðgR � gAÞ tanhðE=2TÞ, we get

I ¼ i sin /
4eRTgð/Þ

Z 1

�1
dE vRev R tanh

E
2T
� ðR! AÞ;

or in the Matsubara representation,

I ¼ 2pT
eRT

X
xn>0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

n þ D2
q D2 sin /ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
nq2

n þ D2g2ð/Þ
q ; ð26Þ

qn ¼ 1þ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

n þ D2
q

; ixn ¼ ipTð2nþ 1Þ:

Eq. (26) coincides with the result of a direct solution of the
Usadel equation [23] and gives a general description for the
Josephson current in the double-barrier junctions.

At zero temperature, Eq. (26) reduces to

I ¼ D sin /
eRT

�
K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2
p

sin /
2

� �
; c� 1;

1
c ln 2c

gð/Þ ; c� 1:

8<: ð27Þ

where K is the elliptic integral. These results have also been derived
by another methods for the chaotic quantum dot in ergodic regime
[34] and for a diffusive junctions with equal [25,27] and asymmetric
[23] barriers.

4. Voltage biased Josephson junction

When the voltage is applied across the junction, the proximity
state in the normal region becomes nonstationary because of dif-
ferent time dependencies of the electrode Green’s functions in
Eq. (3). The periodicity of these functions allows us to expand all
matrices written in the ðE; tÞ-representation over the temporal har-
monics, AðE; tÞ ¼

P
mAðE;mÞe�imeVt .

In this representation, the time averaged (dc) current I ¼ IðtÞ
reads

I ¼
Z 1

�1

Z 1

�1

dk dE
16peR

X
m

Tr�Kðk; E;mÞ �G�ðE;�mÞ; sK

h i
: ð28Þ

Due to the fact that the local-equilibrium Green’s functions in the
electrodes (3) contain only three harmonics, m ¼ 0 and �1, the cur-
rent consists of only three respective terms. By the same reason,
equation for the matrix �K in Eq. (15), ð�Aþ ikÞ�KðkÞ ¼ 1, takes the
form of the three-term recurrency,

�GþðEm;0Þ � irzsEm þ ik
h i

�Km þ �GþðEm�1=2;1Þ�Km�1

þ �GþðEmþ1=2;�1Þ�Kmþ1 ¼ dm;0; ð29Þ

where KmðEÞ ¼ KðEþmeV=2;mÞ and Ek ¼ Eþ keV .
In order to make the analysis of Eqs. (28) and (29) more tracta-

ble, we perform in this section some manipulations with the matri-
ces �Km and �G�, in order to reveal the symmetries and simplify the
structure of the recurrence equation.

We start by introducing specific notations for the real-valued
components of the BCS Green’s functions (5),

N ¼ Re uR; M ¼ Re vR; N ¼ Im uR; M ¼ ImvR; ð30Þ
ðN;MÞðEÞ / hðE2 � D2Þ; ðN;MÞðEÞ / hðD2 � E2Þ;
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where hðxÞ is the Heaviside step function, NðEÞ is the BCS density of
states, and write the functions �G� explicitly,

�G�ðE;mÞ ¼ rzdm;0

X
r¼�

t̂�rGþ0 ðErÞ þ iryt̂�mGþ1 ðEÞ: ð31Þ

Here we use the following abbreviations

Gþ0 ðErÞ ¼
1
2
ðiNr þ NrFrÞ; Gþ1 ðEÞ ¼

1
2
ðiM þMFÞ; ð32Þ

t̂�r 
 r1p̂r � r2p̂�r; F ¼ sz þ 2fsþ; r ¼ �; ð33Þ

where E� ¼ E� eV=2; A� ¼ AðE�Þ; sþ ¼ ð1=2Þðsx þ isyÞ; p̂r ¼ ð1þ
rrzÞ=2 are projectors in the Nambu space, and the tensor products
of the Nambu matrices t̂ and 2� 2 Keldysh matrices Gþ0;1 are as-
sumed in Eq. (31). For brevity, here and in the following we will
avoid any special notations for such matrices in the Keldysh space,
keeping ‘check’ for the 4� 4 matrices and ‘hat’ for the 2� 2 Nambu
matrices.

Eq. (29) can be presented in a more compact form,

�Q m � isEm þ irzk
� �

�Km þ rx �qm�1
�Km�1 þ �q0m �Kmþ1

� �
¼ rzdm;0; ð34Þ

after multiplying Eq. (29) by rz and introducing notations

�Q mðEÞ ¼ t̂þþHm þ t̂þ�Hm�1; Hm ¼ Gþ0 ðEmþ1=2Þ; ð35Þ
�qm ¼ t̂þþGm; �q0m ¼ t̂þ�Gm; Gm ¼ Gþ1 ðEmþ1=2Þ: ð36Þ

According to the definition of t̂þr in Eq. (33), the prime sign in Eq.
(36) means the change rz ! �rz, or p̂þ $ p̂�, or r1 $ r2.

Now we show that the 4� 4 matrix recurrence Eq. (34) can be
simplified and written in terms of the 2� 2 matrices. Let us as-
sume the ansatz

�Km ¼
rx

�Pmrx
�Pm�1 . . . rx

�P1
�K0; m > 0;

rx
�Pmrx

�Pmþ1 . . . rx
�P�1

�K0; m < 0;

(
ð37Þ

which gives the recurrences for �Pm, and also the expression for K0

on the form,

�Pm ¼ �
�Q 0m � isE� irzkþ �q0m�P0mþ1

� ��1
�qm�1; m > 0;

�Q 0m � isE� irzkþ �qm�1
�P0m�1

� ��1
�q0m; m < 0;

8><>: ð38Þ

�K0 ¼ rz
�Q 0 � isEþ irzkþ �q0

�P1 þ �q0�1
�P�1

� ��1
: ð39Þ

According to Eqs. (33), (35), and (36), all quantities in Eqs. (38) and
(39) are diagonal in the Nambu space, and therefore these 4� 4 ma-
trix relations split into a pair of 2� 2 separate relations for the diag-
onal triangle Keldysh blocks Pm and K0 of the full 4� 4 matrices �Pm

and �K0, respectively. These blocks differ one from another by
change of the sign of k (since k enters only through the product
rzk) and by replacing r1 $ r2, in accord with the structure of t̂r.

Consider, for example, the upper block in the recurrences Eq.
(38) for m > 0. Denote P0m ¼ Pm for m ¼ 2k, then

P1 ¼ �ðr2H1 þ r1H0 � isE� ikþ r2G1P2Þ�1r1G0;

P2 ¼ �ðr1H2 þ r2H1 � isEþ ikþ r1G2P3Þ�1r2G1; . . .

We see that the recurrence coefficients with even index m have the
prefactor r1, while the coefficients with odd m are multiplied by r2.
Thus, introducing the notations

qm ¼
r1; m ¼ 2k;

r2; m ¼ 2kþ 1;

	
gm ¼ qmGm; ð40aÞ

hm ¼ qmHm þ qm�1Hm�1 � isEm þ ið�1Þmk; ð40bÞ
Pm ¼
gm�1Pm; m > 0;
gmPm; m < 0;

	
ð40cÞ

and using a similar procedure for m < 0, we finally arrive at the
equation for 2� 2 matrices Pm,

Pm ¼ �
gm�1ðhm þPmþ1Þ�1gm�1; m > 0;

gmðhm þPm�1Þ�1gm; m < 0;
;

(
ð41Þ

K0 ¼ ðh0 þP1 þP�1Þ�1
: ð42Þ

Similar equation is valid for the lower Nambu block of the full
Keldysh matrices with the change K! �K, where we introduce
the notation K for the set ðk; r1; r2Þ and �K for ð�k; r2; r1Þ.

Thus, in these terms, the three matrices �KðE;mÞ; m ¼ 0; �1,
only relevant in the dc current in Eq. (28), take the form,

�KðE;0Þ ¼ �K0ðEÞ ¼ p̂þK0ðE;KÞ � p̂�K0ðE;�KÞ; ð43Þ
�KðE;�1Þ ¼ �K�1ðE�Þ ¼ rxð�P�1

�K0ÞðE�Þ; ð44Þ
�PmðEÞ ¼ p̂þPmðE;KÞ þ p̂�PmðE;�KÞ: ð45Þ
5. Current–voltage characteristics

As noted in the previous Section, the current spectral density in
Eq. (28) can be written as the sum of three terms,

Tr
X

m¼0;�1

�KðE;mÞ �G�ðE;�mÞ; sK

h i
¼ j0 þ j1 þ j�1; ð46Þ

j0 ¼ Tr �K0ðEÞ
X
r¼�

t̂�rG�0 ðErÞ; ð47Þ

j�1 ¼ �Tr �KðE;�1Þrxt̂��G�1 ðEÞ
¼ �Tr t̂��G�1 ðE�Þð�P�1

�K0ÞðEÞ; ð48Þ
G�0 ðErÞ ¼ szNrfr þ isyNr; G�1 ðEÞ ¼ isxM þMf :

In Eq. (48) we used Eqs. (44) and (37), then shifted the energy by
�eV=2 which holds the result of integration over energy in Eq.
(28) unchanged. A direct calculation of the partial current density
in Eq. (47) yields

j0 ¼ r1Nþð2Kz
0fþ � Kþ0 Þ � r2N�ð2Kz

0f� � Kþ0 Þ þ ðK! �KÞ: ð49Þ

Here and in the following, the upper indices z and + denote sz- and
sþ-components of the Keldysh matrices, respectively. We note that
the change of sign of k in the last term to this equation plays no role
because of integration over k in Eq. (28); moreover, due to the sym-
metries of the spectral functions in Eq. (49) with respect to E! �E
(see Appendix A), this term simply doubles the contribution of the
upper line into the full current.

Analysis of the contributions Eq. (48) of the first harmonics per-
formed in the A [see Eqs. (A.7), (A.8), (A.9), (A.10), (A.11)] shows
that all terms with unity components of the matrices K0 and P
cancel each other after integration over E and k in Eq. (28). As
the result, we finally arrive at the following simplified expression
for the dc current,

I ¼
Z 1

�1

Z 1

�1

dEdk
16peR

ðj0 þ j1 þ j�1Þ; ð50Þ

j1 þ j�1 ¼ hðD2 � E2
�ÞðK

þPz
�1 � KzPþ�1Þ

� hðD2 � E2
þÞðK

þPz
1 � KzPþ1 Þ þ ðK! �KÞ; ð51Þ

with j0 given by Eq. (49). As mentioned in comments to Eq. (49), the
change K! �K, due to integration over k, can be reduced to the
permutation r1 $ r2.
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5.1. Numerical results

Numerical computation of current–voltage characteristics
(IVCs) was done using Eqs. (50) and (51) with the function K0 de-
fined in (42) and the solution P�1 of the recurrence (41). In this pa-
per we focus on the case, opposite to the one studied earlier [18] of
a large difference between the barrier transparencies, say, c1 � c2,
where c1;2 ¼ ðR1;2=RNÞðD=EThÞ, c�1 ¼ ð1=2Þðc�1

1 þ c�1
2 Þ. In this case,

the strongest barrier plays the role of a tunnel probe for the junc-
tion spectrum formed basically by the weakest barrier, as was ex-
plained in comments to Eq. (24). On this account, we keep the
relation c1 ¼ 10c2, or, equivalently, R1 ¼ 10R2 while calculating
the IVCs at different c1;2.

In Fig. 1, the results of numerical computation of the IVCs are
shown for several sets of c1;2. As one can see in Fig. 1(a), the excess
current at large voltage is very small even at rather small c, and
rapidly becomes negative, i.e., transforms to the deficit current,
as long as c increases. This is due to the strong asymmetry of the
junction assumed in our calculations, which confines the distribu-
tion of transparency coefficients within the small enough interval,
0 < D < Dmax 	 0:4. Such a suppression of the excess current is
similar to the case of a junction with a single strong barrier.

For transparent barriers, c2 ¼ 0:1, the IVC is close, as expected,
to the result of averaging of the current through a single-mode
point contact over the transparency distribution in a normal dou-
ble-barrier structure, see Eqs. (18) and (19). In this case, the steps

in the IVC scale as ðDmax=2Þ�2D=eV ; similar scaling has been found for
the tunnel junction with fixed transparency D within the frame-
work of multiparticle tunneling theory [35–37] and MAR theory
[15–17]. The subharmonic features [shown by downward arrows
above the curve 1 in Fig. 1(b)] are well fitted with the ‘‘combina-
tion’’ subharmonics of the quantity Dþ Dg , although they are quite
close to the standard subharmonics of the bulk energy gap 2D. The
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Fig. 1. dc Current vs applied voltage at T ¼ 0 for different transparency parameters:
c2 ¼ 0:1; c1 ¼ 1; c ¼ 0:18; Dg ¼ 0:94D (curve 1); c2 ¼ 0:5; c1 ¼ 5; c ¼ 0:91,
Dg ¼ 0:57D (curve 2); c2 ¼ 2; c1 ¼ 20; c ¼ 3:64; Dg ¼ 0:22D (curve 3); c2 ¼
10; c1 ¼ 100, c ¼ 18:2; Dg ¼ 0:052D (curve 4). (a) – current vs voltage in linear
scale, (b) – current in logarithmic scale vs voltage in reciprocal scale. Downward
arrows above the curve 1 indicate subharmonics of Dþ Dg for small values of c.
latter is explained by the fact that for transparent barriers, the
minigap Dg approaches D.

With increasing barrier strengths, c2 ¼ 2—10, the junction en-
ters the regime of strong dephasing, c� 1. In this case, the role
of the effective tunneling parameter is played by c�1, as it was
noted in [18], and, correspondingly, the IVC steps scale as c�2D=eV .
This conclusion is confirmed by asymptotic analysis of multiparti-
cle currents presented in next subsection. The gap subharmonics
correspond to the current onsets [see Fig. 1(b)], i.e., to maxima of
the differential conductance dI=dV . Such maxima are shown in
Fig. 2, together with clearly pronounced peaks at eV ¼ Dþ Dg .
The latter peaks are explained by enhanced transmissivity of
MAR chains containing links between the edges of the minigap
and the bulk gap, where the density of state is enhanced [38]. This
effect is analogous to the one in single channel resonant junctions
[39,40], where additional peaks appear on IVC at voltages related
to positions of geometric or Andreev resonances in equilibrium.

Interestingly, similar splitting of the conductance peak near
eV ¼ D has been found in [41] for S-chaotic dot-S junction with
the minigap of the order of small Thouless energy ETh < D, which
corresponds to the long junction regime. The conductance peak
at Dþ Dg has also been noted for an SNS junction with transparent
interfaces [42] and for a point contact between massive SN sand-
wiches [14]. The physics in the latter case is similar to the situation
in asymmetric double-barrier junction considered in this paper:
the minigap is basically formed by the proximity effect in well-
coupled S and N regions, while the weak link, i.e., the point contact
(in our case – the strongest barrier) plays a role of a probe, which
weakly affects the spectrum but detects its features in the IVC.
Thus, the appearance of this specific feature can be considered as
a rather general phenomenon, which has also been observed in
experiments [43–45]. We note that the strong asymmetry of the
junction provides the most favorable conditions for this effect: as
noted above, in this case the minigap Dgð/Þ insignificantly depends
on the superconducting phase difference /ðtÞ and therefore holds
nearly constant value Dgð0Þ.

At very large c [curve 4 in Fig. 1(a)], the minigap is small,
Dg 	 0:05, and therefore the splitting of the SGS at Dþ Dg remains
visible only in the differential conductance while the IVC features
almost exactly correspond to the subharmonics of the supercon-
ducting gap. In this case, the presence of the minigap manifests
itself in the IVC as anomalous enhancement of the magnitude of
the dc current just above the even gap subharmonics. This effect
is due to the enhanced density of states in the vicinity of the mini-
gap which increases the transmissivity of the MAR trajectories
having even number of steps and therefore simultaneously touch-
ing the superconducting gap edges and the small minigap region in
the middle of the bulk gap. This resonance effect becomes more
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Fig. 2. Differential conductance vs voltage at T ¼ 0 : c2 ¼ 0:5, c1 ¼ 5; Dg ¼ 0:57D
(dashed curve); c2 ¼ 2, c1 ¼ 20; Dg ¼ 0:22D (dotted curve); c2 ¼ 10,
c1 ¼ 100; Dg ¼ 0:052D (solid curve). The subharmonics of the energy gap 2D and
the peaks at eV ¼ Dþ Dg are shown by arrows.
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3-particle currents to the net dc current: c2 ¼ 2; c1 ¼ 20 (curves 1); c2 ¼ 10; c1 ¼
100 (curves 2).
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pronounced for higher subharmonics and leads to the appearance
of the IVC portions with negative differential conductance [see
curves 3 and 4 in Fig. 1(b)].

5.2. Some analytical results

As it was mentioned, in junctions with a small dephasing
parameter c� 1, the problem reduces to the point contact limit
[14], and eventually to the single channel problem, which has been
extensively studied [15–17]. Here we present some analytical re-
sults for the opposite limit of large dephasing c� 1. In this case,
it is possible to express analytically the full dc current as a sum
of contributions of n-particle tunneling processes, similar to the
single channel theory [15]. Solutions of the recurrence (41) for
the quantities Pm, which determine all functions necessary for
the calculation of the dc current in Eq. (50), can be presented as
perturbative expansion series over the powers of c�1. Physically,
these expansions reflect the nature of the net current as a sum of
n-particle tunnel currents; each of them exists at eV > 2D=n and
scales as c1�n with respect to the single-particle current. The latter
fact allows us to consider the n-particle current IðnÞ only within its
actual voltage region 2D=n < eV < 2D=ðn� 1Þ; at larger voltages,
the ðn� 1Þ-particle current dominates. This simplifies further cal-
culations and enables us to present the net current in the form

I ¼
X1

n¼1
vnðVÞI

ðnÞ; ð52Þ

vnðVÞ ¼
1; 2D=n < eV < 2D=ðn� 1Þ;
0 otherwise:

	
Estimation shows that the mth term in the perturbative expansion
for Pm contributes to the ðmþ 1Þ-particle current; thus, it suffices
to consider them only at eV < 2D=m, which greatly simplifies the
structure of the series.

We refer the reader to the B for the details of the evaluation of
the partial currents, which are rather cumbersome due to the junc-
tion asymmetry. According to Eq. (B.2), the n-particle current con-
sists of n equal contributions of MAR chains with n steps. Each
chain starts at the energy E < �D and finishes at E > D, thus trans-
ferring the quasiparticles to the extended states above the energy
gap. The intermediate points in this chain correspond to the ener-
gies inside the gap at which the Andreev reflections take place.
Here we present only final results for the first three partial currents
and the excess current.

The single-particle current exists at eV > 2D and can be rather
straightforwardly evaluated for arbitrary temperatures,

Ið1Þ ¼
Z �DþeV=2

D�eV=2

dE
2e

NþN�ðfþ � f�Þ
R1Nþ þ R2N�

þ
Z 1

DþeV=2

dE
2e

NþN� � ðfþ � f�Þ
1

R1Nþ þ R2N�
þ 1

R2Nþ þ R1N�

� �
ð53Þ

(we remind that the subscripts � denote the energy shift by �eV=2).
The spectral density of the two-particle current calculated at

D < eV < 2D has a resonant form, with a sharp peak at zero energy.
If the applied voltage is not very close to the threshold D=e of the
two-particle current, the corresponding integral over energy can
be calculated in the resonant approximation. For simplicity, we
present only the result for T � D,

Ið2Þ ¼ pDNðeVÞ
2eRTc1c2

X
i¼1;2

ciffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

i N2ðeVÞ
q : ð54Þ

The three-particle current within the main approximation in c�1 at
T � D reads
Ið3Þ ¼ 3
4ec1c2

Z �Dþ3eV=2

D�3eV=2

N3=2sþs�N�3=2 dE

R1s�N�3=2E2
þ þ R2sþN3=2E2

�
; ð55Þ

where N�3=2 ¼ NðE� 3eV=2Þ and sðEÞ ¼ M2ðEÞ=4. The numerator in
this equation clearly illustrates the structure of the relevant MAR
chain: it starts below the superconducting gap at the energy
E� 3eV=2, then the particle experiences Andreev reflections inside
the gap at the points E� eV=2, and finishes above the gap, at the en-
ergy Eþ 3eV=2. Fig. 3 demonstrates a rather good agreement be-
tween our purely numerical and analytical results for the junction
with opaque barriers, i.e., at large enough barrier strength c.

According to the definition, the excess current Iexc is the voltage-
independent term in asymptotic expression for the dc current
I ¼ V=RT þ Iexc þ OðD=eVÞ at eV � D. It is contributed by the sin-
gle-particle current and the two-particle (Andreev) current, and
can be evaluated for arbitrary c, see C, where we restrict our con-
sideration to T ¼ 0. In the limit c� 1; Iexc appears to be negative
(deficit current), as one may expect for an opaque junction,

Iexc ¼ � D
eRT

1þ 1� a2

2a3=2

1
2

ln
1þ

ffiffiffi
a
p

1�
ffiffiffi
a
p � arctan

ffiffiffi
a
p� �
 �

; ð56Þ
c� 1; a2 
 1� r1r2;
Iexc ¼ � D
eRT

4=3; r1;2 ¼ 1ðsymmetric junctionÞ;
1; r1r2 � 1 ðstrong asymmetryÞ:

	
ð57Þ

For rather transparent interfaces, c� 1, the excess current can be
expressed through the convolution of its value for a single ballistic
channel [46] with the transparency distribution (19),

Iexc ¼ D
eRT

Z Dmax

0

D2

R
1� D2

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RðRþ 1Þ

p ln
1þ

ffiffiffiffi
R
p

1�
ffiffiffiffi
R
p

" #
� qðDÞdD;

R ¼ 1� D: ð58Þ
6. Conclusion

In conclusion, we have presented theoretical investigation of
the current–voltage characteristics in diffusive asymmetric SINIS
Josephson junctions with a short but finite length and different
transparencies of SIN interfaces. Our theory is relevant for current
transport in Josephson devices with multichannel semiconducting
nanowires and multilayered planar metallic junctions. We have
shown that the coherent multiple Andreev reflection theory can
be efficiently developed and analyzed in detail, both numerically
and analytically, for the whole range of the interface transparen-
cies and arbitrary asymmetry.
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We focused on the limit of resistive interfaces, when the dwell
time of the quasiparticles in the normal region becomes large, and
the length dependence of the transport characteristics becomes
essential. Furthermore, we found that in the case of significant asym-
metry of the interface resistances, the subgap current structures
contain pronounced combination subharmonics of the bulk energy
gap and the proximity minigap, Dþ Dg , in addition to the conven-
tional subharmonics of the bulk energy gap 2D. The effect of the
proximity minigap on the subgap current structures was found in
a number of numerical studies of various kinds of disordered SNS
junctions, and also observed in experiments. We argue, based on
the detailed analytical study, that this novel subgap structure is a ro-
bust feature and a general property of diffusive SNS junctions.

In the limit of rather transparent interfaces, our theory recovers a
known formula for a short mesoscopic connector – a convolution of
the current through a single-channel point contact with the trans-
parency distribution for an asymmetric double-barrier potential.

Appendix A. Symmetries

In this section we discuss distinctive symmetries of the matri-
ces P and K0, which allow us to simplify the expression for the
dc current. For simplicity, we first consider the case of equal barri-
ers, r1 ¼ r2 ¼ 1. Beginning from the analysis of the symmetries of
the matrix hm, we will assume in this section all spectral and dis-
tribution functions to be dependent on the energy Eþ eV=2, i.e.,
Nm 
 N½Eþ eVðmþ 1=2Þ�. This allows us to write down the expan-
sion of the matrix hm over the Pauli matrices in the Keldysh space
in the following form

hm ¼ i½Nm þ Nm�1 � sEm þ ð�1Þmk� þ szðNm þ Nm�1Þ
þ 2sþðNmfm þ Nm�1fm�1Þ: ðA:1Þ

Due to such indexing, the symmetry relations for the spectral and
distribution functions with respect to the change E! �E read as

Nmð�EÞ ¼ Nm0 ðEÞ; Nmð�EÞ ¼ �Nm0 ðEÞ;
Mmð�EÞ ¼ �Mm0 ðEÞ; Mmð�EÞ ¼ Mm0 ðEÞ;
fmð�EÞ ¼ �fm0 ðEÞ; m0 ¼ �m� 1:

ðA:2Þ

By applying the transformation ðE; kÞ ! ð�E;�kÞ to the function hm in
Eq. (A.1) and using Eqs. (A.2), we obtain the following relations for its
1-, sz- and sþ-components denoted by corresponding upper indices,

h1;þ
m ð�E;�kÞ ¼ �h1;þ

�mðE; kÞ;
hz

mð�E;�kÞ ¼ hz
�mðE; kÞ:

ðA:3Þ

In what follows, the Keldysh matrices with such symmetry proper-
ties will be referred to as h-matrices. It is easy to see that the in-
verse h-matrix is a h-matrix too.

Now we will prove that the matrix

pmðE; kÞ ¼
gm�1h�1

m gm�1; m > 0;

gmh�1
m gm; m < 0;

(
ðA:4Þ

belongs to the class of h-matrices. By using the definitions of the
functions gm and Gm in Eqs. (36) and (32), we get gm ¼ ð1=2Þ
ðiMm þ szMmÞ þ fmMmsþ. Denoting for brevity the h-matrix h�1

m as

hm, we obtain at m > 0

pmðE;kÞ¼gm�1hmgm�1

¼�ð1=4ÞM2
m�1hmþð1=4ÞM2

m�1½h1
mþszhz

mþsþð4f m�1hz
m�hþmÞ�:
ðA:5Þ

Replacing ðE; kÞ ! ð�E;�kÞ in Eq. (A.5), using Eqs. (A.2), and com-
paring the result with the expression for p�mðE; kÞ with negative
indices,
p�mðE; kÞ ¼ g�mh�mg�m

¼ �ð1=4ÞM2
�mh�m þ ð1=4ÞM2

�m½h1
�m þ szhz

�m

þ sþð4f�mhz
�m � hþ�mÞ�; ðA:6Þ

we see that the components of the matrix pm indeed satisfy Eqs.
(A.3). Comparison of the definitions of the matrices Pm and pm,
and the fact that the sum of h-matrices is the h-matrix too, allows
us to conclude that Pm is the h-matrix.

By using the expression Eq. (42) for the matrix K0 through the
matrices P�1 and the symmetry relations Eqs. (A.2) and (A.3), we
see that K0 is the h-matrix with zero index, i.e.,

K1;þ
0 ð�E;�kÞ ¼ �K1;þ

0 ðE; kÞ; Kz
0ð�E;�kÞ ¼ Kz

0ðE; kÞ:

A generalization for the case of different barriers is rather obvi-
ous: since the parity of indices of the spectral and distribution
functions changes after the transformation E! �E [see Eqs.
(A.2)], the symmetry relations Eqs. (A.3) for the h-matrices must
additionally involve the change r1 $ r2, in accordance with the
definition Eq. (40a) of the function qm. In our notations, this is re-
duced to the substitution k! K in Eqs. (A.3).

Now we consider the contribution of the first harmonics to the
current density Eq. (46). Using Eqs. (48) and (43)–(45), we obtain

j1 ¼ �Tr t̂�þG�1 ðEþÞ�P1
�K0 ¼ 2Trs UþP1K0 þ ðK! �KÞ½ �; ðA:7Þ

j�1 ¼ �2Trs U�P�1K0 þ ðK! �KÞ½ �; ðA:8Þ

U� ¼
G�1 ðE�ÞG

þ
1 ðE�Þ

½Gþ1 ðE�Þ�
2 ! sxM2

� � szM2
�f�

M2
� �M2

�
: ðA:9Þ

Here we used the fact that ðGþ1 Þ
2 is proportional to unity matrix and

omitted the terms with the matrix sþ, the trace of the product of
which with any triangle Keldysh matrix is zero.

It can be proved that all terms in the current spectral densities
j�1, which contain unity matrix components, give no contribution
to the full dc current. Indeed, let us first consider the contributions
of terms, proportional to M2:

jM
1 ¼ �2hðD2 � E2

þÞTrssx½P1K0 þ ðK! �KÞ�
¼ �2hðD2 � E2

þÞ½ðP
1
1 þPz

1ÞK
þ
0 þPþ1 ðK

1
0 � Kz

0Þ þ ðK! �KÞ�;
ðA:10Þ

jM
�1 ¼ 2hðD2 � E2

�ÞTrssx½P�1K0 þ ðK! �KÞ�
¼ 2hðD2 � E2

�Þ½ðP
1
�1 þPz

�1ÞK
þ
0 þPþ�1ðK

1
0 � Kz

0Þ þ ðK! �KÞ�:
ðA:11Þ

By using the symmetries (A.3) of the h-matrices P and K0, the term

hðD2 � E2
�ÞðP

1
�1Kþ0 þPþ�1K1

0ÞðE;KÞ in jM
�1 can be transformed to the

expression ½hðD2 � E2
þÞðP

1
1Kþ0 þPþ1 K1

0Þ�ð�E;�KÞ, which cancels the

analogous term with the arguments ðE;�KÞ in jM
1 after replacement

E! �E in the integral in Eq. (55). Similar conclusions concern the

term hðD2 � E2
þÞðP

1
1Kþ0 þPþ1 K1

0Þ in jM
1 and the terms, proportional

to M2, all of which contain unity matrix components.

Appendix B. Analysis of partial multiparticle currents

Here we briefly describe the asymptotic analysis of these partial
contributions, using the methods and results developed earlier
[18], with necessary modification due to asymmetry of the prob-
lem. To this end it is useful to express all the relevant quantities
through the following functions

Nm ¼ qmNmþ1=2 
 qmNðEmþ1=2Þ; Mm ¼ qmMmþ1=2; ðB:1Þ

Nm ¼ qmNmþ1=2; Mm ¼ qmMmþ1=2;
ef m ¼ fmþ1=2:
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Let us now express the current spectral density in Eq.
(50), j0 þ j1 þ j�1 
 2j, through the quantities introduced in
Eq. (B.1) and put there r1 ¼ r2 ¼ 1 (qm ¼ 1), which leads to
the expression for the current spectral density in the symmetric
junction. Then we note that the derivation of the asymptotic
expressions of the current in the case of symmetric junction [18]
is performed by only using the analytical properties of the func-
tions in Eqs. (B.1) at r1 ¼ r2 and the symmetries with respect to
the permutation E; k! �E; �k. Analysis shows that the functions
for the asymmetric junction defined in Eqs. (B.1) have the same
analytical properties and symmetries if we assume the simulta-
neous permutation r1 $ r2. Therefore we conclude that to obtain
the expression for the current in an asymmetric junction, one has
to replace the current spectral density of a symmetric junction as
follows:

2jfr1 ¼ r2g ! jfr1; r2g þ ðr1 $ r2Þ; R1 ¼ R2 ! R:

This enables us, using the results of [18], to write down the final for-
mula for multiparticle currents in an asymmetric junction,

IðnÞ ¼ nðr1r2Þn
Z 1

�1

dk
2p

Z �Dþðn�1=2ÞeV=2

D�eV=2

dE
2eR

N1=2N1=2�n

� 1
Z0

Yn�1

k¼1

M2
1=2�k

4Z�k
þ ðr1 $ r2Þ

" #
; ðB:2Þ

Z0 ¼ �detðh0 þP1 þP�1Þ; ðB:3Þ
Zm ? 0 ¼ �detðhm þPm�1Þ ðB:4Þ

(at n ¼ 1, the product in Eq. (B.2) is assumed to be unity).
Practical calculations using Eq. (B.2) require an appropriate

choice of approximation for the determinants in Eqs. (B.3) and
(B.4). These quantities can be expressed, using the recurrence
(41) for Pm, through the chain fractions that should be truncated
at the nth step for the n-particle current,

Zm ¼ jzmj2; ðB:5Þ

zm>0 ¼ ehm �
g2

mehmþ1 �
g2

mþ1
~hmþ2�...

; zm<0 ¼ ehm �
g2

m�1

~hm�1 �
g2

m�2
~hm�2�...

;

z0 ¼ eh0 �
g2

0eh1 �
g2

1
~h2�...

� g2
�1eh�1 �

g2
�2

~h�2�...

; ehm 
 h1
m þ hz

m:
Appendix C. Evaluation of excess current

The method of calculation of Iexc is quite similar to that used in
[18]. The basic idea of this method relies on the fact that only the
energies of the order of D contribute into Iexc , therefore at eV !1
all spectral functions M; M, and N with ‘‘shifted’’ energy
Eþ keV ; k – 0, turn to zero, and the density of states NðEþ keVÞ
can be put to its limiting value (unity). This effectively truncates
the recurrences (41) for Pm and enables us to write down Iexc as
the integral over E and k of the explicitly defined function. We will
omit more detailed description of this procedure, which is rather
cumbersome due to the junction asymmetry, and present only final
results.

At arbitrary barrier strength c, the integration over k can be per-
formed analytically which leads to the following expression at
T ¼ 0,

Iexc ¼ 1
eRT

Z D

0
dE j< þ

Z 1

D
dE N j>

� �
; ðC:1Þ
where

j< ¼ r1r2M2
X
i¼1;2

ðti
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ti � ci
p

Þ�1
; ti ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

i þ b2
i

q
;

ci ¼ 2ðs2E2 � 1� sNriEÞ þ r1r2; bi ¼ 2sEð2� riÞ � r1r2N;

j> ¼
X
i¼1;2

ðTi � A�Þ�1=2ðAþ=Ti þ 1Þ � 2; Ti ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
� þ B2

i

q
;

A� ¼ 2ðs2E2 � 1Þ � r1r2ðN � 1Þ; Bi ¼ 2sE½2þ riðN � 1Þ�:

At large c� 1, the second term in Eq. (C.1) dominates, and the inte-
gration can be done analytically, leading to Eq. (56).

In the regime of small dephasing, c� 1, it is reasonable to first
perform the integration over energy in the initial expression for Iexc

and then, introducing the transparency variable D ¼ r1r2=ðk2 þ 1Þ,
to express the excess current through its value for a single ballistic
channel [46] averaged over the transparency distribution (19), in
accordance with Eq. (18), which results in Eq. (58).
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