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Tobias A. Eriksson
Photonics Laboratory, Department of Microtechnology and Nanoscience

Chalmers University of Technology, SE-412 96 Göteborg, Sweden

Abstract
Coherent optical receivers have enabled the use of multilevel modulation for-
mats with high spectral efficiencies and long transmission reaches. Tradition-
ally, modulation formats utilizing the two dimensions spanned by the ampli-
tude and the phase of the signal have been dominating. This thesis is devoted
to novel modulation formats exploring the possibilities of modulation formats
in higher dimensional signal spaces to find formats with a good tradeoff be-
tween spectral efficiency and sensitivity.

The work included in this thesis can be divided into two parts, experi-
mental and theoretical. The first part includes experimental demonstrations
of several four- and eight-dimensional modulation formats where the sensi-
tivity as well as the performance in terms of transmission reach is evaluated
and compared to conventional modulation formats. 128-level set-partitioning
QAM (128-SP-QAM) is demonstrated with 50 % increased transmission dis-
tance over polarization-multiplexed 16-ary quadrature amplitude modulation
(PM-16QAM). Binary pulse position modulation in combination with QPSK
(2PPM-QPSK) is shown to achieve 40 % increased transmission reach over
PM-QPSK. Further, the eight-dimensional modulation format frequency and
polarization switched QPSK (4FPS-QPSK) is shown to have 84 % increased
transmission reach over polarization-multiplexed quadrature phase-shift key-
ing (PM-QPSK) in a dual-carrier setup.

The second part includes theoretical work where the spectral efficiency
and asymptotic power efficiency is evaluated for modulation formats in high
dimensional signal spaces. The high dimensionality is achieved by consider-
ing multidimensional position modulation, which is a generalization of pulse
position modulation, in combination with QPSK and polarization-switched
QPSK. The different dimensions can be achieved by time slots, polarizations,
frequency slots, modes of multimode fibers or cores of a multicore fiber.

Keywords: Fiber-optical communication, coherent detection, spectral efficiency,
power efficiency, quadrature phase shift keying (QPSK), polarization-switched
quadrature phase shift keying (PS-QPSK),16-ary quadrature amplitude modu-
lation (16QAM), 128-level set-partitioning QAM (128-SP-QAM), binary pulse
position modulation QPSK, multidimensional position modulation.
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Chapter 1

Introduction

The global communication network, including all types of data transmission
such as telephone and the Internet is ever evolving. Today, streaming high-
definition movies or live sport are almost taken for granted while just a few
years ago this would have seemed impossible. In the near future, streaming
services using so called 4K resolution [1] and 8K resolution [2] is expected to
emerge, where the latter standard has 16 times as many pixels compared to
what is today considered high-definition. Further, cloud computing services
are starting to become more popular [3] and online gaming (including cloud
gaming), video chats, social networks, blogs, file sharing, etc. are ever so
popular. The demand for high-bandwidth services like these, together with the
increasing number of Internet users, see Fig. 1.1, sets a huge requirement on
the architecture and data-capacity of the supporting technologies. In Fig. 1.1,
it is clear that in the next year or two, half of the population of the world will
have Internet access and in the same time frame the percentage of Europe’s
population that have access to the Internet will reach 80 % [4, 5]. Much of this
development has been enabled by fiber optical communication systems which
forms the backbone of both the Internet and the mobile telephone network.
To keep up with the increasing demand for bandwidth, which seems to see no
saturation in the coming years, a lot of research is needed in all areas related
to fiber optical transmission.

1.1 A Brief History of Fiber Optical Communication

Fiber optical communication systems were basically enabled by two crucial
inventions, the laser and the optical fiber. The laser evolved from the first

1
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Figure 1.1: Percentage of individuals using the Internet in Europe and the
world, data from [4, 5].

demonstration of stimulated emission in a ruby crystal by Maiman in 1960 [6],
with an important milestone being the invention of the semiconductor laser in
1962 [7, 8]. In 1966, Kao and Hockham proposed that optical fibers could be
fabricated with low loss using silica glass [9] and in 1970 the first single-mode
fiber was constructed with 20 dB/km of loss at 633 nm [10]. Three years later
the loss was down to 4 dB/km (although being in a multimode fiber) [11]
and in 1976 a loss of 0.47 dB/km was demonstrated [12]. The loss in optical
fibers has since then been improving with the current record being as low as
0.148 dB/km at 1570 nm [13] and 0.149 dB/km at 1550 nm [14]. Other mile-
stones during the 1960-1970’s include fundamental work on optical receivers
[15], the introduction of the first commercial continuous semiconductor laser
that could operate continuously at room temperature [16, Appendix B] and
the discovery of the transmission window in optical fibers around 1550 nm
[17]. Further, the zero-dispersion wavelength at 1300 nm was pointed out in
1975 [18].

An important milestone was the fiber optical system test that was per-
formed by Bell Labs in 1976, and is known as the Atlanta Experiment, where
transmission over buried fibers was demonstrated at a bitrate of 44.7 Mbit/s
[19]. Following this successful demonstration was a plethora of field trials in
Europe, North America and Japan [20]. The first commercial fiber optical
transmission system was deployed by GTE Laboratories between Long Beach
and Artesia in California with the system up and running in April 1977. This
system was 10 km long and carried telephone traffic at 6.3 Mbit/s [16, Chap-
ter 14]. GTE Laboratories had been racing against AT&T who only six weeks

2



1.1. A BRIEF HISTORY OF FIBER OPTICAL COMMUNICATION

later had their system, deployed in Chicago, up and running [16, Chapter 14].
However, it should be mentioned that the AT&T system was first in terms of
sending test signals.

During the 1980’s, telecom companies started to deploy optical fiber sys-
tems in which conventional single-mode fibers was typically used and the op-
erating wavelength was either 1300 nm or 1550 nm [16, 20]. In 1988 the first
transatlantic cable that was using fibers, TAT-8, were completed, despite the
original problems with shark attacks on the fiber cable [21]. TAT-8 used sig-
nal lasers at 1310 nm utilizing the low dispersion at that wavelength and had
two fiber pairs installed which each could transmit 280 Mbit/s [22]. The first
transpacific fiber optical cable, TPC-3, was installed one year after TAT-8 [22].

The Erbium doped fiber amplifier (EDFA) was invented in the mid 1980
[23–25] and revolutionized the fiber-optical communication industry. Suddenly,
it was possible to amplify the signal in the optical domain and the use of
repeaters which detected and retransmitted the signal could be abandoned.
The EDFA opened the way for wavelength division multiplexing (WDM) since
many wavelength channels could be amplified simultaneously compared to the
old repeater technology where each WDM-channel had to be retransmitted
individually. In 1990, a four-channel WDM system using EDFAs, where each
channel carried 2.4 Gbit/s, was demonstrated [26].

Chromatic dispersion was always a limiting problem which had been solved
by operating in the low dispersion region around 1300 nm or by using dispersion-
shifted fibers, as in for instance [27] where 2.4 Gbit/s transmission over 21,000 km
was achieved. However, it was soon recognized that four-wave mixing (FWM)
heavily distorts the signals in a WDM system when operating in the low-
dispersion regime [28]. In 1993, it was realized that the nonlinear effects could
be suppressed by avoiding non-zero dispersion and the first dispersion-managed
link was demonstrated using dispersion-shifted fibers in combination with con-
ventional single-mode fibers [29]. The dispersion compensating fiber (DCF)
was introduced in the mid 1990’s [30, 31], employing large dispersion with
opposite sign compared to the conventional single-mode fiber. (This idea was
however much older [32]). The use of DCFs to periodically compensate for the
dispersion opened up possibilities for long-haul WDM transmission such as 16
WDM-channels each carrying 10 Gbit/s over 1000 km in 1995 [33] as well as
one of the first Tbit/s systems demonstrated in 1996 using 55 WDM channels
[34].

Another milestone in the fiber optical community was when analog-to-
digital converters (ADCs) and electronics with sufficient speed enabled real-
time coherent receivers utilizing digital signal processing to perform phase-
tracking so that free-running local-oscillators could be used [35, 36]. The
coherent receiver, which is discussed in Chapter 3, gives access to the full op-
tical field enabling multi-level modulation formats with unconstrained choices

3
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Figure 1.2: Spectral efficiency as a function of asymptotic power efficiency
penalty for some conventional modulation formats (blue circles), the modu-
lation formats that have been experimentally investigated in paper A-C (red
stars) and two formats from the theoretical study in paper D (green diamonds).

of phase and amplitude. The fiber optical communication systems discussed
in this thesis are based on coherent detection.

1.2 Motivation for This Thesis

In coherent optical communication systems, polarization-multiplexed QPSK
(PM-QPSK) is the dominating modulation format for long-haul systems and
polarization-multiplexed 16QAM (PM-16QAM) is considered the modulation
format to be used when higher spectral efficiency (SE) is required. The step
between these two formats is huge in terms of required optical signal-to-noise
ratio (OSNR) which translates into much shorter transmission reach for PM-
16QAM. In paper A, 128-level set-partitioning QAM (128-SP-QAM) is exper-
imentally investigated. This format offers a step in between PM-QPSK and
PM-16QAM in terms of sensitivity with just a small sacrifice in SE. This is
illustrated in Fig. 1.2 where the SE for different formats is plotted as a function
of asymptotic power efficiency penalty, which gives the sensitivity penalty over
quadrature phase-shift keying (QPSK) for asymptotically high signal-to-noise
ratio (SNR).
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On the other hand, for transmission links where the available OSNR is not
high enough to support PM-QPSK, other formats have to be considered such
as those illustrated in Fig. 1.2. In paper B, both polarization-switched QPSK
(PS-QPSK) and 4-ary frequency and polarization switched QPSK (4FPS-
QPSK) are experimentally investigated. PS-QPSK offers a 1.76 dB better
power efficiency than QPSK at the loss of 0.5 bit/symbol/polarization in SE.
In paper C, a different implementation of PS-QPSK is experimentally investi-
gated where binary pulse position modulation is used instead of polarization
switching. If even higher sensitivities are required, 4FPS-QPSK can be used
which has half the SE compared to QPSK but 3 dB increased power efficiency.

In the theoretical and numerical investigations in paper D, whole families of
modulation formats based on multidimensional position modulation, which is a
generalization of pulse position modulation, are introduced. Two formats from
that study are highlighted in Fig. 1.2, namely the 8-dimensional format 4-ary
inverse multidimensional position modulation QPSK (4iMDPM-QPSK) and
the 16-dimensional format 8-ary inverse multidimensional position modulation
QPSK (8iMDPM-QPSK). As seen these two formats offer increased power
efficiency compared to QPSK without any loss in SE.
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Chapter 2

Basics of Coherent Fiber Optical
Communication

This chapter is divided into two parts where the first part introduces some
basic knowledge of the fiber optical communication channel followed by the
second part which discusses the coherent optical detection technique. It should
be mentioned that the following sections only gives a brief overview.

2.1 The Fiber Optical Channel

This section introduces some basic concepts of a fiber optical communication
system starting with the key components followed by a description of the ad-
ditive white Gaussian noise channel model. After that dispersion is introduced
followed by a model for nonlinear distortion.

2.1.1 Basic Fiber Optical Communication System

The optical fiber works on the principle of total internal reflection and is
made out of silica glass. The optical fiber has a loss of around 0.2 dB/km at a
wavelength of 1550 nm. For long-haul optical systems typically span lengths
of 50-120 km of fiber are used where the optical signal is amplified after each
span, as illustrated in Fig. 2.1 [37, Chapter 2].

Typically, the amplifiers that are used are EDFAs however other amplifi-
cation technologies exist such as Raman amplifiers [38], semiconductor optical
amplifiers [39] and phase-sensitive fiber amplifiers [40]. The operating princi-
ple of an EDFA is that the fiber is doped with the rare-earth element Erbium
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Transmitter

� N

Receiver

Channel

EDFA

Figure 2.1: Basic outline of a fiber optical communication systems showing the
transmitter, the transmission link consisting of N fiber spans and amplifiers,
and the receiver.

which can be optically pumped to achieve population inversion and therefore
optical gain. As any other amplifier, the EDFA adds noise. The noise origi-
nates from the spontaneously emitted photons from the exited Erbium ions.
These photons will have random wavelength, phase and polarization and will
experience gain as they propagate in the EDFA. Hence, the noise generated in
the EDFA is called amplified spontaneous emission (ASE) noise.

The EDFA typically have a gain in the region of 1530–1565 nm which is
called the C-band and the gain can be extended to the O-band (1260–1360 nm),
E-band (1360–1460 nm), S-band (1460–1530 nm), L-band (1565–1625 nm) and
the U-band (1625–1675 nm) [41].

2.1.2 Additive White Gaussian Noise Channel

The simplest model of a fiber optical link is to consider only additive white
Gaussian noise (AWGN) as is shown in Fig. 2.2. Note that the input and
output of the link are discrete while the channel itself is continuous time. The
added noise nk is zero-mean Gaussian with noise variance σ2, i.e. nk ∼ N (0, σ2)
[42, Section 3.3.4]. As seen the whole link (channel) with EDFAs and fiber
spans in Fig. 2.1 are replaced by the added noise nk. The noise variance σ2

will depend on the link parameters such as span loss and EDFA noise figure.
Note that in fiber optical communication systems, matched-filtering [43, p.
178–182] is typically not applied. Instead a suboptimal low-pass filter, often
induced by the limited bandwidth of the receiver, is used. The AWGN channel
is a good approximation when the optical power launched into each span is
low. However, when the optical power is high the channel becomes nonlinear
and the AWGN channel model is no longer a good approximation.
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n(t)

Channel

+
s(t) r(t) = s(t) + n(t)dk

Bit-to-

Symbol 

Mapping

Modulation

LPF Sampling

rk = sk+nk

Figure 2.2: The AWGN channel model. The discrete bit sequence dk is mapped
to symbols that are modulated onto the optical carrier. The signal is trans-
mitted over the optical link where the impairments are modeled as AWGN.
The received signal is low-pass filtered (LPF) and sampled and the output rk
is a discrete set of samples.

2.1.3 Dispersion

The different frequency components of a pulse propagating in an optical fiber
will have different group velocities. The result of this is that pulses will be
broadened during propagation. This effect is typically called group velocity
dispersion or sometimes referred to as just dispersion. This effect can be miti-
gated in different ways such as inline compensation where each span is followed
by a dispersion compensating module based on DCF or chirped fiber-Bragg
gratings. Alternatively, electronic dispersion compensation can be used where
all the accumulated dispersion in the link is mitigated in the digital signal pro-
cessing (DSP) domain. Dispersion compensation is discussed in section 4.3.

2.1.4 Nonlinear Transmission Impairments

Together with the noise added by the EDFAs in a link, the nonlinear distortions
are the limiting factors for a fiber optical transmission system. The nonlinear
effects arise from the Kerr effect and the fact that the core of the optical fiber
is small which gives high field intensity. The types of nonlinear distortion that
will arise are dependent on the system and will be very different depending
on if inline dispersion compensation is used or not, if the system is single
channel or a WDM system, the symbol rate and the modulation format that
is transmitted. Typically, there exists an optimal launch power into the fiber
spans as qualitatively illustrated in Fig. 2.3 where in the low launch power
region the system is limited by the ASE noise generated in the EDFAs and in
the high launch power region the system is limited by the nonlinear distortions.

The long-haul fiber optical systems that have been experimentally imple-
mented in this thesis are not using any inline dispersion compensation and all
the accumulated dispersion is compensated for in the DSP. For these types
of systems, the recently developed Gaussian noise model [44–46] has been

9



2. BASICS OF COHERENT FIBER OPTICAL COMMUNICATION

B
E

R
 

Launch Power

N
on

li
ne

ar
 

L
im

it

A
SE

 L
im

it

Figure 2.3: Typical behavior of a fiber optical link showing that there exists
an optimal launch power and that for low launch power the system is limited
by ASE noise and for high launch power the system is limited by nonlinear
distortions.

shown to approximate the channel with good agreement. With this model,
the nonlinear distortions are approximated as Gaussian and simply degrades
the OSNR as

OSNR =
Psig

PASE + PNLI
, (2.1)

where Psig is the signal power, PASE is the ASE noise power and PNLI is the
nonlinear interference power and is proportional to P 3

sig [44–46]. Using this
model, the system will again follow the behavior illustrated in Fig. 2.3.

2.2 Coherent Detection

In fiber optical communication systems, there are two methods for detecting
the optical signal. The first one is direct detection where a photo-detector is
used to generate a current that is proportional to the optical power. This is the
traditional method and is used for on-off keying (OOK). The photo-detector is
a square-law detector, i.e. the output current is proportional to the power of
the optical field. Thus, the phase of the optical signal is not detected. Using
a delay interferometer, the relative phase between symbols can be detected
using direct detection. This allows for direct detection of phase modulated
formats such as binary phase-shift keying (BPSK), which has roughly 3 dB
better sensitivity compared to OOK.

During the 1980’s, a lot of research was focused on coherent detection
systems due to the increased sensitivity over direct detection [23, 47, 48]. These
coherent systems were hard to implement since they required an optical phase-
locked loop to synchronize the local oscillator (LO) phase to the signal phase.
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Figure 2.4: Schematics of the optical front-end of a polarization-diverse coher-
ent receiver.

However, when the EDFA was invented [24, 25, 49], the receiver sensitivity
could be significantly increased by optical pre-amplification and the interest
in coherent detection was lost.

The interest in coherent detection was renewed when real-time measure-
ments using coherent receivers with free-running LOs where demonstrated
[36, 50, 51]. This time, the focus was on spectrally efficient modulation for-
mats which were enabled due to the access to information of the full optical
field with the coherent receiver. Further, the speed of electronics had reached
a point where DSP could be used thus allowing compensation of signal distor-
tions in the digital domain. Most importantly, the frequency- and phase-offset
from the LO could be compensated in the digital domain, making the use
of complicated hardware phase tracking unnecessary. The use of DSP also
opened up a whole new research field on its own where dispersion compensa-
tion, nonlinear mitigation, equalization and polarization demultiplexing and
tracking could be performed in the digital domain.

2.2.1 Coherent Optical Front-End

The optical front-end of a typical polarization-diverse coherent receiver is
shown in 2.4. The electrical field of the LO is denoted ELO. The signal and the
LO are first split into two orthogonal polarization states, Esig,x, Esig,y, ELO,x
and ELO,y, by the polarization beam-splitters. The 90◦ optical hybrids have 4
outputs each and the working principle for one hybrid is illustrated in Fig. 2.5.
The four outputs correspond to the two quadratures given in pairs, where the
signals forming a pair have a 180◦ relative phase shift [52, 53]. The photo-
current from each photo-detector after one optical hybrid, here shown for the
x-polarization, is given by
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 . (2.2)

The photo-currents for the y-polarization is given in the same way, but
replacing x with y. If balanced detection is used, such that ixI(t) = ixI+(t)−
ixI−(t) and ixQ(t) = ixQ+(t)− ixQ−(t), the output signals will be

[
iIx(t)
iQx(t)

]
∝
[
Re
(
Ex(t)E∗LO,x

)

Im
(
Ex(t)E∗LO,x

)
]
. (2.3)

The signals in the y-polarization are obtained in the same way, using a second
90◦ optical hybrid [54, p. 167–169]. In this way, both quadratures in the two
polarizations can be detected. It should be noted that balanced detection is
not required. With single-ended detection, optical hybrids without the extra
180◦ phase shifts are used and the photocurrent for one output will be ixI(t) =
Re (Ex(t)E∗LO) + 1

2 |Ex(t)|2 + 1
2 |ELO,x|2. The drawback of this scheme is that

the signal envelope is not removed, which results in that the power of the
LO must be much larger than the signal power to make the coherent term
dominate.

2.3 Analog-to-Digital Converters

The four output photocurrents from the optical hybrids are sampled using
ADCs. The basic functionality of the ADC is to sample the signal in time
with a fixed time-base, which converts the analog signal into a discrete-time
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signal. The ADC quantizes the signal into a finite set of values which is de-
termined by the resolution [53]. The bandwidth and sampling rate of the
ADCs are often stated as the bottle-neck in coherent fiber-optical communica-
tion systems and determines how high-bandwidth optical signals that can be
detected with a single receiver. The amplitude resolution of the ADCs deter-
mines how many signaling-levels that can be used. A limiting factor for the
resolution is timing jitter which reduces the effective number of bits (ENOB)
[55]. To realize high-speed ADCs, time-interleaving of lower speed ADCs is
often used and digital circuits perform the interleaving of the sampled signals
and compensates for any mismatch between the different ADCs [56]. Alterna-
tively, the time-interleaving can be performed in the optical domain where the
optical signal is sampled using a short optical pulse [57, 58]. However, so far,
this method is not commercially used and compared to the time-interleaving in
the radio frequency (RF)-domain there are limitations such as that the relative
phase between the LO and the signal is drifting in the different parallel sam-
pling arms. Time-interleaving in the optical domain can be done with photonic
integration which potentially can overcome the phase-drift issue and also pro-
vide lower timing-jitter compared to time-interleaved ADCs in the RF-domain
[59, 60].
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Chapter 3

Modulation Formats

In the past, OOK has been the dominating modulation format, mainly because
it can be generated and detected with low complexity [61]. There was no need
to use more advanced modulation formats since the throughput in a link could
be increased by adding more WDM channels [62, 63] and using electrical time-
division multiplexing (ETDM) [64, 65].

In the research community, optical time-division multiplexing (OTDM)
was also a hot topic for increasing the throughput [66, 67]. Also, combing
OTDM and WDM was investigated [68]. However, due to the complexity of
multiplexing and demultiplexing OTDM, WDM emerged as the dominating
technology in commercial systems. OOK can be detected without the need
of any phase reference and the only competing modulation format was BPSK
which offered 3 dB higher sensitivity and could be implemented using binary
driving signals [69–71]. If BPSK is detected differentially, the need for a phase
reference is eliminated and the complexity is still reasonable.

When the bandwidth supported by the EDFA (C-band ∼ 1530–1565 nm
[41]) started to get filled, research on more spectrally efficient modulation
formats gained more attention. By modulating the phase and/or the ampli-
tude as well as utilizing both polarization states more signaling levels can be
achieved and thus modulation formats that carry more bits per symbol can
be used. Although modulation formats utilizing both the amplitude and the
phase can be differentially detected [72] and polarization demultiplexing can
be performed optically [73], coherent detection is preferred since the required
subsystems that are complex in the optical domain, such as polarization and
phase-tracking, can be moved to the DSP domain [53].
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The most widely studied modulation format in coherent systems is PM-
QPSK and there are many reasons for this. The transmitter complexity is low
since it can be implemented with binary driving signals, the DSP algorithms,
especially phase tracking, can be performed with reasonable complexity and
the sensitivity of QPSK is suitable for long-haul distances such as transoceanic
links. QPSK is also used in commercially deployed coherent fiber systems
[74, 75]

PM-16QAM is often considered as the next step after PM-QPSK for trans-
mission systems requiring a higher SE. The transmitter complexity is still rea-
sonable, using 4-ary pulse amplitude modulation (4PAM) driving signals, yet
more complex than PM-QPSK. The DSP algorithms are more complex, which
is discussed in chapter 4. However, the sensitivity of PM-16QAM is worse
compared to PM-QPSK which is a limiting factor in terms of transmission
reach.

This chapter starts with the introduction of some basic concepts used to
compare different modulation formats. Later, a few conventional modulation
formats optimized in two dimensions are discussed followed by the introduction
to four-dimensional (4D) modulation formats.

3.1 Basic Concepts and Notations

In this section modulation formats are studied assuming a discrete-time mem-
oryless channel with AWGN as the only impairment. The kth symbol of a
symbol alphabet is denoted as the vector

ck = (ck,1, ck,2, . . . , ck,N ), (3.1)

where N is the number of dimensions. The traditional view is to consider mod-
ulation formats in the two dimensions spanned by the in-phase and quadrature
part of the signal such that the kth symbol can written as ck = (Re(Ex,k), Im(Ex,k)),
where Ex,k is the optical field. A 4D symbol, assuming that the four dimensions
are the I- and Q-components of the two polarization states, can be denoted as
ck = (Re(Ex), Im(Ex),Re(Ey), Im(Ey)) where Ex and Ey denotes the optical
field in the x- and y-polarization state, respectively.

The symbol alphabet, or constellation, of a modulation format with M
symbols is given by the set of vectors

C = {c1, c2, . . . , cM}. (3.2)

With this notation, the QPSK constellation can be expressed as CQPSK =
{(±1,±1)} and PM-QPSK as CPM-QPSK = {(±1,±1,±1,±1)}.
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Figure 3.1: Examples of bit-to-symbol mapping with (a) the natural mapping
and (b) Gray coded bit-to-symbol-mapping.

The average symbol energy Es of a modulation format with M symbols is
given by

Es =
1

M

M∑

k=1

||ck||2, (3.3)

where ||ck||2 is the energy of the kth symbol. The average energy per bit is
simply Eb = Es/ log2(M).

The Euclidean distance between two symbols is given by dk,j = ||ck−cj ||.
At high SNR, the sensitivity of a modulation format is determined by the av-
erage symbol energy and minimum Euclidean distance [76] of the constellation
which is given by

dmin = min
j 6=k

dk,j . (3.4)

3.1.1 Bit-to-Symbol Mapping

The performance in terms of bit-error probability (BER) at a certain SNR is
dependent on how bits are mapped to symbols. The probability of making an
error from one symbol to a symbol at distance dmin is higher than making an
error to a symbol at d > dmin. Therefore, a common aim of the bit-to-symbol
mapping is to try to minimize the number of bits that will be erroneous when
making an error between symbol pairs at the Euclidean distance dmin from
each other. As an example, a QPSK constellation with a certain bit-to-symbol
mapping is shown in Fig. 3.1a. As seen, if an error is made between (−1,−1)
and (−1, 1) both bits will be erroneous. In Fig. 3.1b, a different bit-to-symbol

17



3. MODULATION FORMATS

mapping is used such that all errors made to a symbol at dmin will result
in exactly 1 bit error. This is usually referred to as Gray coding [77] and
it should be noted that some constellations can be Gray coded in different
ways where the optimal in terms of BER for all SNR values except extremely
low, assuming quadrature amplitude modulation (QAM) or phase shift keying
(PSK) constellations, is the binary reflected Gray code [78].

3.2 Spectral Efficiency and Asymptotic Power Efficiency

To compare the performance of different modulation formats at higher SNR,
without performing time-consuming simulations, the SE and asymptotic power
efficiency (APE) can be used. However, the performance depends on many
other aspects such as sensitivity at low SNR, nonlinear performance and im-
plementation complexity. In the following, AWGN will be considered as the
only impairment.

3.2.1 Spectral Efficiency

When modulation formats are compared in terms of SE and APE, the SE is
generally defined as the number of transmitted bits per polarization, i.e. per
pair of dimensions, as

SE =
log2(M)

N/2
, (3.5)

where M is the number of symbols in the constellation and N the dimension-
ality [76]. In other words, log2(M) is the number of bits per symbol and the
unit of SE is bits/symbol/polarization (bits/symb/pol). It should be noted
that this is a slightly different measure than bits/second per bandwidth use,
bits/s/Hz, where information on the spectral shape is needed.

3.2.2 Asymptotic Power Efficiency

The APE is a good measure of how sensitive a modulation format is at asymp-
totically high SNR. The APE is given as [42, Section 5.1.2]

γ =
d2min
4Eb

=
d2min log2(M)

4Es
. (3.6)

The factor 1/4 normalizes the APE to 0 dB for BPSK, QPSK and PM-QPSK
[76]. The APE is often given in dB and it is also common to use the asymptotic
power penalty which is defined as 1/γ.
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Figure 3.2: Example of a PM-QPSK signal showing the constellation in the
(a) x-polarization and (b) y-polarization.

3.3 Conventional Modulation Formats for Coherent Sys-
tems

In this section the most commonly studied modulation formats for coherent
fiber optical communication systems are presented. Although OOK histori-
cally has been a much used format in direct-detection systems it is of little use
in coherent systems where the access to the full optical field offers a possibility
to use more spectrally efficient and/or more sensitive formats. The conven-
tional modulation formats are given in the two dimensions spanned by the
in-phase and quadrature components of the optical field and the polarization
states are seen as two independent channels where these two-dimensional (2D)
formats can be transmitted to double the throughput.

3.3.1 Polarization-Multiplexed Quadrature Phase Shift Key-
ing

PM-QPSK is the most studied modulation format in coherent fiber optical
communication systems [36]. As mentioned in the introduction to this chapter,
there are many reasons for this such as good sensitivity and low complexity in
terms of hardware and receiver DSP. The constellation for PM-QPSK is given
by all sign selections of

CPM-QPSK = {(±1,±1,±1,±1)}. (3.7)

19



3. MODULATION FORMATS

Laser

Ix Qx

Iy Qy

I/Q-Modulator

I/Q-Modulator
x-pol.

y-pol.

Figure 3.3: A typical PM-QPSK transmitter.

The constellation in the x- and y-polarization for PM-QPSK is shown in
Fig. 3.2. Note that the constellations in the two polarization states are in-
dependent. PM-QPSK has γ = 0 dB and SE = 2 bits/symb/pol.

A typical transmitter for PM-QPSK is shown in Fig. 3.3. As seen the
transmitter is based on two I/Q-modulators, one for each polarization. The
I/Q-modulators are driven by binary drive signals which typically are opti-
mized to have a voltage swing of 2Vπ. The two optical signals are combined
with orthogonal polarization states using a polarization beam combiner (PBC).
QPSK modulation can also be implemented using a phase modulator or a
Mach-Zehnder modulator (MZM) followed by a phase modulator [79].

It is interesting to note that QPSK is inherently Gray-coded when imple-
mented using an I/Q-modulator and binary driving signals. However, it is also
common to use differential coding in the case where resilience towards cycle
slips in the phase tracking (discussed in section 4.5.2) is needed.

3.3.2 Polarization-Multiplexed Binary Phase Shift Keying

BPSK has the same APE and SE as QPSK, since N = 1 in equation (3.5).
However, if polarization-multiplexed BPSK (PM-BPSK) is considered and it
is assumed that both quadratures are used, PM-BPSK will carry two bits
per polarization-multiplexed symbol, compared to four of QPSK and the SE
will be half compared to PM-QPSK. The transmitter as well as the receiver
complexity for BPSK is roughly the same compared to QPSK and the DSP
algorithms are very similar for the two formats. The constellation for PM-
BPSK can be written

CPM-BPSK = {(±1, 0,±1, 0)}. (3.8)

The constellations in the x- and y-polarization for PM-BPSK are shown in
Fig. 3.4. Although QPSK is often preferred over BPSK for coherent systems
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Figure 3.4: Example of a PM-BPSK signal showing the constellation in the
(a) x-polarization and (b) y-polarization.

some special applications exist such as nonlinear squeezing in highly non-linear
fiber links with optimized dispersion maps where the nonlinear distortion can
be made approximately imaginary whereas the BPSK modulation is real [80].

3.3.3 Polarization-Multiplexed 16-ary Quadrature Amplitude
Modulation

In this thesis, and in general, 16-ary quadrature amplitude modulation (16QAM)
refers to the square implementation of 16QAM although other implementa-
tions exist such as star-QAM [81], hexagonal 16QAM [82] and other 16-point
ring constellations [83]. Rectangular 16QAM has the benefit that it can be
implemented using equispaced 4-level signals which can be achieved in the
electrical domain by combining two binary signals with an RF coupler. The
constellation for PM-16QAM can be given as

CPM-16QAM = {({±1,±3}, {±1,±3}, {±1,±3}, {±1,±3})}. (3.9)

PM-16QAM has an APE of γ = −3.97 dB and a SE of 4 bits/symb/pol and
the constellations in the x- and y-polarization are shown in Fig. 3.5. A typical
PM-16QAM transmitter is shown in Fig. 3.6. As seen, the I/Q-modulators are
driven by 4PAM signals generated from binary signals. This type of transmit-
ter was implemented in paper A. Other transmitter structures exists, such as
using two I/Q-modulators in series [84] or using integrated modulators with
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Figure 3.5: Example of a PM-16QAM signal showing the constellation in the
(a) x-polarization and (b) y-polarization.

four MZMs [85]. In contrast to QPSK, PM-16QAM is not inherently Gray-
coded and a precoding stage is needed. Since PM-16QAM is more sensitive to
laser phase noise, differential coding of the bits may be needed [86]. Alterna-
tively, transmitting Gray-coded data in frames could possibly also handle this
problem where a cycle slip would make the whole frame erroneous.

3.4 Four-Dimensional Modulation Formats

The conventional modulation formats, discussed in the previous sections, are
optimized in the two dimensions spanned by the quadratures of the optical
signal and the two orthogonal polarization states are used to multiplex the
2D formats. Instead modulation formats can be optimized in the 4D space
spanned by the two quadratures and the two polarization states of the optical
signal. These formats are often called 4D modulation formats and as the
name implies the formats cannot be decomposed into two independent 2D
constellations. The idea of 4D modulation formats for optical communication
systems was first brought up during the 1990’s when coherent communication
was a hot research topic for a few years [87–89]. However, the complexity of
implementing transmitters and receiver with the hardware available at that
time as well as that fact that DSP was not used, prevented experimental
realization of such formats.

In 2009 Bülow [90] as well as Agrell and Karlsson [76, 91] introduced
modulation formats that are optimized in the 4D space to the fiber optical
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Figure 3.6: A typical PM-16QAM transmitter.

community. Bülow introduced Polarization-QAM (POLQAM), also known as
6-level polarization shift keyed QPSK (6polSK-QPSK), [90, 92] with six state-
of-polarization (SOP) and four phase states per SOP has both better APE and
SE compared to QPSK [76]. Agrell and Karlsson introduced PS-QPSK, which
can be generated by transmitting QPSK in either the x- or y-polarization
per 4D symbol. With this implementation, two bits are encoded in the QPSK
constellation and one bit in which polarization this QPSK signal is transmitted.
PS-QPSK was found to be the most power efficient modulation format in four
dimensions [76].

Although PS-QPSK was a new format for the fiber optical communication
community, the format itself was not new. In 1977 Zetterberg and Brändström
mentioned this format where it is referred to as the 16-cell [93]. Many years
later, the format was first studied in terms of APE [89]. In these publica-
tions the four dimensions are more general and from a communications theory
point of view all realizations of the four dimensions are the same and are not
restricted to the polarizations as the name PS-QPSK implies.

Another group of 4D modulation formats was introduced by Coelho and
Hanik in 2011 [94]. These formats apply Ungerboeck’s set-partitioning (SP)
scheme [95] on PM-16QAM to increase the minimum Euclidean distance of
the constellation. This concept was later extended to higher order rectangular
QAM constellations [96]. When compared to the QAM constellations, the SP
formats can achieve significant gains in APE while suffering only minor losses
in SE. The two most notable SP formats are 128-SP-QAM, studied in paper A,
and 32-level set-partitioning QAM (32-SP-QAM). As mentioned, these formats
are based on QAM constellations which means that they can be implemented
with similar hardware.
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Figure 3.7: Example of a PS-QPSK signal showing the constellation in the
(a) x-polarization and (b) y-polarization. Orange and blue colors are used to
illustrates that when a QPSK symbol is transmitted in one polarization, zero
power is always transmitted in the other.

3.4.1 Polarization-Switched Quadrature Phase Shift Keying

PS-QPSK is the 4D modulation format, that cannot be constructed by polarization-
multiplexing of two 2D formats, that has attracted the most research attention.
The are many reasons for this, it can be implemented with only minor mod-
ifications to a conventional PM-QPSK transmitter and with binary driving
signals. Further, the DSP architecture is similar to that of QPSK where the
only difference is the adaptive equalizer which is discussed in section 4.4.1 [97].

The symbol alphabet for PS-QPSK can be given as

CPS-QPSK = {(±1,±1, 0, 0), (0, 0,±1,±1)}. (3.10)

This constellation, shown as the IQ-planes in the x- and y-polarization, is
illustrated in Fig. 3.7. PS-QPSK has γ =1.76 dB and SE = 1.5 bits/symb/pol.
As seen from the constellations, PS-QPSK can be viewed as a QPSK symbol
transmitted in either the x- or the y-polarization. Hence, 2 bits are encoded
in the QPSK symbol and 1 bit in the polarization selection. The constellation
CPS-QPSK (3.10) will have dmin = 2 which is the same as for PM-QPSK but
Es is reduced to 2 which is half of that of PM-QPSK and this is why γ is
increased to 1.76 dB.
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3.4. FOUR-DIMENSIONAL MODULATION FORMATS

Another way to derive PS-QPSK is to start with a PM-QPSK symbol
alphabet and apply set-partitioning which yields two sub-sets with even and
odd parity, respectively. The constellation for such a sub-set is given as

C′PS-QPSK = ±{(1, 1, 1, 1), (1, 1,−1− 1), (1,−1, 1,−1), (1,−1,−1, 1)}, (3.11)

and has dmin = 2
√

2 and the same Es as PM-QPSK, which also yields γ =
1.76 dB. In fact, it is possible to move between these two views of the PS-
QPSK constellations by performing a rescaling and a 45◦ polarization rotation
[91].

These two views have resulted in different transmitter implementations of
PS-QPSK. The first type of transmitter, based on the polarization-switching
view of PS-QPSK given in (3.10), is shown in Fig. 3.8a where an in-phase and
quadrature-modulator (I/Q-modulator) is used to modulate a QPSK signal.
This signal is then split into two arms with one MZM in each, driven in a push-
pull configuration from a binary pattern so that the signal is switched between
the two arms. The signal is then combined using a PBC with orthogonal
polarizations. This type of transmitter was used in the first experimental
demonstration of PS-QPSK [98] as well as in numerous other investigations
[99–101].

A second type of transmitter is shown in Fig. 3.8b and is based on the
set-partitioning view of PS-QPSK given in (3.11). This type utilizes the fact
that if the fourth driving signal is formed by an exclusive or (XOR) opera-
tion on the three other binary driving signals, only the even parity sub-set
of PM-QPSK is obtained. This type of transmitter has been experimentally
implemented in [102, 103]. This is also the transmitter type that was used in
paper B. Compared to the polarization-switching based transmitter this type
of transmitter generally has lower implementation penalty due to the fact that
the MZMs typically have limited extinction ratio and higher loss compared to
two parallel I/Q-modulators. However, for a commercial system, XOR-gates
with sufficiently high bandwidth has to be used which adds to the complexity
while in an experimental demonstration the XOR-operation can be achieved
by programming of one pattern.

A third type of transmitter which is very similar to the MZM based trans-
mitter were demonstrated in [104] where a polarization-modulator [105] is used
instead of the polarization-switching based on MZMs. Further, integrated PS-
QPSK transmitters have been fabricated where extra coupling loss compared
to an I/Q-modulator can be avoided [106].

PS-QPSK has been shown to achieve significant increase in transmission
reach compared to PM-QPSK. In [99], 30 % increase in transmission is reported
when the two formats are compared in a WDM system at the same bit rate of
42.9 Gbit/s. In paper B, 50 % increase is achieved when comparing the two
formats at the same symbol rate and in a dual-carrier setup.
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(a) Polarization-switching implementation.
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Figure 3.8: Two possible experimental realizations of PS-QPSK showing (a)
a transmitter based on polarization-switching using one MZM in each of the
two polarizations. The MZMs are driven in a push-pull configuration so that
the QPSK signal generated by the I/Q-modulator is only present in one of the
polarization states at the time. (b) A transmitter based on set-partitioning
where the Qy is formed by an XOR-operation on the other three binary driving
signals.

PS-QPSK has also been proposed as a backup solution for degrading chan-
nels where the idea is to have a flexible transmitter and receiver structure that
can switch between PM-QPSK and PS-QPSK [107]. A similar idea was dis-
cussed in [108], where a flexible system is proposed that again can switch be-
tween PM-QPSK and PS-QPSK depending on the transmission reach that is
desired. In both these publications the symbol rate is kept constant. A flexible
coherent receiver architecture, enabled by data-aided training sequences, ca-
pable of switching between PM-QPSK and PS-QPSK was demonstrated with
experimental data in [109, 110].

3.4.2 Binary Pulse Position Modulation Quadrature Phase
Shift Keying

pulse position modulation (PPM) encodes data by transmitting a pulse in one
of K consecutive slots, as illustrated with K = 2 in Fig. 3.9. The pulses can
also be modulated with a 2D format such as QPSK which will be denoted
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Figure 3.9: Example of a 2PPM pattern. As seen, a “1” is encoded as “10” and
a “0” as “01”. Solid lines denote that a pulse was transmitted and dashed line
that no pulse was transmitted.
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Figure 3.10: Example of a PM-2PPM-QPSK signal showing the constellation
in the (a) x-polarization and (b) y-polarization.

as binary pulse position modulation QPSK (2PPM-QPSK). Geometrically,
2PPM-QPSK is the same modulation format as PS-QPSK which can be un-
derstood from (3.10) where the four dimensions can be realized by the two
quadratures of two consecutive time slots instead of two polarization states.
The symbol alphabet of 2PPM-QPSK is given by

C2PPM-QPSK = {(±1,±1, 0, 0), (0, 0,±1,±1)}, (3.12)

which is identical to (3.10). This means of course that 2PPM-QPSK has the
same APE and SE as PS-QPSK. The constellation for 2PPM-QPSK is shown
in Fig. 3.10. It should be noted that when utilizing the two polarization
states with 2PPM-QPSK, it is easy to confuse the two possible implemen-
tations that exists, namely PM-2PPM-QPSK and 2PPM-PM-QPSK. With
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Laser
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I/Q-ModulatorMZM

DPPM

Figure 3.11: A typical 2PPM-QPSK transmitter. DPPM denotes a 2PPM
pattern, as illustrated in Fig. 3.9, that is generated from a binary sequence
such that for instance a “1” generates the sequence “10” and a “0” generates
“01”.

PM-2PPM-QPSK, 2PPM-QPSK is transmitted independently in the two po-
larizations whereas for 2PPM-PM-QPSK the PPM is performed over time
slots containing both polarizations. 2PPM-PM-QPSK has γ = 0.97 and SE
= 1.25 bit/symb/pol which worse both in terms of APE and SE compared to
PM-2PPM-QPSK.

A typical transmitter for 2PPM-QPSK is shown in Fig. 3.11. The MZM
is driven by a binary PPM-pattern such that a “1” is encoded as “10” and a
“0” as “01”. The MZM is followed by an I/Q-modulator to modulate QPSK on
the PPM pulses. The I/Q-modulator can be driven at half the repetition rate
compared to the MZM since the QPSK symbol is extended over two time slots.
The same transmitter can then be used in two orthogonal polarization states
for polarization-multiplexing or for experimental investigations a polarization-
multiplexing emulation stage based on split and time delay can be used. This is
the type of transmitter that was used in paper C where the first experimental
realization of 2PPM-QPSK was presented. In this paper, it is shown that
2PPM-QPSK can achieve 40 % increased transmission reach compared to PM-
QPSK in a single channel system.

3.4.3 Set-partitioning QAM

PM-16QAM is often regarded as the next step after PM-QPSK when higher SE
is desired. However, PM-16QAM has 3.97 dB worse power efficiency compared
to PM-QPSK, which translates into a much shorter transmission distance.
In the quest to find spectrally efficient modulation formats with better APE
than PM-16QAM without too high complexity, Coelho and Hanik introduced a
family of modulation formats than apply Ungerboeck’s set-partitioning scheme
[95] on PM-16QAM [94]. The formats proposed in [94] are 128-SP-QAM and
32-SP-QAM which will both be discussed in the following.
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Figure 3.12: Generating 128-SP-QAM using an XOR-operation.

128-SP-QAM

128-SP-QAM can be derived from the Gray-coded PM-16QAM symbol alpha-
bet where the even or the odd subset, obtained by an SP-operation, is chosen.
This can be realized by forming one bit stream by an XOR-operation on the
other 7 bit streams, as illustrated in Fig. 3.12. The transmitter is otherwise
identical to that of PM-16QAM shown in Fig. 3.6. With this operation, only
128 of the 256 symbols from the PM-16QAM alphabet are allowed thus re-
ducing the number of bits per symbol to 7 from 8. However, the minimum
Euclidean distance is increased by a factor of

√
2 compared to PM-16QAM

which gives 128-SP-QAM an APE of γ = −1.55 dB which is an increase of
2.43 dB over PM-16QAM. However, this comes at the cost of a reduced SE
from 4 bit/symb/pol to 3.5 bit/symb/pol.

128-SP-QAM was first studied with numerical simulations in [111] where
the format was compared to PM-QPSK and 8-ary quadrature amplitude mod-
ulation (8-QAM) where parts of the extra overhead available by going to a
more spectral efficient format was used for soft-decision low-density parity
check (LDPC) codes [112]. A more extensive numerical study was done in
[113] where 128-SP-QAM was compared to PM-16QAM in a WDM scenario.
Both these two studies identify 128-SP-QAM as an interesting format for spec-
trally efficient systems.

The first experimental demonstrations of 128-SP-QAM were done for a
single channel in [114] and for WDM in [115]. In paper A an extension of
the work in [114] was presented. It was shown that 128-SP-QAM can achieve
54 % longer transmission reach compared to PM-16QAM in a WDM system
compared at the same aggregate bit rate. A record SE-distance product was
set in [116], where time-interleaving of PM-16QAM and 128-SP-QAM together
with forward error correction (FEC) based on LDPC with long codeword and
large overhead were key-points in achieving the record.
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Other SP-formats

32-SP-QAM is also derived from PM-16QAM but keeping only 32 symbols
with increased minimum Euclidean distance compared to 128-SP-QAM. 32-
SP-QAM has the same APE of γ = 0 dB as PM-QPSK but with an increased
SE to 2.5 bit/symb/pol which is an increase of 0.5 bit/symb/pol over PM-
QPSK [96]. In the numerical studies in [111], the sensitivity of 32-SP-QAM is
shown to be similar to that of PM-QPSK when compared with LDPC coding.
In the numerical simulations in [117], 32-SP-QAM was compared to a system
interleaving QPSK and 8-QAM which yields the same SE for both systems
and 32-SP-QAM was found to perform slightly better in terms of back-to-back
(B2B) sensitivity and nonlinear transmission. 32-SP-QAM was experimentally
demonstrated in [115] where the transmission reach was roughly 50 % shorter
than PM-QPSK.

512-ary set-partitioning QAM (512-SP-QAM) is generated by set-partitioning
on the polarization-multiplexed 64-ary quadrature amplitude modulation (PM-
64QAM) symbol alphabet, in the same way as 32-SP-QAM is generated from
PM-16QAM. 512-SP-QAM has γ = −3.68 dB and SE = 4.5 bit/symb/pol
[96]. Even though the complexity of generating this format is high, it has the
interesting feature of having both higher APE and SE than PM-16QAM.

3.4.4 Other 4-dimensional modulation formats

Copt,16 is a 16-point 4D format that was found by sphere packing and has
1.11 dB increased power efficiency over PM-QPSK with a maintained SE of
2 bit/symb/pol [118]. This is the best 16-point 4D modulation format that
is known. Copt,16 has been experimentally investigated in a B2B scenario
of an orthogonal frequency division multiplexing (OFDM) system where a
gain at low OSNR over PM-QPSK in terms of the symbol error probability
(SER) was seen and it was concluded that with optimal coding Copt,16 can
achieve higher SE [119]. Copt,16 has also been experimentally investigated
over a 480 km link where data-aided training sequences were used to enable
polarization demultiplexing and equalization [120].

Modulating the state of polarization to carry data was investigated theo-
retically in [121]. However, in this study the absolute phase of the signals was
not considered which prevents many possible formats. 6polSK-QPSK, first
introduced by Bülow [90], utilizes 6 SOPs with 4 phase states each. 6polSK-
QPSK has SE = 2.25 bit/symb/pol and γ = 0.51 dB which reveals that it is
both more power efficient and spectrally efficient than QPSK. The first ex-
perimental realization of 6polSK-QPSK was done in [122, 123] where both
experiments were done at a symbol rate of 28 Gbaud and where in [122] the
format was demonstrated B2B with blind equalization and phase tracking. In
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[123], 6polSK-QPSK was demonstrated in transmission and data-aided pilot
sequences were used for equalization and phase estimation.

Subset-optimized PM-QPSK (SO-PM-QPSK) optimizes the amplitude ra-
tion between the even and odd subset, obtained by set-partitioning of PM-
QPSK, to increase the power efficiency. With the optimal amplitude ratio,
SO-PM-QPSK has 0.44 dB increased APE over QPSK [124].

3.5 8-dimensional Modulation Formats

Given the plethora of novel modulation formats with interesting features that
was enabled by considering modulation in the 4D of the optical field rather
than polarization-multiplexing of 2D modulation formats, it is only natural to
consider increasing the dimensionality to 8. However, since the optical field
only has 4-dimensions, some way to increase the dimensionality has to be used
to achieve an eight-dimensional (8D) signal space. For instance, two different
wavelength channels can be used to achieve the 8 dimensions as was done
in paper B. Alternatively, two consecutive time slots can be used as in [125].
Other possibilities include using different modes to increase the dimensionality
[126] or different cores of a multicore fiber.

In paper B biorthogonal modulation in 8 dimensions was proposed and
experimentally investigated for coherent fiber optical systems. Biorthogonal
modulation can be described as transmitting energy in only one dimension at
the time, and the amplitude in each dimension can only be ±a where a is the
amplitude and for the rest of this section a = 1 will be used for simplicity
[43, p. 111]. To study 8D biorthogonal modulation is a natural step, which
can be understood from table 3.1 which shows biorthogonal modulation in N
dimensions, where N = 1, 2, 4 and 8 together with the name of the correspond-
ing modulation format. As seen, in one dimension biorthogonal modulation
corresponds to BPSK and in two dimensions to QPSK. In four dimensions,
it corresponds to PS-QPSK which, as discussed in the previous sections, has
been extensively studied for coherent optical systems in recent years. Geo-
metrically, biorthogonal modulation is the N -dimensional cross-polytope for
which an exact SER expression were given in [127].

The constellation for 8D biorthogonal modulation is given as

C8D-biorthognoal ={(±1, 0, 0, 0, 0, 0, 0, 0), (0,±1, 0, 0, 0, 0, 0, 0),

(0, 0,±1, 0, 0, 0, 0, 0), (0, 0, 0,±1, 0, 0, 0, 0),

(0, 0, 0, 0,±1, 0, 0, 0), (0, 0, 0, 0, 0,±1, 0, 0),

(0, 0, 0, 0, 0, 0,±1, 0), (0, 0, 0, 0, 0, 0, 0± 1)}.

(3.13)

8D biorthogonal modulation has γ = 3 dB and SE = 1 bit/symb/pol. This
format can be generated in different ways, for instance two time slots can be
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(a) time-domain implementation.
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Figure 3.13: Transmitter structures for two different implementations of 8D
biorthogonal modulation showing (a) a transmitter based on 2PPM where the
MZM is driven by a 2PPM-pattern and the two I/Q-modulators are driven to
generate PS-QPSK. (b) A transmitter based on FSK where the two MZMs are
driven in a push-pull configuration so that only one laser is active at the time.
The I/Q-modulators are again modulating PS-QPSK.

considered which would yield a format that can be described as combining
binary pulse position modulation (2PPM) with PS-QPSK. A possible trans-
mitter for this realization is shown in Fig. 3.13a, where 2PPM modulation
is followed by a PS-QPSK transmitter based on the set-partitioning principle
described in section 3.4.1. With this view, 1 bit is encoded in the 2PPM and
3 bits in the PS-QPSK modulation. In paper B another realization is done,
two wavelength channels were used to realize the 8 dimensions instead of two
time-slots. The transmitter structure that was used is shown in Fig. 3.13b and
as seen two lasers with a wavelength separation ∆λ are used. After each laser
a MZM is used and the two MZMs are driven in a push-pull configuration so
that for each time-slot only one laser can be active at the time which acts
as binary frequency shift keying (FSK). The frequency modulation stage is
followed by a PS-QPSK transmitter. Hence, 1 bit is encoded in the FSK and
3 bits in the PS-QPSK modulation.
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Figure 3.14: Different combinations of PPM (or seen as MDPM depend-
ing on what unit that is considered on the x-axis) showing (a) conventional
4PPM, (b) polarization-multiplexed 4PPM (PM-4PPM), (c) 4PPM in com-
bination with PM-QPSK (4PPM-PM-QPSK), (d) polarization-multiplexed
4PPM-QPSK (PM-4PPM-QPSK).
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(b) 4iPPM-QPSK or 4iMDPM-QPSK.
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Figure 3.15: Different implementations of KiMDPM-QPSK showing (a) an
implementation of 4iMDPM-QPSK using 4 slots in one polarization and then
polarization-multiplexing of the signal (PM-4iMDPM-QPSK), (b) another
possible implementation of 4iMDPM-QPSK utilizing 2 slots in each polariza-
tion, (c) an implementation of 8iMDPM-QPSK using 8 slots in one polariza-
tion and then polarization-multiplexing of the signal (PM-8iMDPM-QPSK),
(d) another possible implementation of 8iMDPM-QPSK utilizing 4 slots in
each polarization.
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3.6 Multidimensional Modulation Formats

In 2011, Liu et al. were able to show a coherent optical transmission system
with record high sensitivity of 3.5 photons per bit [128]. This was done by using
16-ary PPM (16PPM) in combination with PM-QPSK (16PPM-PM-QPSK).
The high sensitivity could be achieved due to the fact that the dimensionality
of the signal was increased by considering several time-slots as one symbol.
This concept was later generalized in [129], where K-ary PPM (KPPM) in
combination with QPSK, PM-QPSK and PS-QPSK is studied in terms of SE
and APE. It was shown in [129] that the results in [128] could be improved
if polarization-multiplexing of 16PPM-QPSK is considered instead since this
format has both higher SE and APE than 16PPM-PM-QPSK [129].

For conventional PPM, only one pulse is transmitted per PPM-frame as
illustrated in Fig. 3.14(a) and for a polarization-multiplexed PPM signal in
Fig. 3.14(b). For coherent systems the pulse can also be modulated with an
I/Q-modulation format, such as QPSK, as shown in Fig. 3.14(c) where the
PPM is considered over both polarizations or as in Fig. 3.14(d) where instead
the PPM is only considered over one polarization and the 4PPM-QPSK signal
is polarization-multiplexed (giving PM-4PPM-QPSK). PPM is an effective
and hardware-wise low-complex way of increasing the APE. However, the SE
is reduced drastically for high order PPM.

Instead of using only one pulse per PPM frame, data can be encoded into
transmitting several pulses per frame. This has been studied quite extensively
for intensity modulated systems, where the concept is often denoted as multi-
pulse position modulation (MPPM) [130, 131].

Table 3.1: Biorthogonal modulation in N -dimensions and the corre-
sponding well-known modulation format

N (dimensions) Modulation Format SE† APE M ‡

1 BPSK 2 0 dB 2

2 QPSK 2 0 dB 4

4 PS-QPSK 1.5 1.76 dB 8

8 4FPS-QPSK, paper B 1 3 dB 16
† in bit/symbol/polarization.
‡ number of symbols.
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For coherent systems, not much research has been done on MPPM. The
few exceptions include [132], where PPM in combination with PS-QPSK is
studied and it was found that it is possible to achieve both higher SE and
APE compared to PS-QPSK without any MPPM. Another exception is [133],
where MPPM in combination with BPSK is studied for both coherent and
direct detection systems. As mentioned for the 8D formats in section 3.5,
other physical properties that time slots can be used to effectively increase
the dimensionality of the signal space. In for instance [134], a combination of
different frequencies, time-slots and polarization states are used. In paper D,
MPPM in combination with QPSK, PM-QPSK and PS-QPSK is generalized
for coherent communication systems. Instead of only considering time-slots,
multidimensional position modulation (MDPM) is introduced where the dif-
ferent dimensions can be realized by using time-slots, polarizations, WDM-
channels, modes of a multimode fiber or cores of a multicore fiber.

In paper D, a particularly interesting family of modulation formats was
found which is denoted inverse-MDPM (iMDPM) due to the fact that these
formats transmit exactly one slot with zero power per frame. This can be seen
as the inverse of conventional position modulation where only one nonzero
pulse is transmitted per frame. For these formats, KiMDPM in combination
with I/Q-modulation will carry an integer number of bits per frame when K is
a power of two. Two such formats are 4iMDPM-QPSK and 8iMDPM-QPSK.
4iMDPM-QPSK can for instance be implemented using PPM as illustrated in
Fig. 3.15(a) where 4 time-slots are used and the signal is then polarization-
multiplexed, or as in Fig. 3.15(b) where the 4 slots are obtained using 2 slots
in each polarization. The same concept for 8iMDPM-QPSK gives the two
possible implementations that are illustrated in Fig. 3.15(c) and Fig. 3.15(d).

The constellation for 4iMDPM-QPSK has M = 256 points that are given
as

C4iMDPM-QPSK = {(±1,±1,±1,±1,±1,±1, 0, 0),

(±1,±1,±1,±1, 0, 0,±1,±1),

(±1,±1, 0, 0,±1,±1,±1,±1),

(0, 0,±1,±1,±1,±1,±1,±1)}.

(3.14)

4iMDPM-QPSK is an 8D-format that has SE = 2 bit/symb/pol and an APE
of γ = 1.25 dB. In other words, 4iMDPM-QPSK has the same SE as QPSK
with an increased APE of 1.25 dB.
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The constellation for 8iMDPM-QPSK hasM = 217 symbols that are given
as

C8iMDPM-QPSK =

{(±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1, 0, 0),

(±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1, 0, 0,±1,±1),

(±1,±1,±1,±1,±1,±1,±1,±1,±1,±1, 0, 0,±1,±1,±1,±1),

(±1,±1,±1,±1,±1,±1,±1,±1, 0, 0,±1,±1,±1,±1,±1,±1),

(±1,±1,±1,±1,±1,±1, 0, 0,±1,±1,±1,±1,±1,±1,±1,±1),

(±1,±1,±1,±1, 0, 0,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1),

(±1,±1, 0, 0,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1),

(0, 0,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1,±1)}.

(3.15)

The dimensionality of 8iMDPM-QPSK is 16 and this format that has SE =
2.13 bit/symb/pol and an APE of γ = 0.84 dB. Thus, 8iMDPM-QPSK has
slightly higher SE compared to QPSK with an increased APE of 0.84 dB.

Some examples of modulation formats and their representations using the
MDPM notation introduced in paper D are shown in table 3.2 together with
the dimensionality of the formats. Included in table 3.2 are also some references
to either theoretical or experimental papers concerning the specific format.

3.7 Coding Representation of Modulation Formats

Applying FEC can be seen as increasing the dimensionality of the signal space.
When higher dimensional modulation formats are considered it is therefore a
vague line between what is a modulation format and what is an FEC code. For
instance, PS-QPSK can be interpreted as a single parity check code on PM-
QPSK [135, section 3.7]. The same holds for 128-SP-QAM which is a single
parity check code on PM-16QAM. The PPM formats and the MDPM formats
can be described as block codes [135, chapter 3] on the case of transmitting a
certain modulation format or zero power in each slot.

3.8 Summary of the Experimentally Investigated Modu-
lation Formats in this Thesis

The modulation formats that have been experimentally investigated in pa-
pers A–C are included in Fig. 3.16 where the bit rate per channel is plotted
as a function of the obtained transmission reach at BER = 10−3 and for the
optimized launch power at this BER for all formats. However, it should be
noted that a comparison like this has many uncertain factors. For example,
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3. MODULATION FORMATS

Table 3.2: Examples of modulation formats, their dimensionality and
references to experimental or theoretical papers concerning the specific
format
Modulation Format N † MDPM representation Reference
QPSK 2 1MDPM-QPSK
2PPM 2 2MDPM [136]
PS-QPSK 4 2MDPM-QPSK [91]
2PPM-QPSK 4 2MDPM-QPSK C
4FPS-QPSK 8 4MDPM-QPSK B
PolSK-4FSK 8 8MDPM [134]
4iMDPM-QPSK 8 4iMDPM-QPSK D
8iMDPM-QPSK 16 8iMDPM-QPSK D
4PPM-PM-QPSK 16 4MDPM-PM-QPSK [134]
8PPM-PS-QPSK 32 8MDPM-PS-QPSK [129]
16PPM-PM-QPSK 64 16MDPM-PM-QPSK [128]
64PPM-PS-QPSK 256 64MDPM-PS-QPSK [137]
256PPM 256 256MDPM [136]
† Number of dimensions

different symbol rates are used, some formats are implemented in a WDM
setup and PM-QPSK as well as PS-QPSK in paper B are implemented in a
dual-carrier setup where both channels are detected using the same hybrid. It
should also be noted that the nonlinear distortions will behave differently for
different symbol rates and number of WDM channels.

Another comparison is to plot the transmission reach at BER = 10−3

for the formats in papers A-C as a function of the maximum SE, equation
(3.5), which is shown in Fig. 3.17. This comparison assumes that a whole
WDM system can be implemented with similar transmission reach as to the
reported results, however it should be noted that comparing the single channel
results with the WDM results for PM-16QAM and 128-SP-QAM it can be
seen that the reduction in reach for going to WDM from single channel is
in the range of 25–30 %. One qualitative conclusion from Fig. 3.17 is that
the formats in papers A-C give a finer granularity when choosing modulation
format depending on which transmission reach that is required. As seen, using
a modulation format with extended reach comes at the expense of a reduced
SE.

128-SP-QAM offers roughly 50 % longer transmission reach compared to
PM-16QAM at the expense of a reduced SE by 0.5 bit/symb/pol. To extend
the reach over PM-QPSK, PS-QPSK or 2PPM-QPSK can be used with 0.5
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Figure 3.16: Bit rate per channel as a function of transmission reach at BER
= 10−3 for all formats experimentally investigated in paper A (dashed region),
paper B and paper C. SC denotes single channel.

bit/symb/pol lower SE or if even longer transmission reach is required, 4FPS-
QPSK can be used at the loss in SE of 1 bit/symb/pol. In between 128-SP-
QAM and PM-QPSK there is a gap in terms of achievable transmission reach
where not so much research has been done for 4D formats. For that reason
it would be interesting to, in future work, investigate 32-SP-QAM and other
formats around SE = 2.5–3 bit/symb/pol.
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Chapter 4

Digital Signal Processing

Much of the progress of coherent systems can be attributed to the use of DSP
which, as mentioned in the introduction to chapter 3, allowed the use of free-
running LOs where the phase-tracking is done in the digital domain rather
than with complicated phase-locked loop schemes implemented in hardware.
Further, the access to both the amplitude and the phase of the optical field
allowed the use of spectrally efficient modulation formats as well as the pos-
sibility to mitigate different transmission impairments in the DSP. In this
chapter, modulation format independent signal processing will be explained
first followed by the description of methods that are used for different modu-
lation formats. For all modulation formats discussed in this thesis, the DSP
follows the blocks in Fig. 4.1. The different blocks have to be implemented
with different algorithms depending on format and in some cases some blocks
have to be implemented jointly with iterations between the blocks.

4.1 Optical Front-End Correction

The optical signal can be distorted by imperfections in the transmitter and
and the receiver. In the transmitter, impairments such as non-ideal bias for
the I and Q signals as well as the 90◦-phase shift in the IQ-modulator, imper-
fect splitting ratio of the optical signal, different amplitude of the RF driving
signals or different gain of the drive-amplifiers as well as non-ideal polarization
splitting can distort the signal. The impairments in the receiver are mainly 90◦

hybrid imperfections and differing responsivities of the photo-detectors [138].
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Figure 4.1: The typical digital signal processing blocks of a coherent receiver.

4.1.1 90◦ Hybrid Error

The in-phase and quadrature parts of the optical signal are ideally orthogonal.
However, an imperfect 90◦ hybrid can cause the received signal to loose or-
thogonality. The detected signals in one polarization from the optical hybrid
that has been sampled by the ADCs can be modeled as

rIx = Re (ix) , (4.1)

rQx = Re (−jix exp jθ) , (4.2)

where ix is the received complex signal and θ is the error in the 90◦ phase-shift
in the optical hybrid. In the ideal case θ = 0 and for any other θ the I and
Q channels become non-orthogonal. Fig. 4.2a shows a QPSK constellation
which was ideal in the transmitter and the only impairments are a remaining
intermediate frequency (IF) and a 90◦ hybrid error of θ = 25◦.

4.1.2 Orthogonalization Algorithms

The most common orthogonalization algorithm is the Gram-Schmidt orthog-
onalization which can mitigate the distortions from imperfections in the 90◦

optical hybrid. The sampled signals rI and rQ can be transformed into a new
pair of orthogonal signals using the following

Iorthogonal(t) =
rI(t)√
PI
, (4.3)

Q′(t) = rQ(t)− 〈rI(t) · rQ(t)〉 rI(t)
PI

, (4.4)
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Figure 4.2: Example of a QPSK signal with a remaining IF and (a) θ = 25◦ in
the 90◦ hybrid (pink) and (b) the signal after Gram-Schmidt orthogonalization
(pink). The gray signal shows the ideal signal with θ = 0◦.

Qorthogonal(t) =
Q′(t)√
PQ

, (4.5)

where PI =
〈
r2I
〉
and PQ =

〈
r2Q
〉
[53, 138]. An example of QPSK with a

remaining IF tone and θ = 25◦ error in the 90◦ hybrid is shown in Fig. 4.2a.
In this case θ has been exaggerated for illustrative reasons. In Fig. 4.2b, the
QPSK signal after Gram-Schmidt orthogonalization is shown.

It should be noted that other orthogonalization algorithms exist such as
the Löwdin algorithm which rotates all signal components (compared to Gram-
Schmidt which leaves one vector as it is) and creates an orthogonal set of
vectors which are closest in least square distance sense to the original set of
vectors [139]. The Gram-Schmidt algorithm is simple and has been shown to
perform well in QPSK [140] and 16QAM [141] systems. However, with this
algorithm quantization noise is added to the transformed component while
as for other symmetric methods such as Löwdin algorithm, the quantization
noise is equally distributed over both components [53]. Due to this, symmetric
methods may be preferred when higher order modulation is used.

It should be noted that impairments in the transmitter that causes non-
orthogonal signals are not possible to mitigate in this stage of the DSP using
these orthogonalization methods since the I- and Q-components are rotating
due to the IF from LO and the polarization state is rotated.
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4. DIGITAL SIGNAL PROCESSING

4.2 Low-Pass Filtering and Resampling

In an experiment, it is not uncommon that the ADCs have larger bandwidths
than what is needed for the received signal, although this is an unlikely case in
a commercial system. The main function of the low-pass filter in the DSP is to
suppress noise that is out of band. The bandwidth of the low-pass filter in the
DSP relative to the signal symbol rate is a trade-off between noise suppression
and the induced intersymbol interference (ISI), but typical values are around
70–75 % of the signal symbol rate. The filter shape is typically a 5th order
Bessel filter [142], which has been used throughout this thesis, or 5th order
super-Gaussian [143]. In a commercial system the low-pass filtering might not
be needed in the DSP since the ADCs and/or the optical hardware in the
receiver most likely have a bandwidth lower or close to the symbol rate.

In the same way, for a commercial system the sampling rate of the ADCs
would most likely be 2 samples/symbol. However, in an experimental envi-
ronment the ADCs have limited steps of sampling rates and situations can
arise where sample rate is even higher. Down-sampling of the signal to 2
samples/symbol is then performed in the DSP.

4.3 Electronic Dispersion Compensation

With coherent detection, the dispersion compensation can be moved from the
optical domain to DSP, which is often referred to as electronic dispersion
compensation (EDC). With EDC the DCFs, including the extra EDFAs that
often accompany DCFs, can be removed from the system. This can possibly
lead to a reduced cost and complexity of the system, though it should be noted
that in the optical domain the dispersion for all WDM channels is compensated
using a single module, while with DSP the dispersion compensation has to
be performed for each channel. The two main benefits on signal quality of
EDC are that the nonlinear effects in the transmission system can be reduced,
allowing higher launch powers and thus the transmission reach can be increased
significantly [144–146] and that the loss in the DCFs is removed. Increased
nonlinear tolerance can also be achieved by optically compensating for all the
accumulated dispersion at the receiver, or pre-compensating in the transmitter.
However, this approach is inflexible and most likely not suited for a fiber
network where the signals can be routed differently.

Some of the nonlinear distortions in a periodically compensated link origi-
nate from the DCFs, which has a significantly higher nonlinear coefficient com-
pared to standard monomode fiber (SMF). Using chirped fiber-Bragg gratings
for dispersion compensation, which themselves do not induce any nonlinear
distortion, has been shown as a possible alternative to DCFs [147]. However,
inline compensation, even when the dispersion compensation units do not have
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4.3. ELECTRONIC DISPERSION COMPENSATION

any nonlinear effects, will still induce more nonlinear impairments compared
to an uncompensated case [146].

The chromatic dispersion that an optical signal A(z, t) is impaired with
during propagation is described by

∂A(z, t)

∂z
= j

Dλ2

4πc

∂2A(z, t)

∂t2
, (4.6)

where D is the dispersion parameter. This equation can be solved in the
frequency domain to obtained the dispersion transfer function as

H(z, ω) = exp

(
−jDλ

2z

4πc
ω2

)
, (4.7)

which can be transformed back to the time domain as

h(z, t) =

√
c

jDλ2z
exp

(
j
πc

Dλ2z
t2
)
. (4.8)

The chromatic dispersion can then be compensated by applying the inverse of
the transfer function H(z, ω).

To compensate for the dispersion in the time domain, a finite impulse
response (FIR) filter is used where the filter taps are given by

hn =

√
jcT 2

samp

Dλ2L
exp

(
−j πcT

2
samp

Dλ2L
n2

)
, (4.9)

for n ∈ [−N/2,−N/2 + 1, . . . , N/2]. Tsamp is the sampling interval, L is the
transmission distance and N is the number of taps which is dependent on the
amount of dispersion that the signal has been subjected to and can be found
from N = 2

⌊
(|D|λ2L)/(2cT 2

samp)
⌋
[148].

The dispersion compensation filter can also be implemented in the fre-
quency domain where the discrete transfer function is given by

hω = exp

(
j
Dλ2

4πc
ω2

)
, (4.10)

where ω ∈ 2π/T [−N/2,−N/2 + 1, . . . , N/2− 1].
The biggest difference between the two dispersion compensation methods

is the computational complexity. For small amount of accumulated dispersion
the time domain method is preferred and for high amount of accumulated
dispersion the frequency domain method is preferred [149]. Both methods
have been applied in this thesis, most notably in Paper B where transmission
distances of over 14,000 km were achieved. This transmission distance corre-
sponded to such high amounts of accumulated dispersion that the time domain
filter became too computationally demanding to be implementable.
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Figure 4.3: Example of increasing amount of dispersion on a 10 Gbaud QPSK
signal (pink) and the signal after dispersion compensation has been performed
(gray) for no dispersion (a) and increasing amounts in (b) and (c).

Fig. 4.3 shows a QPSK signal with increasing amount of dispersion (pink)
as the only impairment and the constellation after dispersion compensation
has been applied (gray). For illustrative reasons, a small amount of AWGN
has been added to the signal.

4.4 Adaptive Equalization and Polarization Demultiplex-
ing

During transmission, the signal is impaired by different time-varying effects
such as rotation of the polarization state and polarization mode dispersion
(PMD). These effects are usually compensated for by the use of an adaptive
equalizer based on four FIR-filters in a butterfly configuration as shown in
Fig. 4.4 [53]. The output of the filter can be expressed as

ix,out = hHxxix + hHxyiy, (4.11)

iy,out = hHyyiy + hHyxix, (4.12)

where the filter taps are denoted as hxx, hxy, hyy, hyx. Further, ix and iy are
the sampled complex signals for the x- and y-polarizations. This filter config-
uration also approximates a matched filter which can mitigate time-invariant
impairments such as ISI and residual chromatic dispersion from the EDC [54,
Chapter 5.2.1.5]. The optimization of the filter taps is done differently depend-
ing on what modulation format that is used. In this section, the optimization
of the filters for the modulation formats used in papers A, B and C will be
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hxx

hxy

ix,in

hyx

hyy

+

+
iy,in

ix,out

iy,out

Figure 4.4: Butterfly configuration with four FIR-filters for adaptive equaliza-
tion.

discussed, namely PM-QPSK, PS-QPSK, 4FPS-QPSK, PM-16QAM and 128-
SP-QAM.

4.4.1 Different Modifications of the Constant Modulus Algo-
rithm

To update the filter taps for QPSK the constant modulus algorithm (CMA),
first introduced by Godard in 1980 [150], is almost exclusively used. It has later
been adapted to polarization diverse optical communication systems where
polarization demultiplexing is required [151]. The CMA uses the fact that
the QPSK symbols have a constant power, which is also why the CMA can be
used before frequency and phase offsets have been compensated. The updating
rules for the CMA are

hxx = hxx − µ(|ix,out|2 − P )ix,outi∗x, (4.13)

hxy = hxy − µ(|ix,out|2 − P )ix,outi∗y, (4.14)

hyx = hyx − µ(|iy,out|2 − P )iy,outi∗x, (4.15)

hyy = hyy − µ(|iy,out|2 − P )iy,outi∗y, (4.16)

where P is the symbol power and µ is the step-size. The magnitude of µ is a
tradeoff between convergence time and equalizer performance.

PS-QPSK

The CMA does not work for PS-QPSK since the criterion of constant modulus
is not suitable for achieving polarization demultiplexing of PS-QPSK [97]. In-
stead a modified version of the CMA, often referred to as polarization-switched
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CMA (PS-CMA), can be used where the update of the filter taps is done ac-
cording to

hxx = hxx − µ(|ix,out|2 + 2|iy,out|2 − P )ix,outi∗x, (4.17)

hxy = hxy − µ(|ix,out|2 + 2|iy,out|2 − P )ix,outi∗y, (4.18)

hyx = hyx − µ(|iy,out|2 + 2|ix,out|2 − P )iy,outi∗y, (4.19)

hyy = hyy − µ(|iy,out|2 + 2|ix,out|2 − P )iy,outi∗y. (4.20)

The PS-CMA has been shown to have similar performance in terms of conver-
gence and tracking as the CMA for PM-QPSK [97].

4FPS-QPSK

Unfortunately, neither the standard CMA nor the PS-CMA can be used for
4FPS-QPSK due to the fact that on average half of the bit slots has no power,
which results in that the equalizer taps do not converge. In paper B, a mod-
ified version of PS-CMA was used for adaptive equalization and polarization
demultiplexing where a power threshold determines if the equalizer taps should
be updated or not. The power of the samples in the two polarizations are cal-
culated as

Px = |ix,out|2, (4.21)

Py = |iy,out|2. (4.22)

If both Px < Pth and Py < Pth, where Pth is the power threshold, the filter taps
are not updated and otherwise the update of the filter taps is done according
to the PS-CMA described in equations (4.17)–(4.20).

In paper B, it was found that this adaptive equalizer is sensitive to the
input polarization state and also require a smaller step-size, µ, and longer
convergence time compared to the PS-CMA. It is generally a disadvantage
to use decisions in a blind equalizer and it was found that the equalizer con-
vergence was sensitive to how Pth was selected. A possible solution would
be to not use a blind equalizer but instead use a data-aided equalizer based
on training sequences [109, 110, 152, 153] which would also aid in resolving
the phase- and polarization-ambiguities for the two wavelengths. However,
the drawback would then be lower SE due to the overhead introduced by the
training sequences.

2PPM-QPSK

In the same way as for 4FPS-QPSK, the conventional CMA does not work for
2PPM-QPSK and a modified version of the CMA has to be used to properly
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equalize and demultiplex the polarizations. For this format, the equalizer taps
are updated as

hxx = hxx − µ(|ix,out|2 − P0x)ix,outi∗x, (4.23)

hxy = hxy − µ(|ix,out|2 − P0x)ix,outi∗y, (4.24)

hyx = hyx − µ(|iy,out|2 − P0y)iy,outi∗x, (4.25)

hyy = hyy − µ(|iy,out|2 − P0y)iy,outi∗y, (4.26)

where P0x = P0 when Px ≥ Pth and P0x = 0 when Px < Pth, P0y = P0

when Py ≥ Pth and P0y = 0 when Py < Pth, where Px and Py are found by
equations (4.21) and (4.22), respectively. As discussed for 4FPS-QPSK, this
format could also benefit from the use of data-aided training sequences.

4.4.2 Decision-Directed Least Mean Square Equalizer

The CMA does actually work for equalization and polarization demultiplexing
of PM-16QAM, which can seem surprising since the PM-16QAM signal does
not have a constant modulus [154]. However, the performance is suboptimal
and requires long convergence times [155].

Instead, a decision-directed equalizer is typically used and the CMA is used
for pre-convergence of the filter taps [154]. The reason for using CMA initially
is that decision-directed equalizers need to operate on a signal that is somewhat
close to the transmitted signal so that decisions can be made with reasonably
low error probability. In the work of this thesis, a decision-directed least mean
square (DD-LMS) algorithm with CMA for pre-convergence has been used.
It should be noted that many other equalization methods exist such as the
radius-directed equalizer [156] and independent component analysis [157].

The filter taps for the DD-LMS are updated as

hxx = hxx + µ(dx − ix,out)i∗x, (4.27)

hxy = hxy + µ(dx − ix,out)i∗y, (4.28)

hyx = hyx + µ(dy − iy,out)i∗x, (4.29)

hyy = hyy + µ(dy − iy,out)i∗y, (4.30)

where dx is the symbol closest to ix,out and dy to iy,out. It should be noted
that DD-LMS requires frequency and phase offset tracking (described in sec-
tion 4.5.3), which are performed within the DD-LMS loop.

In Paper A, the DD-LMS in combination with CMA is used for polarization
demultiplexing and adaptive equalization for both PM-16QAM and 128-SP-
QAM signals with no extra penalty. It is interesting to note that the equalizer
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considers the signals in the x- and y-polarizations separately and uses the same
decisions as for PM-16QAM. It is not obvious that a PM-16QAM equalizer
would be functional for 128-SP-QAM which is a subset of PM-16QAM. For
instance, for PS-QPSK which is a subset of PM-QPSK, the CMA cannot be
used, which is discussed in section 4.4.1. That the same equalization method
works for both PM-16QAM and 128-SP-QAM has also been found in [113].

4.5 Frequency and Carrier Phase Estimation

In a coherent receiver with a free-running LO, the transmitter laser and the
LO laser will have different center frequencies, which causes the signal to be
down-converted to an intermediate frequency rather than to base-band. The
intermediate frequency is given by ωIF = ωs − ωLO, where ωs is the signal
angular frequency and ωLO the LO angular frequency. Furthermore, both the
transmitter and the LO lasers have phase noise that is of a stochastic nature
and is often expressed as the laser linewidth which is related to how long time
the phase of the laser is stable. The sampled complex signal can be described
as

ix(k) = ck exp [j(ωIF kT + ϕ(k)], (4.31)

where ck are symbols from the constellation. The phase variation of the sym-
bols is divided into the IF part and the random phase noise part [158].

In principle, a joint phase and frequency estimation can be performed.
However this is often unpractical, especially if ωIF is large. Further, the phase
estimation schemes are often biased if a frequency offset is present [53] and
the performance of the tracking can be increased by first removing the IF.
Thus, in the following sections separate IF estimation and phase estimation
are considered.

4.5.1 FFT-based Frequency Offset Estimation

In papers A–C, frequency offset estimation based on the fast Fourier transform
(FFT) was used. This is done by finding the angular frequency corresponding
to the strongest peak in the spectrum of the signal, i.e.,

ω̂IF =
1

M
argmax

ω
{|FFT(iMx )|2}, (4.32)

where M is dependent on which modulation format that is used, e.g. M = 4
for QPSK [159]. Further, ix denotes a set of complex samples.

The same method can be used for QAM formats, but longer batches of
samples are then typically required to get an accurate estimate. This makes
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the linewidth requirements on the transmitter and LO lasers more stringent
[154]. This method has been used for both PM-16QAM and 128-SP-QAM in
paper A. It should be noted that more efficient methods exist for 16QAM, such
as radius-partitioning of the detected symbols before the frequency estimation
[160].

To track the random phase fluctuations due to the linewidth of the lasers,
ϕ(k) in equation (4.31), different methods are used depending on modulation
format. In the following section the Viterbi-Viterbi algorithm is discussed
which is typically used for QPSK-based and the blind phase estimation which
is used for QAM constellations is discussed in section 4.5.3.

4.5.2 Phase Estimation based on Viterbi-Viterbi

For QPSK, methods based on the Viterbi-Viterbi algorithm [161] are almost
exclusively used for carrier phase estimation. QPSK has the nice feature that
by raising the signal to the 4th power, the modulation is removed, rotating the
four constellation points into a single point [53]. This can also be generalized
for M -ary PSK, where the signal should be raised to the M -th power [161].
Using QPSK, the phase can be estimated as

ϕ̂(k) =
1

4
arg

{
N∑

n=−N
w(n)i4p(k + n)

}
, (4.33)

where ip = ix or iy is the signal in one of the polarizations and w(n) is a
weighting function, which can be optimized depending on the SNR (assum-
ing AWGN) [53, 149]. Applying w(n) as a Wiener filter has been shown to
achieve performance close to the maximum a posteriori estimate [162] and
using w(n) = 1 gives one of the original estimates proposed by Viterbi and
Viterbi [161].

It should be noted that phase unwrapping is required, or otherwise the
tracking is constrained since the output of equation (4.33) is limited to [−π/4, π/4]
[163]. This algorithm can be applied blockwise or using a sliding window,
where the later has better performance but is more computationally demand-
ing.

In equation (4.33) the phase is tracked individually in the two polariza-
tions. The Viterbi-Viterbi estimator can be extended to a joint-polarization
estimator [164], obviously assuming the same signal laser is used for both po-
larization states. For PS-QPSK, joint-polarization methods can increase the
linewidth tolerance significantly [165]. The Viterbi-Viterbi algorithm was also
used for 4FPS-QPSK in paper B, however joint estimation over two carriers
was not possible since the lasers were free-running.
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4.5.3 Carrier Phase Estimation for QAM Constellations

For QAM constellations the modulation cannot be removed by a single Mth
power operation and thus the Viterbi-Viterbi is suboptimal and other meth-
ods are preferred. An example of such a method is QPSK-partitioning of
the 16QAM constellation to be able to use the Viterbi-Viterbi estimation
on different partitions of the 16QAM constellation with constant amplitudes
[155, 160, 166].

In paper A, a method based on blind search with different test phases are
used for both PM-16QAM and 128-SP-QAM [86]. The test angles are given
as

ϕb =
bπ

2B
, (4.34)

where B is the number of total test phases and b = 0, 1, . . . , B−1. The squared
distance to the closest constellation point d̂k,b is then calculated as

|Dk,b|2 = |ip,k exp(jϕb)− d̂k,b|2. (4.35)

Further, 2N + 1 consecutive test symbols that are rotated by the same ϕb are
summed as

|sk,b|2 =

N∑

n=−N
|Dk−n,b|2. (4.36)

The estimated test phase is then found by choosing b such that |sk,b|2 is
minimized. Choosing the number of test phases, B, is a tradeoff between
computational complexity and accuracy in terms of quantization noise in the
estimation. In paper A, B = 64 was used.
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Chapter 5

Future Outlook

The demand for bandwidth in optical communication systems has been grow-
ing exponentially and the supporting technology has kept up with the de-
mand [167]. Of course the data throughput in a single fiber cannot grow
exponentially forever, in the end the laws of physics will be limiting. In the
past new technologies, such as polarization-multiplexing, the EDFA which en-
abled WDM and lately merging these technologies with the more sensitive and
spectrally efficient coherent systems, could be adapted as the demand was in-
creasing. When the bandwidth supported by the optical fiber and the optical
amplifiers is completely filled, other methods have to be used to increase the
overall transmission capacity.

A possible solution is the use of spatial division multiplexing [168] using
multimode fibers [169], multi-core fibers with low crosstalk [170], multi-core
fibers with coupled cores [171], multi-core fibers where the cores can be mul-
timode [172] or multi-element fibers where the different cores have individual
claddings [173]. An interesting approach would be to investigate different mul-
tidimensional modulation formats, for instance those suggested in paper D, for
these types of fibers. To perform multiple input multiple output (MIMO) pro-
cessing to suppress crosstalk between cores or modes, different wavelengths
have to be routed to the same receiver and therefore modulation formats over
several cores/modes using the same wavelength could be considered. These
types of fibers also open up new possibilities such as self-homodyne systems
where a pilot-tone is transmitted in one of the cores and is used as a phase
reference in the receiver [174].

The modulation formats in papers A–C and to some extent paper D could
possibly be utilized for a modulation format-flexible system with blind re-
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ceiver algorithms similar to [108, 109]. However, substantial work on a format-
independent equalizer and a flexible transmitter structure would have to be
developed, since for instance the same CMA structure cannot be used for both
PM-QPSK and PS-QPSK [97].

All formats considered in this thesis suffer from phase and polarization
ambiguities due to blind phase estimation. To investigate data-aided training
sequences, similar to what was done in [108, 123, 128, 152], would be highly
interesting since not only would it resolve the ambiguities but could also be
utilized to aid all parts of the DSP.

Finally, all modulation formats can be expressed as codes on other formats.
For instance, QPSK could be expressed as a crude code on 16QAM and 128-
SP-QAM is a single-parity check code applied to PM-16QAM. Co-optimization
of codes and modulation formats would be of great interest as little is done
on this subject, often referred to as coded-modulation [92], for the nonlinear
fiber channel. The days of hard-decoded FEC based on Reed-Solomon codes
[175] could be over for the fiber optical systems as more advanced codes are
starting to be used, for instance in [116] LDPC codes with 28% overhead were
used. Codes that are optimized for nonlinear transmission have the possibility
to greatly outperform today’s systems where codes and modulation formats
are treated separately.
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Chapter 6

Summary of Papers

Paper A

“Comparison of 128-SP-QAM and PM-16QAM in Long-haul WDM
Transmission” , Optics Express, vol. 21, no. 16, pp. 19269-19279, 2013.

In this paper we experimentally investigate 128-ary set-partitioning quadra-
ture amplitude modulation (128-SP-QAM) which is a subset of PM-16QAM.
We investigated the back-to-back sensitivity gain of 128-SP-QAM and com-
pared the results to PM-16QAM both at the same symbol rate and bit rate.
The two formats are compared in both single channel and wavelength-division
multiplexed transmission. We show that the maximum transmission reach can
be increased by 50% by going to 128-SP-QAM to PM-16QAM, compared at
the same bit rate.

Paper B

“Frequency and Polarization Switched QPSK” , European Conference
and Exhibition on Optical Communication (ECOC), London, England, paper
Th.2.D.4, 2013.

Much research, both theoretical and experimental, has been devoted to 4-
dimensional modulation formats. In this paper we explore the possibilities of
going to 8 dimensions by considering two neighboring wavelength channels as
one signal. We experimentally implement biorthogonal modulation in 8 dimen-
sions which for each symbol transmits one QPSK signal in one of the four pos-
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sible slots given by the two polarization states of the two wavelengths. Due to
this implementation we designate the format 4-ary frequency and polarization
switched QPSK (4FPS-QPSK). This format has 3 dB increased asymptotic
power efficiency over QPSK at the cost of half spectral efficiency. We com-
pare this format to dual-carrier (DC) PM-QPSK and DC polarization-switched
QPSK at the same symbol rate and we detect the two wavelength channels
using a single coherent receiver. We show a 4.2 dB increased back-to-back sen-
sitivity for 4FPS-QPSK over DC-PM-QPSK and transmission of 4FPS-QPSK
of up to 14,000 km which was an increase of 84 % over DC-PM-QPSK.

Paper C

“Long-Haul Transmission of PM-2PPM-QPSK at 42.8 Gbit/s” , Opti-
cal Fiber Communication Conference (OFC), Anaheim, USA, paper OTu2B.7,
2013.

Polarization-switched QPSK (PS-QPSK) is the most power efficient modula-
tion format in 4 dimensions and has attracted a lot of research interest for
coherent fiber optical systems. In this paper we experimentally investigate
binary pulse position modulation QPSK (2PPM-QPSK) which is a modula-
tion format with the same spectral efficiency and asymptotic power efficiency
as PS-QPSK. Instead of transmitting a QPSK symbol in either the x- or y-
polarization as for PS-QPSK, 2PPM-QPSK transmits one QPSK in either of
two neighboring time slots. In this paper we show the first experimental re-
alization of PM-2PPM-QPSK and compare the performance to PM-QPSK at
the same bit rate. We show that the transmission distance can be increased
by approximately 40 % by using PM-2PPM-QPSK over PM-QPSK compared
at the same bit rate.

Paper D

“K-over-L Multidimensional Position Modulation” , Submitted to IEEE
Journal of Lightwave Technology, September 2013; revised, January 2014.

In this theoretical paper we analyze a family of modulation formats based on
multidimensional position modulation (MDPM) which is a generalization of
pulse position modulation (PPM). For MDPM, the different slots can be real-
ized by different time slots, polarization states, wavelength channels, different
modes of a multimode fiber, different cores of a multicore fiber or any combi-
nation of these. We show that by using multiple pulses per frame, K-over-L-
MDPM, in combination with QPSK it is possible to simultaneously increase
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both the spectral efficiency and the asymptotic power efficiency over conven-
tional QPSK. We identify K-ary inverse-MDPM (KiMDPM), the special case
of K-over-(K–1)-MDPM, as practically interesting modulation formats since
they carry an integer number of bits per frame when K is a power of two.
We show that 4iMDPM-QPSK has a 1.25 dB increased asymptotic power ef-
ficiency over QPSK with a maintained spectral efficiency. We also investigate
4iMDPM-QPSK and 8iMDPM-QPSK in the low SNR regime by Monte Carlo
simulations with additive white Gaussian noise as the only impairment and
show that the sensitivity of 4iMDPM-QPSK is better compared to QPSK for
bit-error probabilities lower than 8.3× 10−3.
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