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We study a superconducting charge qubit coupled to an intensive electromagnetic field and probe

changes in the resonance frequency of the formed dressed states. At large driving strengths, exceeding the

qubit energy-level splitting, this reveals the well known Landau-Zener-Stückelberg interference structure

of a longitudinally driven two-level system. For even stronger drives, we observe a significant change in

the Landau-Zener-Stückelberg pattern and contrast. We attribute this to photon-assisted quasiparticle

tunneling in the qubit. This results in the recovery of the qubit parity, eliminating effects of quasiparticle

poisoning, and leads to an enhanced interferometric response. The interference pattern becomes robust to

quasiparticle poisoning and has a good potential for accurate charge sensing.
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In a two-level system (TLS) under strong periodic non-
adiabatic driving, the relative phase accumulated between
successive tunneling events can play a significant role. The
constructive or destructive interferences between consecu-
tive tunneling events are generally referred to as Landau-
Zener-Stückelberg (LZS) oscillations. LZS oscillations
are a celebrated phenomenon observed in a variety of
quantum systems, ranging from optical lattices [1], nano-
mechanical circuits [2], single spins in diamond NV cen-
ters [3], and semiconductor quantum dots [4,5] to
Josephson qubits [6–12].

In the regime of strong driving, the steady state of a TLS
coupled to a cavity is conveniently described in terms of
photon-dressed states, capturing the hybridization of the
intense electromagnetic field and the TLS [12]. Such
dressed states have successfully been applied in several
applications, including lasing and amplification [13,14],
suppression of decoherence in two-level systems [15],
and single-photon emission [16]. It is especially attractive
to study dressed states in superconducting microcircuits,
not only due to realizations of previously hardly accessible
regimes [8,12] but also since they offer straightforward
integration with other systems.

In this Letter, we present experimental observations of
the interplay between photon-dressed states of a super-
conducting charge qubit [Cooper-pair box (CPB)] and
quasiparticle creation. Remarkably, we find that when the
CPB is driven into a regime where quasiparticle generation
provides a dominant path for excitation or relaxation, the
CPB exhibits a more pronounced interferometric response,
while typically quasiparticle ‘‘poisoning’’ is degrading the
performance of superconducting devices [17–20]. This
effect emerges for strong driving of the qubit, when the
two-level approximation of the CPB breaks down, and it is
observed as a significant distortion of the typical LZS

interference pattern. We attribute the increased response
to the recovery of the qubit parity emerging in the ultra-
strong driving regime. The populations of dressed states
change due to new quasiparticle-induced transition chan-
nels. At sufficient drive strengths, the observed nonlinear
process involves the coherent exchange of the energy
equivalent of �14 photons between the cavity and the
CPB. This coherence is broken by pair breaking that
quickly causes the qubit to relax to a specific charge state,
recovering its parity. The quasiparticle tunneling rates stay
below the dressed-state energy-level splittings and do not
destroy their coherence but significantly influence their
populations.
We find very good agreement with our simplified theory

[21] despite the rather complex physics involved. Not only
does our model provide a means for extended qubit char-
acterization [11] but the observed effect also has high
potential for very sensitive charge detection. The discussed
regime can be used to force the CPB into a desired parity
state, making charge detection robust with respect to qua-
siparticle poisoning and temperature.
Our sample, shown in Fig. 1, consists of an aluminum

CPB capacitively coupled to a high quality (Q� 40 000)
niobium quarter-wave coplanar resonator on sapphire. We
have designed the sample such that we apply microwave
excitation and dc gating of the CPB via the same gate
electrode, i.e., the center conductor of the resonator. We
excite and read out the state of the box using the same cavity,
which is inductively coupled to a transmission line in order
to further reduce coupling to parasiticmodes and effectively
filter out the electromagnetic environment from the qubit
[22,23]. The cavity is also designed to be free of Abrikosov
vortices and trapped flux in both the resonator and the
nearby ground, hence its rather unconventional layout
(it is still conceptually equivalent to a �=4 resonator) [24].
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Not only do we need a high Q cavity to measure the
weak dispersive shifts in the regime we are interested in,
but to increase the measurement accuracy, we employ a
technique called Pound-Drever-Hall locking [25,26], com-
monly used in frequency metrology. A phase modulated
signal is sent to the resonator, and when probed off reso-
nance, the phase modulated sidebands interfere and cause

an amplitude modulation of the carrier, which can be easily
detected with lock-in measurements. A feedback loop tries
to minimize the amplitude modulation signal, resulting in
an analog signal that is directly proportional to the center
frequency of the cavity.
The measurement of the CPB is presented in Fig. 2(a)

and the numerical simulation in Fig. 2(b). First, we will
note the main features and give a very brief summary of
their origin.
(i) For the microwave drive amplitude Ang & 0:5e, we

observe a typical LZS-type pattern as we slowly sweep the
gate charge nG. The qubit relaxation drives the system to
the ground state in the dressed basis, except below the
Coulomb triangles indicated in Fig. 2(b), where a bimodal
structure appears due to population inversion in the qubit
basis. This bimodality has previously been explained in
detail and is known to vanish in the presence of too strong
environmental charge relaxation and dephasing (�rel)
[12,27,28]. Nonequilibrium quasiparticles lead to 1e peri-
odicity, which can be modeled by simply superimposing
the same (but differently weighted) LZS pattern with an
offset of 1e.
(ii) In the region Ang * 0:5e, the pattern shows almost

rectangular features, with very sharp transitions from

FIG. 2 (color online). (a) Measured frequency shift of the microwave cavity as a function of gate charge and microwave amplitude.
The frequency shift indicates the time-averaged projections of the qubit state onto �z; T ¼ 20 mK. (b) Numerical simulation.
(c) Simplified quasiclassical energy diagram in the charge basis illustrating the process of restoring the parity of the box. (d) Cross
section of the raw data (blue thin line), sampled at a rate of 50 kHz and averaged 8 times over a total time of 2.2 s per gate trace, and
simulation (red thick line) taken at the thick green line indicated in (a). For the best fit, a longitudinal Gaussian convolution with the
width �n ¼ 0:0052e is applied to the theoretical result, consistent with slow fluctuations of nearby charges at the given measurement
time scale. Dashed lines show the center of the seventh and sixth photon resonances. In our sample, we extract CG=CJ ¼ 1=15,
CJ ¼ 0:741 fF, !0=2� ¼ 6:94 GHz, EJ ¼ 4:82 GHz, and EC ¼ 24:4 GHz. The near-critically coupled cavity is excited with a
microwave power of �90 to �100 dBm. To fit the experimental data, we use an effective charge fluctuator and quasiparticle
temperature TCF ¼ 100 mK and Tqp ¼ 200 mK, a high frequency Ohmic coupling constant [30] � ¼ 1:2� 10�4, quasiparticle

tunneling asymmetry �odd ¼ 107�ðEi � EfÞ Hz, and G ¼ 0:1.

FIG. 1 (color online). Optical image and scanning electron
micrograph of the sample. Bottom right: Colored close-up of a
segment of the resonator (red, central area) and nearby vortex-
free ground plane (blue, peripheral areas). Top right: Circuit
representation of the sample.
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constructive to destructive interference along the gate axis.
This bimodality is also a result of population inversion,
driven by photon-assisted quasiparticle tunneling. Notable
is that the contrast is strongly increased. A simplified
quasiclassical picture is given in Fig. 2(c). Driving the
system near the even degeneracy produces coherent dy-
namics; however, when the CPB is poisoned by a quasi-
particle, the coherence is lost (odd state) and the contrast is
reduced. When the photon field Ang becomes large enough

and the system enters the odd state, it will quickly be driven
above 2� in energy, and a pair-breaking event quickly
recovers the parity and therefore also the contrast. The
pattern becomes immune to nonequilibrium quasiparticle
poisoning.

To continue with a detailed modeling of our system, we
start by observing that the data at drive strengths Ang *

0:5e cannot be explained simply by superimposing the
structure of the intermediate-drive region with probabil-
ities to be in the two electron-parity subspaces. To under-
stand processes behind the interference pattern at higher
drive strengths, we model the coherent evolution of the
coupled cavity and CPB system with the Hamiltonian [29]

H0 ¼ @!0a
yaþ ECðn̂� nGÞ2 þ n̂gðay þ aÞ

� EJ

2

X

n

ðjnþ 2ihnj þ jnihnþ 2jÞ; (1)

with cavity frequency !0=2�. The island charge n̂,
counted in single electrons, may take odd integer values
in the presence of quasiparticle tunneling. Furthermore,
EC ¼ e2=2ðCJ þ CGÞ, and the term containing the
Josephson energy EJ constitutes coherent Cooper-pair tun-
neling. The gate capacitor CG couples the cavity and CPB
bilinearly with coupling constant g ¼ @!0G� CG=CJ.

Here, G ¼ ð2�C=�LÞ1=4 with �L and �C the magnetic and
charging energies of the cavity.

A common basis for further analysis is the displaced
number states of Eq. (1) for EJ ¼ 0 [27], jn;Ni0 ¼
exp½�n̂�ðay � aÞ�jnijNi, with eigenenergies E0

n;N ¼
N@!0 � n2g2=@!0 þ ECðn� nGÞ2. Here, jni corresponds
to the fixed island charge state and jNi to the photon (Fock)
state, and � ¼ g=@!0. For EJ � 0, Cooper-pair tunneling
mixes these states with amplitudes EJhn� 2;N þ
mjn;Ni � EJJmð�aNÞ � Edr

J (in the limit N � 1), where

Jm are Bessel functions and aN � 4�
ffiffiffiffi
N

p ¼ 4ECAng=@!0.

The dressed two-level system is then given in the charge
basis as

j�; Nie=o ¼ cos�jn;Ni þ sin�jnþ 2; N �mi;
jþ; Nie=o ¼ sin�jn;Ni � cos�jnþ 2; N �mi;

(2)

with 2�¼arctan½Edr
J =ð�EC�m@!0Þ�þ��ðm@!��ECÞ

and �EC being the charging energy difference. We define
the even (e) and odd (o) parities depending on n which, so
far, are completely decoupled.

This hybridized two-level state describes the dressed
equivalent of LZS oscillations in the absence of dissipa-
tion. It has previously been studied using an additional
adiabatic low frequency readout [7,8,10,12]. Here, we
demonstrate a direct readout via the related shift in the
resonant frequency of the photon-dressed CPB.
The populations of the dressed states also affect

the interference pattern and are influenced mainly by
two decoherence mechanisms. First, gate charge fluctua-
tions cause energy relaxation within fixed parity of the

island (�rel). We model this as an Ohmic bath: HB ¼
n̂
P

j �jðbyj þ bjÞ þP
j!jb

y
j bj [12,30]. Second, not all

Cooper pairs stay paired in this nonequilibrium system,
and subsequent quasiparticle tunneling can cause interpar-
ity transitions. We perturbatively introduce incoherent
transition rates between even and odd charge eigenstates
of the Hamiltonian in our density-matrix simulation [21]

�i!f ¼
�
�odd þ 1

RTe
2

Z
	ð!Þ½1� 	ð!þ �EÞ�
ð!Þ

� 
ð!þ �EÞd!
�
ðjhfjT̂jiij2 þ jhfjT̂yjiij2Þ: (3)

Here, 	ð!Þ is the general quasiparticle distribution,


 ¼ �ð!2 � �2Þ!=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 � �2

p
is the BCS density of

states, � is the superconductor energy gap, and �odd

accounts for the asymmetry of having an extra quasipar-
ticle on the island [31]. �E is the dressed-state energy

difference between the two states jii and jfi, and T̂ ¼P
njnþ 1ihnj is the corresponding operator for single-

electron tunneling. It results in matrix elements of the

form hn� 1;N þmjT̂ þ T̂yjn;Ni � Jmð�aN=2Þ, with
twice the period of the Cooper-pair elements. Dynamics
of the created quasiparticles at stronger drive can be
neglected, as in this regime, the results are very robust
with respect to changes in the quasiparticle distribution 	.
We numerically diagonalize Eq. (1) near selected values of
N � 1 with the assumption of a locally constant JmðaNÞ.
The eigenstates can then be grouped into ‘‘equivalent’’
states, which differ only by the energy of a photon trans-
lation (Wannier-Stark ladder).
After we have obtained the populations for the dressed

states, the frequency shift can be approximated from the
small shifts in the energy-level structure when moving in
the photon ladder. At resonance, the frequency shift of
the cavity for single-photon jumps in the dressed ladder
will have a magnitude �E ¼ ðENþ1 � ENÞ � @!0 /
�½JmðaNþ1Þ � JmðaNÞ�. Linearizing the Bessel functions
around N, the measured frequency of the cavity for a given
photon number and charge state becomes

@!� � @!0 � ½Jm�1ðaNÞ � Jmþ1ðaNÞ�EJG
2C2

G

2aNC
2
J

; (4)

where � indicates the charge state in the even parity.
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Our numerical simulation for the frequency shift is
compared to the experimental data in Fig. 2. We find
very good agreement for a wide range of drive powers.
For low drives, significant quasiparticle tunneling leads to
a reduced contrast, since it switches the system between
the two subspaces slowly in a probabilistic manner.
The intrinsic relaxation due to charge fluctuators (�rel) is
responsible for the ‘‘droplet-shaped’’ interference fringes
observed. In a system without quasiparticles, these
would be present everywhere inside the interference region
[see Fig. 3(a)].

For strong drives, a different type of process sets in
and dominates the dressed-state transitions: multiphoton
absorption with energy >2�. The energy is used to
generate a single-electron tunneling event across the
junction, changing the parity of the island. Each quasipar-
ticle tunneling event occurs through the absorption of
l@!0 � 2� ¼ 14 photons, as shown in Fig. 3(b). The
system can make a transition, for example, from jþ; Nie
to the state jþ; N � lio with rate �qp

1 , as illustrated in

Fig. 3(c). We define two different rates �qp
1 and �qp

1

[both � �jJlðaN=2Þj2=e2RT with different l due to charg-
ing energy differences] that distinguish states within the
dressed manifold for the nonlinear dissipation of the co-
herent process that exchanges the energy of �14 photons
between cavity and CPB. These rates differ, depending on
the bias point; however, since they immediately result in
the loss of coherence, their relative magnitudes do not
matter; they bring the system to the (effectively) same

state. Only the subsequent processes have a significant
impact on the qubit populations.
Once in the odd subspace, the system can create another

pair of quasiparticles, now substantially faster, with the
help of an increased charging energy through coherent
Cooper-pair tunneling within jþ; N � lio or j�; N � lio.
Through this energetic charge state, the system quickly
returns to the original parity since most of the required
energy �14@!0 is already stored as charging energy
and the additional number of photons required
�ð2�� �ECÞ=@!0 is much less. Now, relaxation is
preferred into one of the states jþ; N � l� l0ie or
j�; N � l� l0ie, as illustrated by �qp

2 and �qp
2

[ � �jJl0 ðaN=2Þj2=e2RT] in Fig. 3(c). The rate that results
in the eigenstate with the lowest charging energy will be
dominating, and this results in a sudden change in popula-
tion on one side of the photon resonance; see Fig. 4(a).
Exactly at the m-photon resonance, there is an enhanced
occupation of the odd state, owing to increased quasipar-
ticle generation. Because of the almost instant relaxation
from the odd high energy state, its occupation probability
is essentially zero. This can also be understood from
Fig. 3(b), where the escape rate from the odd subspace is
roughly 10 times faster than the rate that populates it, and
this slow rate sets an upper limit for nonequilibrium qua-
siparticle tunneling. This type of population inversion
resembles the one previously studied at lower drive
strengths [12] and depends strongly on the relaxation to
the bath. Similar relaxation mechanisms have also been
observed in single artificial atom lasing experiments [13]
and can be related to the Josephson quasiparticle cycle.
At low drives, the system is poisoned by quasiparticles,

and most of the time is spent in the parity that does not
give any coherent dynamics; see Fig. 4(b). When photon-
assisted quasiparticle generation starts to dominate over
nonequilibrium quasiparticle tunneling, the system recov-
ers its parity, hence the increase in contrast. In this regime,
�
qp
2 becomes very fast, since the j � 1ei state becomes

FIG. 4 (color online). (a) Calculated occupation probability for
the even (solid line) and odd (dashed line) dressed states at the
m ¼ 7 even photon resonance for Ang ¼ 0:65. (b) Calculated

occupation probability of the even-parity state (summed over all
even charge states). At low drive, the incorrect parity (the parity
that does not result in coherent dynamics) is dominating, while
the proper parity is almost completely recovered at strong drives.

(a)
(c)

(b)

FIG. 3 (color online). (a) Calculated frequency shift as a
function of photon number and charge offset for the coupled
cavity CPB for two values of the superconducting gap �.
(b) Calculated transition rate between dressed states of the two
subspaces as a function of the number of dissipated photons
evaluated for Ang ¼ 0:9 and m ¼ 4. The two directions (note the

different scaling) are shifted by one photon due to small charging
energy differences. (c) Energy-level representation for the
photon-assisted relaxation via the quasiparticle subspace that
results in population inversion (when �

qp
2 > �

qp
2 ) and fast recov-

ery of the even parity.
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accessible, constantly ‘‘resetting’’ the qubit into the even
parity [Fig. 2(c)].

To show the implications of the superconducting gap on
quasiparticle generation, we increase and decrease the
value of � in the simulation; see Fig. 3(a). The best
agreement corresponds to a typical aluminum thin-film
energy gap� � 0:2 meV (49 GHz). For a larger gap, there
is no quasiparticle generation taking place and no
enhanced contrast or bimodality.

As suggested by Sillanpää et al. [7], this kind of device
could have an application as a very good charge sensor due
to its many oscillations within one charge period. For this
purpose, the quasiparticle-induced bimodal structure
shows even better potential as a charge sensor due to the
sudden population inversion along the gate axis. From the

data in Fig. 2(d), we extract a sensitivity of 2:9�
0:6 �e=

ffiffiffiffiffiffi
Hz

p
in the region 0:5< Ang < 1, comparable to

state-of-the-art single-electron transistors [32]. This
despite the fact that the system was not initially designed
having charge sensitivity in mind, and the measured dis-
persive shifts are �1% of the cavity linewidth. Increasing
the ratio CG=CJ a few times would not significantly alter
the interplay between different relaxation rates, but it
would increase the measured frequency shifts by a large
amount [cf. Eq. (4)]. Furthermore, in the strong driving
regime, such a charge sensor would be unaffected by
thermal quasiparticle poisoning since the odd and even
states approach a steady-state population.
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