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Abstract

We address recent advances in quantum optics with propagating microwaves
in superconducting circuits. This research field exploits on the fact that the cou-
pling between a superconducting artificial atom and propagating microwave pho-
tons in a one-dimensional (1D) open transmission line can be made strong enough
to observe quantum effects, without using any cavity to confine the microwave
photons.

We embed an artificial atom, a superconducting transmon qubit, in a 1D open
transmission line and investigate the scattering properties of coherent microwaves.
When an input coherent state, with an average photon number much less than 1,
is on resonance with the artificial atom, we observe extinction of up to 99% in
the forward propagating field. We observe the strong nonlinearity of the artificial
atom and under strong driving we observe the Mollow triplet. We also study the
statistics of the reflected and transmitted beams, which are predicted to be non-
classical states. In particular, we demonstrate photon antibunching in the reflected
beam by measuring the second-order correlation function. By applying a second
control tone, we observe the Autler-Townes splitting and a giant cross-Kerr ef-
fect. Furthermore, we demonstrate fast operation of a single-photon router using
the Autler-Townes splitting. This device provides important steps towards the re-
alization of a quantum network. This thesis describes the motivation, theoretical
background, design, implementation and measurement results.

Keywords: quantum optics, microwave photons, superconducting circuits, super-
conducting artificial atom, qubit, Mollow triplet, antibunching, second-order cor-
relation function, Autler-Townes splitting, cross-Kerr effect, photon router, quan-
tum network, transmon, Josephson junction, SQUID.
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Preface

Quantum optics is a science that investigates light-matter interactions. In the past
few decades, impressive experimental techniques have enabled experiments where
it is possible to address and manipulate individual atoms and photons. This lead
to the Nobel Prize in Physics 2012, “for ground-breaking experimental methods
that enable measuring and manipulation of individual quantum systems”. The
Nobel laureate Serge Haroche controlled the photons with Rydberg atom(s). The
other Nobel laureate, David J. Wineland, did the opposite, manipulating ion(s)
using laser light. In this thesis, I use a different approach to investigate atom-
light interaction. In particular, I study the interaction of a single artificial atom
and propagating microwave photons in a one-dimensional (1D) open waveguide
based on superconducting circuits.

The thesis is organized in the following way. Chapter 1 is intended for non-
expert readers. This chapter gives the reader an overview of the scientific back-
ground and motivation for the work. It includes a brief history of the research field
and some important concepts. Chapter 2 describes the theory for the framework of
the thesis: the interaction of an artificial atom and the propagating electromagnetic
(EM) field in a 1D waveguide based on superconducting circuits. This includes a
description of the superconducting artificial atom, as well as how to achieve strong
coupling between the atom and the propagating field. I also discuss photon-photon
interactions via a three-level atom and the second-order correlation of different
microwave states. Chapter 3 describes the design that would allow strong cou-
pling between the atom and the propagating field. Fabrication and measurement
techniques will also be discussed. Chapter 4 shows the main experimental results,
comparing to the theoretical predictions in chapter 2. Chapter 4 is divided into
two sections. The first section investigates various quantum-optical effects with a
single artificial atom in the microwave regime. The second section demonstrates
quantum applications based on these effects. Chapter 5 gives the conclusion and
suggestions for possible future work.

Io-Chun Hoi
Gothenburg, August 2013
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Chapter 1

Introduction and Motivation

In this chapter, I will give a background overview of the following sections: quan-
tum computing, superconductivity and quantum optics with superconducting cir-
cuits. In each section, I will briefly illustrate the developments of the field and the
main concepts. At the end, I will discuss the motivation of my work: building a
quantum network with superconducting circuits.

1.1 Quantum Computing
The development of important concepts in quantum computing is briefly outlined
in Table 1.1. Basically, a quantum computer (QC) could perform some specific
computations (see Table 1.1) much faster than a classical computer since a quan-
tum computer makes use of quantum resources, such as superposition (Fig. 1.1B)
and entanglement to perform operations on data.

Year Milestones
1982 Quantum computing was first mentioned by Richard Feynman [1]
1985 David Deutsch proved the existence of a universal QC [2]
1994 Shor shows the power of factorizing large integers with a QC [3]
1995 Shor shows the quantum error correction [4].
1996 Grover shows the power of searching unsorted data with a QC [5]
2000 DiVincenzo proposed criteria for the implementation of a QC [6]

Table 1.1: Important concepts in quantum computing.

The fundamental building block of a quantum computer is the quantum bit,
qubit for short. In a quantum computer, it plays a role similar to that of a classical
bit in an ordinary computer. A qubit is a two-level system, represented by two

1
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Figure 1.1: A) Bloch sphere. The north and south poles represent the ground and
excited states, respectively. The state |Ψ〉 is displayed on the Bloch sphere. B) The
operator R operates on every input states and provides massive parallelism. C) A
quantum processor is made of coupled qubits, each qubit having a separate coher-
ent control. R1 and R2 represent single-qubit and two-qubit gates, respectively.
The state can be read out by a projective measurement.

orthogonal states denoted by |0〉,|1〉. The qubit can also be in a superposition of
the two states [7],

|Ψ〉 = cos(θ/2)e−iϕ/2 |0〉+ sin(θ/2)eiϕ/2 |1〉 . (1.1)

The state |Ψ〉 is described by a point on a unit sphere, called the Bloch sphere,
in which ϕ, θ are the angles defined in Fig. 1.1A. The standard model for a qubit
is a spin 1/2 particle, with a magnetic moment µ01, in a magnetic field ~B =
(Bx, By, Bz). The corresponding Hamiltonian [8] is

H = −µ01(Bxσx +Byσy +Bzσz) = −~
2

(ωxσx + ωyσy + ωzσz), (1.2)

where σi are the Pauli matrices and ωi = 2µ01Bi/~, i = x, y, z. Any two-level
system can be described by Eq. (1.2), with an offset energy. The time evolu-
tion of the state |Ψ(t)〉 is governed by the Schrödinger equation [8]. The state
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|Ψ〉 precesses around the vector ~ω = (ωx, ωy, ωz) , with a frequency of |~ω|. By
changing the direction or strength of the magnetic field, arbitary rotations can
be performed, which act as single qubit gates. Coherent qubit manipulation is
achieved by applying a nonadiabatic magnetic field pulse. The pulse strength and
the pulse width determine the rotation angle. The state can then be read out by a
projective measurement. By coupling multiple qubits, and realizing multi-qubits
gates, a quantum processor can be realized (see Fig. 1.1C).

1.2 Superconductivity and the Josephson Effect
Simple Picture

The discovery and development of superconductivity is briefly outlined in Table
1.2. To first order, superconductivity can be understood from the pairwise in-
teraction between electrons. When a superconductor is cooled below its critical
temperature Tc, an effective positive attraction between electrons, mediated by
phonons, may dominate over the Coulomb repulsion. The electrons form pairs,
known as Cooper pairs [9]. They condense into a collective ground state, de-
scribed by one common macroscopic wave function, Ψs. The superconducting
gap, denoted by ∆s, is the minimum energy required to break a Cooper pair.

Year Milestones
1911 Zero resistance of mercury was discovered [10]
1933 Superconductor expelled applied magnetic fields (Meissner effect) [11]
1935 Meissner effect was phenomenologically described [12]
1957 Microscopic theory, known as BSC theory was established [9]
1962 Josephson Effect was discovered [13]
1986 High Tc superconductor was discovered [14]

Table 1.2: Important discoveries in superconductivity.

The Josephson Effect and the SQUID

A Josephson junction is a weak link between two superconductors [13, 15]. Often
the superconductors are separated by a thin oxide barrier. The wavefunction of
these two superconductors can interact or couple through the weak link. This
interaction allows a Josephson current to pass through the barrier with no DC
resistance. This current depends on the phase difference, φ, between the two wave
functions of the electrodes. The voltage drop across the junction, V , is related to
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the time derivative of φ. More specifically, we can write the dc Josephson equation
and the ac Josephson equation, as follows [16]:

I = Ic sinφ;
dφ

dt
=

2e

~
V. (1.3)

Two Josephson junctions connected in a loop form a Superconducting Quantum
Interference Device (SQUID) [17]. The phase difference of the two junctions
depend on the externally applied flux, Φext. Assuming no other inductance in the
loop, we have

φ2 − φ1 = 2πΦext/Φ0, (1.4)

where φi is the phase difference across each junction (i = 1, 2) and Φ0 = h/(2e)
is the flux quantum. The total current is the sum of the two supercurrents,

I = Ic1 sinφ1 + Ic2 sinφ2. (1.5)

Together with Eq. (1.4), we can rewrite Eq. (1.5) in the following from,

I = (Ic1 − Ic2) sin(πΦext/Φ0) cosφs + (Ic1 + Ic2) cos(πΦext/Φ0) sinφs, (1.6)

where φs = (φ1 + φ2)/2. In the case of symmetric Josephson junctions, where
Ic1 = Ic2 = Ic, Eq. (1.6) becomes

I = 2Ic| cos(πΦext/Φ0)| sinφs. (1.7)

If we define
Ics(Φext) = 2Ic| cos(πΦext/Φ0)|; φs = φ, (1.8)

Eq. (1.7) becomes
I = Ics(Φext) sinφ. (1.9)

This is the same as the dc Josephson equation in Eq. (1.3), but with a flux de-
pendent critical current. Therefore, we can view the SQUID as a single effective
Josephson junction with a tunable critical current. If we take the time derivative
of Eq. (1.9), assuming a constant flux, we get

dI

dt
= 2Ic| cos(πΦext/Φ0)| cosφ

dφ

dt
. (1.10)

For small excitation, where I � Ics, we have cosφ ∼ 1. Together with the ac
Josephson Eq. (1.3), Eq. (1.10) becomes

V =
~

4eIc| cos(πΦext/Φ0)|
dI

dt
. (1.11)
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Therefore, for small excitation, we can treat a SQUID as a tunable inductor with
inductance,

LJ(Φext) =
~

4eIc| cos(πΦext/Φ0)|
. (1.12)

In reality, we should also consider the capacitance across the junction. Therefore,
our SQUID model should consist of a tunable inductance, LJ , in parallel with the
junction capacitance,CJ . To calculate the coupling energy stored in the Josephson
junction, U(φ), we can integrate the electrical work done by a current source
changing the phase. By using Eq. (1.3), we have

U(φ) =

∫ t

0

IV dt′ =

∫ t

0

(Ic sinφ)(
~
2e

dφ

dt′
)dt′ = EJ(1− cosφ), (1.13)

where EJ ≡ ~Ic/2e. The critical current Ic or the Josephson energy EJ indi-
cates how strongly the phases of the two superconducting electrodes are coupled
through the weak link. We know that EJ is proportional to Ic and together with
Eq. (1.6), we have

EJ(Φext) = EJ,max| cos(πΦext/Φ0)|
√

1 + Λ2 tan2(πΦext/Φ0), (1.14)

where
EJ,max = EJ1 + EJ2; Λ =

EJ1 − EJ2

EJ1 + EJ2

. (1.15)

The parameter Λ above describes the asymmetry of the SQUID.

1.3 Quantum Optics with Superconducting Circuits
During the last decades, there is an emerging field growing rapidly, namely quan-
tum optics with superconducting circuits [19, 20, 21, 22]. The comparison be-
tween quantum circuits and conventional quantum optics can be seen in Fig. 1.2
and Fig. 1.4. Comparing to the optical-real atom case, this approach of matter
light coupling has the following advantages:

1. Photon-atom interaction Uat−ph can be engineered,
2. The photons are guided by waveguides; beam alignment is not needed,
3. Large vacuum field E0,rms ∼ 0.2 V/m due to small mode volume,
4. Standard on-chip fabrication techniques,
5. Tunable transition energy of the atom,
6. Mechanically stable,
7. Huge electric dipole moment d = 102 − 104ea0, where d = Uat−ph/E0.
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A)#

B)#

Figure 1.2: A) Frequency spectrum and corresponding wavelength from electrical
to optics waves. Compared with optical photons, the frequency of microwave
photons is 105 smaller. B) Comparison of the basic elements of quantum optics
and quantum circuit toolboxes. Figure borrowed from [18].

The main disadvantage of superconducting qubit is the relatively short co-
herence times, of the order of µs. However recently there has been substantial
progress and values close to 100 µs has been reported [23]. Other disadvantage is
that they have to be cooled to mK temperatures.

Fig. 1.2B compares the quantum optics and quantum circuits toolboxes. The
waveguide in the optical domain is a fiber, whereas, in the microwave domain,
we use a transmission line. In the microwave domain, we use a hybrid coupler as
a beam splitter. A 50 Ω terminated port acts as a vacuum port. The microwave
version of a beam splitter, the coupler, will be discussed in Chapter 2.5. In quan-
tum circuits, capacitors can act as mirrors. The source of coherent optical light is
a laser, whereas, in the microwave domain, it is a microwave generator. To per-
form measurements, in the optical domain, photon detectors are used, whereas in
the microwave domain, we do not have the equivalent counterpart. However, we
can amplify weak microwave fields with a cryogenic low-noise amplifier. After
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A) B)
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Figure 1.3: Interaction between a single atom/ dipole and a resonant propagating
field in open space. A) The excitation field propagates in open space. B) The
excited dipole/atom radiates field in all directions. C) The sum of the two fields
result in destructive interference in the forward direction. Figure borrowed from
[24]. Extinction of the forward wave only occurs in a small solid angle, this is due
to the spatial mode mismatch between the excitation and radiated waves.

the heterodyne detection, we measure the quadratures of the field (in-phase and
quadrature signals). In order to address individual atomic transitions, the energy
spectrum must be anharmonic (nonlinear). In real atoms, this nonlinearity arises
naturally from the coulomb potential. In a superconducting artificial atom, this
nonlinearity is provided by the Josephson junction, which will be discussed in
Chapter 2.1.

With the outstanding advantages of superconducting circuits as compared to
conventional quantum optics, superconducting circuits have become a promising
platform to investigate strong coupling between light and matter as well as en-
abling quantum information processing technology [25, 26, 27]. The development
of the superconducting circuits is briefly shown below.

Starting from the 1980’s, physicists were interested in whether macroscopic,
man-made electrical circuits could behave quantum-mechanically. In 1985, J. M.
Martinis, M. H. Devoret and J. Clarke demonstrated the discrete energy levels
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of Josepshon circuits, an early form of a superconducting artificial atom [28].
In the same year, they also demonstrated the macroscopic quantum tunneling of
Josepshon circuits [29]. In 1999, Nakamura et al. demonstrated quantum co-
herent oscillations of the state of a superconducting qubit [19]. In 2002, Vion
et al. optimized the coherence time of a superconducting qubit [30], increased
the coherence time by 2 order of magnitude. In 2004, Wallraff et al. demon-
strated strong coupling between a superconducting qubit and a single photon in a
transmission line cavity [20]. The field has grown quickly since then. Some of
the exciting results include the following: resolving photon-number states [31],
single artificial-atom lasing [32], synthesizing arbitrary photonics quantum states
[21], three-qubit quantum error correction [33], implementation of a Toffoli gate
[34], quantum feedback [35] and architectures for a superconducting quantum
computer [36]. The nonlinear properties of Josephson junctions have also been
used to study the dynamical Casimir effect [37], build quantum limited amplifiers
[38, 39] and tunable cavities [40, 41, 42, 43].

More recently, theoretical and experimental work have begun to investigate
the strong interaction between light and a single atom even without a cavity [44,
45, 46, 47]. This system consider a single atom interacting with a resonant propa-
gating field in open space. The destructive interference between the excited dipole
radiation and the incident field gives rise to extinction of the forward propagating
wave for a weak incident field, see Fig. 1.3. This effect was first demonstrated
for a single atom/molecule in three-dimensional (3D) open space, however the
extinction of the forward incident wave did not exceed 12% [44, 46]. This is due
to the spatial mode mismatch between the incident and scattered waves.

By taking advantage of the confinement of the propagating fields in a 1D open
transmission line and the huge dipole moment of an artificial atom, strong cou-
pling between an artificial atom and propagating fields can be achieved, as pro-
posed in [48, 49] (see Fig. 1.4). In 2010, the first experiment was pioneered by O.
Astafiev et al. [22], with extinctions in excess of 94%. Since then, there has been
significant experimental progress [50, 51, 52, 53, 54, 55, 56, 57]. This system rep-
resents a potential key component in the field of quantum optics with propagating
microwaves in superconducting circuits, which is the central scope of this thesis.

1.4 Quantum Network
In recent years, quantum information science has advanced rapidly, both at the
level of fundamental research and technological development. For instance, quan-
tum cryptography systems have become commercially available [58]. These sys-
tems are examples of quantum channels, serving mainly to distribute quantum
information. There is a significant effort to combine these quantum channels with
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Figure 1.4: A single-atom scattering in 1D open space. The atom is coupled to a
continuum of modes, as compared to the conventional cavity case, where the atom
is coupled to a single mode. This novel system enables quantum applications with
wide bandwidth. A) An optical photon (red) travels along a 1D waveguide (a
blue fiber) interacting with a two-level atom (yellow). B) A microwave photon
(red) travels along a 1D open coplanar waveguide (blue) interacting with a two-
level artificial atom, a superconducting transmon qubit (yellow). The dark yellow
regions represent the Josephson junction electrodes. The numbers 0,1,2,3 are the
labels of the electrodes, which will be used to model the circuit in Chapter 2.3.2.

quantum nodes that would offer basic processing and routing capability. The com-
bination of these channels and nodes would create a quantum network enabling
applications simply impossible today [59]. Quantum network connecting simple
quantum processing nodes is also a promising architecture for a scalable quantum
computer.

Superconducting circuits is a promising technology for quantum information
processing, whereas optical photons have advantages for long distance quantum
communication via a quantum channel. As shown in Fig. 1.5, a hybrid quantum



1.4 Quantum Network 10

Node A

Node B

A)

B)

Figure 1.5: A) A quantum network consists of quantum nodes for processing and
quantum channels for distributing quantum information. Figure borrowed from
[59]. B) Hybrid quantum network. Telecom photons (red) distribute quantum
information. Superconducting circuits process quantum information at nodes. A
coherent conversion from microwave to optical photons would be needed.

network would combine the advantages of these two systems.
In this thesis, we demonstrate a novel way towards building up a quantum

network based on superconducting circuits and artificial atoms. In particular, we
demonstrate an example of a quantum node: the single-photon router, which can
route quantum information up to 91% efficiency on nanosecond timescales, with
the possibility of multiple outputs. We also demonstrate a photon-number filter,
which can generate flying microwave photons, the carrier of quantum information.
In addition, we demonstrate a cross-Kerr medium, which enables photon-photon
interaction at the single-photon level, a resource for various quantum applica-
tions.



Chapter 2

Theoretical Background

This theory chapter is provided to help the reader understand the main experimen-
tal results in Chapter 4. Firstly, Chapter 2.1 includes the elements of an artificial
atom, the Single Cooper Pair Box (SCB) [19, 27, 60, 61, 62, 63, 64, 65] and a
modified version of the SCB, the transmon [66]. Secondly, Chapter 2.2 includes a
description of the confinement structure of the propagating microwaves, the copla-
nar waveguide transmission line. Thirdly, Chapter 2.3 describes the interaction
between an artificial atom and the propagating EM fields. Fourthly, Chapter 2.4
investigates the interaction of two propagating EM fields via a three-level artificial
atom. Finally, Chapter 2.5 discusses the second-order correlation of microwave
states that are generated by the artificial atom.

2.1 Superconducting Artificial Atom
In this thesis, the artificial atoms are made by superconducting circuits. In recent
years, fundamental experiments [20, 21, 22, 40, 50, 51, 67, 68, 69, 70, 71, 72]
based on superconducting circuits have led to a research field called circuit quan-
tum electrodynamics (Circuit QED). The key elements of superconducting circuits
are shown in Fig. 2.1A. They include linear capacitance, C, linear inductance, L,
and the nonlinear Josephson inductance, LJ , defined in Eq. (1.12). To illustrate
how one can build an artificial atom based on circuit elements, consider the linear
LC circuit in Fig. 2.1B. The classical Hamiltonian of this circuit is the sum of the
charging energy EC and the inductive energy EL

H =
Q2

2C
+

Φ2

2L
, (2.1)

where Q is the charge stored on the capacitor C and Φ is the flux stored in the
inductor L. By defining the resonant frequency ω0 = 1/

√
LC, we can rewrite

11
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LJ             

    
EJ (Φext ) 

( / 2e)2

LJ (Φext )  
          

             L  

         

                  
EL =

(/2e)2

L  
           

             C  

          

                     
EC = 2C

e2

 
 

 ω0

Φ

Φ

L C
+Q

−Q

U

Figure 2.1: A) The table shows the circuit elements used to build superconducting
artificial atoms, the corresponding circuit symbols and energies. B) An LC res-
onator with charge Q on the capacitor C and flux Φ in the inductor L. C) Energy
U versus flux of a quantum harmonic oscillator (LC resonator). The transition
energy is ~ω0.

Eq. (2.1) as

H =
Q2

2C
+

1

2
Cω2

0Φ2. (2.2)

This Hamiltonian can be compared with that of a moving particle with mass m,
momentum pm and position x in a harmonic potential,

H =
p2
m

2m
+

1

2
mω2

mx
2. (2.3)

By analogy, we can map the LC oscillator onto the mechanical oscillator accord-
ing to Table 2.1,

Since we want to consider the quantum mechanical properties of this system,
we can promote the classical variables pm, x in Eq. (2.3) and Q,Φ in Eq. (2.2) to
quantum operators p̂m, x̂ and Q̂, Φ̂. How this is done more formally is described
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Electrical Mechanical
Q pm
C m
ω0 ωm
Φ x
EC Kinetic energy
EL Potential energy

Table 2.1: Analogy between an electrical oscillator and a mechanical oscillator

in [18]. Therefore, the quantum Hamiltonian of an LC resonator Eq. (2.2) can be
written in the following form,

H = ~ω0

(
a†a+

1

2

)
, (2.4)

where a† and a are the creation and annihilation operators for excitations in the
oscillator, defined as

a† =

√
Cω0

2~

(
Φ̂− i Q̂

Cω0

)
; a =

√
Cω0

2~

(
Φ̂ + i

Q̂

Cω0

)
, (2.5)

with the relationship [a, a†] = 1. Conversely, charge and flux can be expressed in
terms of creation and annihilation operator as follows,

Q̂ = i

√
~

2Z

(
a† − a

)
; Φ̂ =

√
~Z
2

(
a† + a

)
. (2.6)

We used the relation, Cω0 =
√
C/L ≡ 1/Z, where Z is the characteristic

impedance of the circuit. The energy spectrum of a quantum harmonic oscilla-
tor is shown in Fig. 2.1C. The quantum levels are equally spaced. This means
that we cannot address individual transitions. Therefore, nonlinearity is needed
to build an artificial atom, in which the level spacing is anharmonic. In super-
conducting circuits, a Josephson junction provides a nonlinear inductor with very
little dissipation. As shown in table 2.1, the inductive energy of the Josephson
junction acts as a potential energy, according to Eq. (1.13):

U = −EJ cos(φ). (2.7)

where we neglect the offset energy, which is independent of φ. By replacing
the linear inductor with a Josephson junction in the LC circuit in Fig. 2.1B, the
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0

1

2
3
4U

Φ

Figure 2.2: Top: the energy spectrum of an artificial atom made by a Joseph-
son junction and its energy levels. The cosine potential comes from the inductive
energy of the Josephson junction, and it gives rise to an anharmonic (nonlinear)
spectrum. Bottom: the corresponding emission spectrum for these four transitions
[18]. The arrows around the pink spectrum indicate the width of 0-1 transition,
whereas the arrows between the pink and green spectrum indicate the anharmonic-
ity between the 0-1 and 1-2 transition.

quadratic potential becomes a cosine potential. This procedure results in an an-
harmonic energy level spacing, as shown in Fig. 2.2. In this case, we can address
different individual transitions and call it an artificial atom. The absolute nonlin-
earity is defined as the ratio of the peak distance to the peak width, see Fig. 2.2.
Besides the nonlinear conditions mentioned above, in order to observe the quan-
tum behavior of the atom, we have the following restriction, kBΘ� ~ω10 � ∆s

where kBΘ is the thermal energy, Θ is the temperature of the system. ~ω10 is the
energy transition of the two level atom and ∆s is the superconducting gap energy.

Several different kinds of superconducting atoms have been implemented [73].
They can be distinguished by their differentEJ/EC andEL/EJ ratios (see Fig. 2.3).
In this thesis, we focus on the single Cooper-Pair Box (SCB) and the transmon.

2.1.1 The Single Cooper-Pair Box (SCB)
A SCB is composed of a small island, coupled to a reservoir electrode via a
Josephson junction. A gate electrode is used to pump Cooper pairs into or out
of the island via the junction. The Josephson junction is often made in a SQUID
configuration (Fig. 2.4A) to produce an EJ which is tunable via Φext, according
to Eq. (1.14). The Hamiltonian of the SCB is given by [19, 60, 61, 62, 63]

H(n̂, φ̂) = EQ(n̂− ng)2 − EJ(Φ) cos φ̂ (2.8)
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Figure 2.3: The family of superconducting artificial atoms. The type of atom
depends on EJ/EC and EL/EJ . Figure borrowed from [18].

where

EQ = 4EC =
(2e)2

2CΣ

; CΣ = Cg + CJ ; ng = CgVg/(2e); (2.9)

n̂ =
Q̂

2e
; φ̂ = 2π

Φ̂J

Φ0

EQ and EC are the charging energies for Cooper pairs and electrons, respectively.
ng and Vg are the normalized gate charge in the units of Cooper pairs and the gate
voltage, respectively. The total capacitance CΣ is the sum of the gate capacitor Cg
and the junction capacitor CJ (see Fig. 2.4A). n̂ and φ̂ are the number and phase
operator, respectively. The Cooper pairs with charge Q̂ that have tunneled into
the box via the junction and the flux Φ̂J between the two sides of the junction are
quantum mechanicals conjugate operators, which obey the canonical commuta-
tion relation [Φ̂J , Q̂] = i~.

The exponential of the phase operator acts as ladder operators in the charge
basis |n〉

e±iφ̂ |n〉 = |n± 1〉 . (2.10)

We can then express the Hamiltonian Eq. (2.8) in the charge basis,
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Figure 2.4: A) The SCB in SQUID configuration. EJ can be tuned by external
magnetic flux through the SQUID loop. B) The two lowest energy states of the
SCB as a function of the gate charge ng for EJ/EC = 0.5. Excited state and
ground state are the solid red and the solid blue lines, respectively. The dashed
black lines represent the case of zero Josephson energy. The green arrows indicate
the optimal bias point, where the first derivative is zero with respect to gate charge.

H =
∞∑

n=−∞

{
EQ(n− ng)2 |n〉 〈n| − EJ(Φ)

2
(|n+ 1〉 〈n|+ |n− 1〉 〈n|)

}
.

(2.11)
The role of the Josephson energy is to mix the charge states through tunneling.

If EQ � EJ and we limit 0 < ng < 1 , we can limit the description to only two
number states, |0〉, and |1〉. Subtracting a common energy offset EQ[n2

g + (1 −
2ng)/2]I, where I is the identity matrix, the Hamiltonian Eq. (2.11) then becomes,

H = −1

2
Ech(ng)σz −

1

2
EJ(Φ)σx, (2.12)

with the electrostatic energy Ech = EQ(1 − 2ng). σz and σx are the Pauli spin
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matrices, where σz = |0〉 〈0| − |1〉 〈1|, σx = |0〉 〈1|+ |1〉 〈0|. This Hamiltonian is
of the same form as that of a spin 1/2 particle in a magnetic field, where µ10

~B =
(EJ , 0, Ech) in Eq. (1.2). The eigenenergies can be written as

E± = ±1

2

√
E2
ch(ng) + E2

J(Φ), (2.13)

with the corresponding eigenstates

|−〉 = cos(θ/2) |0〉+ sin(θ/2) |1〉 ; (2.14)

|+〉 = − sin(θ/2) |0〉+ cos(θ/2) |1〉 ; (2.15)

θ = tan−1(EJ/Ech), (2.16)

where θ is the mixing angle with respect to the z-axis.
Time-resolved measurements demonstrating quantum coherence in the SCB

were first observed by Nakamura et al. [19] in 1999.

Decoherence in the SCB

So far, we have neglected the effects of the environment on the SCB. Any noise
in the environment will give rise to decoherence in the SCB and result in random
evolution of the qubit state. In other words, the coherent superposition of the
qubit states will be lost due to the interaction with the environment. The pure
qubit state will evolve into a statistical mixture of the two qubit states. The source
of decoherence affects the SCB through either the electrostatic energy Ech or the
Josephson energy EJ . Fluctuations of Ech can be caused by voltage noise in ng,
background two level fluctuators [74] or dielectric loss [75]. The fluctuation of
EJ can be caused by flux noise entering the SQUID loop or critical current noise.
The effects of noise on the qubit can be characterized by two time constants,
the relaxation time T1 and the decoherence time T2. To describe how the qubit
states evolve in time under the influence of noise, we introduce the density matrix
ρ = |ψ〉 〈ψ| , where |ψ〉 is defined in (1.1). Any arbitrary density matrix for a two
level system can be written as

ρ =
1

2
(I + uxσx + uyσy + uzσz). (2.17)

Here, I is the identity matrix and ~u = (ux, uy, uz) is a vector of the length |u| ≤ 1,
which describes the qubit state on (pure state) or inside (mixed state) the Bloch
sphere (Fig. 1.1A). The expectation value of the Pauli operators are 〈σi〉 = ui,
where i ∈ x, y, z. For a spin 1/2 particle in a magnetic field, according to Eq. (1.2),
the Hamiltonian can be written as

H = −~
2

(ωxσx + ωyσy + ωzσz), (2.18)
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where the strong static field is assumed along the z axis. The state then follows
the Bloch equation [76, 8],

~̇u = −~ω × ~u− 1

T2

(uxx̂+ uyŷ)− 1

T1

(uz − u0
z)ẑ, (2.19)

where ~ω = (ωx, ωy, ωz). The first term on the right describes the unitary evolution
of the state without decoherence. The second term captures the effect of deco-
herence, the third term describes the relaxation of the state to u0

z, the steady state
projection on the z axis. The excitation (absorption) rate Γ+, relaxation (emission)
rate Γ− and the pure dephasing rate Γφ can be calculated from Fermi’s Golden rule
[8, 77],

Γ± =
πS⊥(∓ωz)

2~2
; Γφ =

πSz(ω ' 0)

2~2
. (2.20)

where S⊥(ωz) is the spectral density of the fluctuations in ω perpendicular to the
z axis, for ωz � ωx, ωy. Sz(ω ' 0) is the spectral density of fluctuations along
the z axis. For a system where the environment is in thermal equilibrium at a
temperature Θ, the balance between absorption and emission is set by:

Γ+/Γ− = e−~ωz/kBΘ; u0
z =

Γ− − Γ+

Γ− + Γ+

= tanh[
~ωz

2kBΘ
]. (2.21)

The relaxation time T1 and the decoherence time T2 are given by

1

T1

= Γ1 = Γ− + Γ+;
1

T2

= Γ2 = Γφ +
Γ1

2
, (2.22)

The dephasing of the SCB mainly comes from fluctuations of Ech (charge noise
in σz direction). This leads to short coherence time [19, 61, 78]. Vion et al. [74]
demonstrated that the coherence time of a modified SCB could be made several
orders of magnitude longer by biasing at an optimal working point. This optimal
point is a saddle point of the energy bands where the first derivatives with respect
to both the charge and flux are zero. As a result, the qubit is insensitive to charge
and flux noise to first order. As an example, in Fig. 2.4B, at ng = 0.5, we see the
optimal point with respect to gate charge, indicated by the green arrows. Koch
et al. [66] further developed this idea to create a new qubit design based on a
modified SCB, named the transmon. This new design has a reduced sensitivity to
charge noise at all gate bias points and will be described in the following section.

2.1.2 The Transmon
The transmon qubit is essentially a SCB, but with an additional shunt capacitor
Cs (Fig. 2.5). The additional shunt capacitor decreases the charging energy. As
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CS

CJ

Figure 2.5: A transmon: a SCB with an additional shunt capacitor Cs. This addi-
tional shunt capacitor decreases EC , which results in a high EJ/EC .

EJ/EC increases, the energy bands become flatter with respect to the gate charge
(Fig. 2.6), making the transition energy less sensitive to charge noise [68, 79].
Unfortunately, this also has the effect of decreasing the anharmonicity between
levels. We define an anharmonicity parameter αr and a charge dispersion εm as,

αr =
E21 − E10

E10

; (2.23)

εm = [Em(ng = 0.5)− Em(0)] /E10, (2.24)

where Em (m,n = 0, 1, 2....) are the energy levels and Emn = Em − En. If the
anharmonicity is too low, the individual levels cannot be addressed and the trans-
mon can no longer be considered an artificial atom. The anharmonicity needs to
be at least larger than the spectrum width of the 0-1 transition. The charge disper-
sion decreases exponentially with EJ/EC (Fig. 2.7B), while the anharmonicity
approaches zero much slower (Fig. 2.7A). Therefore, it is possible to find pa-
rameters such that the transmon is insensitive to charge noise but still sufficiently
anharmonic.

When the charging energy of the SCB is decreased, more charge states need
to be included. Therefore, the charge basis is no longer a good eigenbasis for the
circuit. We can express n̂ in the phase basis, using

n̂ = −i ∂
∂φ
. (2.25)

By substituting Eq. (2.25) into the SCB Hamiltonian Eq. (2.8), we have

H = 4EC(−i ∂
∂φ
− ng)2 − EJ cos φ̂, (2.26)
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Figure 2.6: The lowest three energy levels (in the unit of EC) of a SCB versus
gate charge ng for different EJ/EC . A) EJ/EC = 0.5, B) EJ/EC = 1, C)
EJ/EC = 5, D) EJ/EC = 30 (transmon limit). The ground state, first excited
state and second excited state are the blue, red and green curves, respectively.

with the eigenenergies and eigenstates expressed in the phase basis:

HΨm(φ) = EmΨm(φ). (2.27)

As a differential equation, this is known as the Mathieu equation [80], which
has known solutions, although not in terms of elementary function. Alternatively,
one can solve for the eigenenergies of the SCB Hamiltonian by diagonalizing in
the charge basis and including many charge states. The more charge states that are
included, the better the accuracy. The results shown in Fig. 2.6 include 50 charge
states.

As mentioned in Table 2.1, the Josephson energy and the charging energy can
be viewed as potential and kinetic energy, respectively. The Hamiltonian of the
SCB can be viewed as a particle in a periodic potential. As the mass of the particle
increases (EJ/EC increases), the kinetic energy decreases, and the particle gets
localized near one of the minima of the potential. Then, we can approximate the
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Figure 2.7: A) Anharmonicity of the SCB as a function of EJ/EC ratio. Exact
(approximation) solution is shown in solid (dashed). B) Charge dispersion of the
SCB as a function of EJ/EC ratio for different energy levels. C) Cosine potential
(solid) plotted together with the quartic approximation (dashed) using Eq. (2.28).
Inside the potential is the three lowest energy states in the case of EJ/Ec = 50.
D) Energy level difference Em − E0 at ng = 0.5 as a function of EJ/Ec ratio.
Solid curves show the exact results. Dashed curves are based on Eq. (2.29).

cosine potential around zero with its Taylor expansion to the fourth order,

U(φ) ' −EJ(1− 1

2
φ2 +

1

24
φ4). (2.28)

By treating it as a perturbation from the exact harmonic solution, we get the fol-
lowing eigenenergies [66] and anharmonicity parameter,

Em ' −EJ +
√

8EJEC(m+
1

2
)− EC

12
(6m2 + 6m+ 3) (2.29)

αr = −EC
ω10

= − 1√
8EJ/EC − 1

(2.30)
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Figure 2.8: A) Transmission line B) Lumped-element model of a section of trans-
mission line. C) Lossless (R0 ' 0, G0 ' 0) transmission line (cascade of B).

For EJ/EC ≥ 20 , the approximation is quite good (Fig. 2.7 C,D). We make
use of the lowest three levels to form our artificial atoms in this thesis.

2.2 1D Coplanar Waveguide Transmission Line
A 1D Coplanar Waveguide (CPW) is used to confine the propagating microwaves
(see blue part of Fig. 1.4B). A CPW can be described using a transmission line
model. A CPW supports quasi Transverse Electromagnetic (quasi-TEM) modes.
For a pure TEM mode, there are no electric or magnetic components along the di-
rection of propagation. A quasi-TEM transmission line (Fig. 2.8A), can be mod-
eled as a number of lumped circuit elements (Fig. 2.8B) where R0, L0, G0, C0 are
series resistance, series inductance, shunt conductance and shunt capacitance per
unit length (∆x). A finite length of lossless transmission line can be represented
by a cascade of circuits with R0 = 0, G0 = 0, as shown in Fig. 2.8C.

For a harmonic signal, and taking the limit ∆x → 0 , we can solve the wave
equation from the transmission line model. The wave in the transmission line con-
sists of a forward propagating wave with voltage (current) amplitude V +(I+) and
a backward propagating wave with amplitude V −(I−), with angular frequency ω
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Z0Z0 Zm

x = 0

V1+

V1− V2
−

Figure 2.9: Incoming, reflected and transmitted wave propagate along a transmis-
sion line with impedance Z0, Zm (representing a mismatch) and Z0.

and complex propagating constant ξ , mathematically expressed as [81],

V (x) = V +eiωt−ξx + V −eiωt+ξx; (2.31)

I(x) = I+eiωt−ξx − I−eiωt+ξx, (2.32)

where ξ = iΥ + κ =
√

(R0 + iωL0)(G0 + iωC0).
The real part κ of the complex propagation constant describes the losses per

unit length. The voltage V +, V − and current amplitudes I+, I− are related via the
characteristic impedance

V +

I+
=
V −

I−
= Z0 =

√
R0 + iωL0

G0 + iωC0

. (2.33)

Considering a lossless transmission line (small series resistance R0 ∼ 0 and small
shunt conductance G0 ∼ 0), we have

ξ ' iω
√
L0C0; Z0 '

√
L0

C0

. (2.34)

Fig. 2.8C shows the corresponding model.
For a lossless transmission line terminated by an arbitrary load impedance ZL,

the complex voltage reflection coefficient r is [81],

r =
V −

V +
=
ZL − Z0

ZL + Z0

= |r| eiϑ, (2.35)

where ϑ is the phase and |r| is the magnitude. If ZL = Z0, this relation gives
r = 0, meaning that the backward propagating signal is zero. When this condition
is fulfilled, the transmission line is said to be matched to the load impedance, ZL.

In Fig. 2.9, considering a transmission line, there is an impedance mismatch
at x = 0. We have an incoming wave V +

1 and reflected wave V −1 from the left.
Assuming there are no incoming waves from the right V +

2 = 0 and the transmitted
wave on the right is denoted as V −2 , we have

V (x = 0−) = V (x = 0+); V +
1 + V −1 = V +

2 + V −2 . (2.36)
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The voltage transmission (reflection) coefficient t (r) is defined as the ratio be-
tween the transmitted (reflected) wave and the incoming wave,

t =
V −2
V +

1

; r =
V −1
V +

1

. (2.37)

Therefore, combining expressions (2.36) and (2.37), we have

t = r + 1. (2.38)

2.3 Interaction of a Two-Level Atom and EM Fields
In this section, we investigate the interaction between the two lowest energy levels
of a SCB and the EM field, based on a quantum circuit model. First, we will
introduce the dipole coupling of the SCB. Then, we will proceed to the main
system of this thesis: a SCB in a 1D open transmission line. Finally, we will
discuss a similar system by introducing a boundary condition: a SCB at the end
of a transmission line.

2.3.1 Dipole Coupling of a SCB
From Section 2.1, a transmon or a SCB can be considered as a two-level artificial
atom. The electrostatic energy

Hch = 4EC(n̂− ng)2, (2.39)

depends on the normalized gate charge, ng = CgVg/(2e), induced by the gate
voltage Vg. In the presence of a microwave field, the gate voltage consists of a DC
and a microwave component,

Vg = VDC + Vµω; (2.40)

ng = nDC + nµω.

By putting expression Eq. (2.40) into the Hamiltonian Eq. (2.39), we obtain

Hch = 4EC(n̂− nDC)2 − 8EC(n̂− nDC)nµω + 4ECn
2
µω. (2.41)

The first term of Eq. (2.41) is the original electrostatic Hamiltonian with a DC
bias. The only state dependent term, which is due to the microwaves, is

Hdipole = 8ECnµωn̂ = 2e
Cg
CΣ

Vµωn̂. (2.42)
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Vμ = V cos( pt + )

Figure 2.10: Nonadiabatic, resonant (ωp = ω10) microwave pulses induce arbi-
trary state rotations around the x and y-axes in the Bloch sphere. The solid orange
arrow indicates the rotation axis around a vector in the x-y plane, which is deter-
mined by χ. The dashed, orange line indicates the rotation path of the state.

In the charge regime at ng = 0.5, we can approximate n̂ = σx,

Hdipole = 2eβVµωn̂ = 2eβVµωσx, (2.43)

where β = Cg/CΣ. We assume that the SCB is driven by a cosine drive with the
voltage amplitude V , frequency ωp and phase χ,

Vµω = V cos(ωpt+ χ). (2.44)

The dipole coupling Hamiltonian Eq. (2.43) then becomes,

Hdipole =
1

2
~Ωσx(e

−i(ωpt+χ) + ei(ωpt+χ)), (2.45)

where ~Ω = 2eβV , σx = σ+ + σ−. Making the rotating wave approximation
(RWA), meaning we neglect the terms containing σ+e

i(ωpt+χ) and σ−e−i(ωpt+χ),
the Hamiltonian Eq. (2.45) becomes

Hdipole =
1

2
~Ω(σ+e

−i(ωpt+χ) + σ−e
i(ωpt+χ)). (2.46)

We recall that the two-level Hamiltonian is

H0 =
~ω10

2
σz. (2.47)
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In the interaction picture, the coupling Hamiltonian Eq. (2.46) becomes,

HI = U0HdipoleU
†
0 =

1

2
~Ω(e−iχσ+e

−iδωpt + eiχσ−e
iδωpt), (2.48)

where δωp = ωp − ω10, U0 = eiH0t/~. In particular, at resonance δωp = 0, and
zero phase χ = 0, we have

HI =
1

2
~Ωσx. (2.49)

If we choose χ = π/2 and δωp = 0, we have

HI =
1

2
~Ωσy. (2.50)

These interaction Hamiltonian generate rotations around the x and y axes, respec-
tively. By controlling the phase χ, we thus can realize arbitrary rotations around
the x- and y-axes (Fig. 2.10). A continuous drive with fixed phase will result in
Rabi oscillations [82].

2.3.2 A SCB in a 1D Open Transmission Line
Classical Circuit Approximation

To understand the behavior of a qubit in a transmission line, we start by approx-
imating the qubit as a classical oscillator. This classical circuit approximation is
only valid for a weak incident power where we can replace the qubit with a linear
harmonic oscillator, meaning that the incident field can only excite one level of
the harmonic oscillator (see Fig. 2.1C). As shown in Eq. (1.12), a SQUID acts as
a tunable inductance for low excitations. For small enough currents, it can be ap-
proximated by a linear inductor with inductance LJ = (~/2e)2/EJ . In Fig. 1.4B,
we can model the capacitors of the transmon by only considering the capacitance
between nearest electrodes (neglecting C02, C13.C03). The simplified circuit is
shown in Fig. 2.11 A,B, where Cc = C10C23/(C10 + C23), C12 ≡ Cs (see Fig.
2.5), CJS = Cs + CJ , CΣ = CJS + Cc, β = Cc/CΣ. Therefore, Fig. 1.4B can be
modeled as Fig. 2.11C at sufficiently low power. After some brief circuit analysis
of Fig. 2.11C, we have

Zatom =
1

jωCc
+

(
jωCJS +

1

jωLJ

)−1

; (2.51)

Zeff =
Z0Zatom
Zatom + Z0

; r =
Zeff − Z0

Zeff + Z0

. (2.52)

whereZeff is the impedance seen from the left hand transmission line in Fig. 2.11C.
Assuming the probe frequency ω is close to the resonance frequency ω0, we get
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Figure 2.11: A) Circuit model of Fig. 1.4B. B) Simplified circuit model of (A). C)
Classical circuit approximation of transmon in a 1D transmission line, where the
Josephson junction is replaced by LJ . D) Transmission coefficient as a function
of frequency. Magnitude and phase response are shown in blue and red, respec-
tively. E) Reflection coefficient as a function of frequency. Magnitude and phase
response are shown in blue and red, respectively.

r ' − 1− iδω/Γ
1 + δω2/Γ2

; t ' 1− 1− iδω/Γ
1 + δω2/Γ2

, (2.53)

where δω = ω − ω0 and

Γ =
ω2

0C
2
cZ0

4(Cc + CJS)
=
β2Z0

4LJ
; (2.54)

ω0 =
1√

LJ(CJS + Cc)
=

√
8ECEJ
~

.

The applied power must be much less than the product of one photon energy
~ω0 and the coupling rate Γ , Papplied � ~ω0Γ . As the applied power increases,
this classical analysis breaks down, as we will show in the next section. The
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Figure 2.12: A) Quantum circuit model of a SCB/transmon in a 1D open trans-
mission line. B) A photon (red) traveling along the 1D waveguide (Blue) interacts
with a two-level atom (yellow).

theory response is plotted in Fig. 2.11 D,E based on the following parameters:
LJ = 15.2 nH, CJS = 8 fF,Cc = 25 fF and Z0 = 50 Ω.

Quantum Circuit Analysis

The system is treated quantum mechanically by B. Peropadre et al. [83] in Ap-
pended paper V. In this section, we show the main results of analysis. We con-
sider a SCB capacitively coupled to the transmission line at x = 0, as shown in
Fig. 1.4B. The corresponding quantum circuit model is shown in Fig. 2.12A. We
use the following steps to solve this problem (See appendix C).

1. From the circuit model, derive the Hamiltonian of the system.
2. Write down the equations of motion for the circuit degrees of freedom.
3. Identify the equations of motion as a quantum Langevin equation (QLE)[84].
3. From the QLE, write down the master equation for the density matrix.
4. Find the solution for the elements of density matrix in the steady state.
5. Find the outgoing fields in terms of average of the appropriate operator.
6. Derive r and t from the input-output relations.
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Figure 2.13: Theory plots of how the scattered power is distributed. A) Trans-
mittance (in color scale) as function of probe frequency and probe power. B)
Reflectance (in color scale) as function of probe frequency and probe power. C)
Incoherent signal (1−Rcoh−T coh), in color scale, as function of probe frequency
and probe power. D) Line cuts along the lowest probe power of A, B, C and the
sum of them. It is a coincidence that the incoherence power is almost the same as
the coherent reflected power.

From appendix C and including effect of pure dephasing, the voltage trans-
mission coefficient t and the voltage reflection coefficient r can be expressed in
the following way [22, 85],

t = 1− r0
1− i(δωp/γ10)

1 + δω2
p/γ

2
10 + Ω2

p/Γ10γ10

; (2.55)

r = −r0
1− i(δωp/γ10)

1 + δω2
p/γ

2
10 + Ω2

p/Γ10γ10

, (2.56)

where

Ωp =

√
2eCc

2~(Cc + CJ)
Vp =

π√
2
β
Vp
Φ0

; (2.57)
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Γ10 =
e2ω10C

2
cZ0

~(Cc + CJ)2
= 2πω10β

2Z0

Rk

, (2.58)

r0 = 1/(1 + 2Γφ,10/Γ10). (2.59)

The Rabi frequency Ωp is proportional to the voltage amplitude of the drive, Vp.
Γ10 and Γφ,10 are the 1-0 relaxation rate and pure dephasing rate of the atom,
respectively. γ10 = Γ10/2 + Γφ,10 is the 1-0 decoherence rate. r0 is the maximal
reflection amplitude. δωp = ωp − ω10 is the detuning between the drive and
the 0-1 transition frequency of the atom. Rk = h/e2 is the quantum resistance.
Φ0 = h/2e is the flux quantum. Eq. (2.55) and (2.56) are the same as the classical
circuit approach in Eq. (2.53), when Ωp � γ10 and Γφ,10 � Γ10. We can define
the reflectance R = |r|2 and transmittance T = |t|2. Fig. 2.13 A,B shows theory
plots of Eq. (2.55), (2.56), assuming Γ10/2π = 73 MHz, Γφ,10/2π = 18 MHz and
ω10/2π = 7.1 GHz, in agreement with the measured sample discussed in Fig. 4.2.

Coherent and Incoherent

Considering the on-resonance case of Eq. (2.55) and Eq. (2.56), the coherent re-
flectance and coherent transmittance become,

Rcoh = r2
0

1

(1 + Ω2
p/Γ10γ10)2

; (2.60)

T coh =
(1 + Ω2

p/Γ10γ10 − r0)2

(1 + Ω2
p/Γ10γ10)2

. (2.61)

We see that the total coherent power is less than the incoming power even if r0 =
1,

Rcoh + T coh = 1−
2r0(1− r0 + Ω2

p/Γ10γ10)

(1 + Ω2
p/Γ10γ10)2

< 1. (2.62)

This means that some power is missing! This missing power is actually the in-
coherent emission by the atom (See Fig. 2.13C), which is emitted equally in the
reflected and transmitted channels (Fig. 2.14). Since the power is conserved, the
normalized incoherent power in the reflected channel, Rinc, and transmitted chan-
nel, T inc, can then be expressed as, Rinc = T inc = (1 − Rcoh − T coh)/2. Since
the incoherent signal has random phase, its average voltage is zero. This gives us
an interesting phenomenon, which can be measured, 〈VR〉2 < 〈V 2

R〉 (Fig. 2.14B).
We describe the measurement of this effect in Chapter 4.1.1. The origin of the in-
coherent scattering comes from the Mollow triplet, as we will discuss in the next
section.
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Figure 2.14: A) Calculated transmittance/reflectance on resonance as a function
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tance/reflectance and are the line cut of Fig. 2.13A and B along 7.1 GHz, respec-
tively. Dashed black and red curves are the transmittance, coherent+incoherent,
and reflectance, coherent+incoherent, respectively. B) Total reflected power (inco-
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power C) Total transmitted power (incoherent+coherent) 〈V 2

T 〉 and coherent trans-
mitted power 〈VT 〉2 as a function of input power. All the plots here use the same
parameters as in Fig. 2.13.

2.3.3 A SCB in a Quantized Field: Dressed States
Consider a quantized field with the frequency ωp ' ω10 [86], according to Eq. (2.6),
we have

V̂ =
Q̂

C
= V0(a+ a†), (2.63)

where

V0 =

√
~ωp
2C

. (2.64)

Note that I interchanged the phase and charge in Eq. (2.6), since, in a SCB, the
charge is well defined and the charging energy acts as potential energy. From
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Eq. (2.43) and Eq. (2.63) we have

Hdipole = ~g(a+ a†)σx, (2.65)

where g = eβV0. One can make the RWA so that,

(a+ a†)σx ' aσ+ + a†σ−. (2.66)

Combining the Hamiltonian for the two-level atom, the field and the interaction,
we get the Jaynes− Cummings Hamiltonian [87]

H =
1

2
~ω10σz + ~ωpa†a+ ~g(aσ+ + a†σ−), (2.67)

where ~ω10 denotes the transition energy between the ground and excited state.
If there is no coupling, g = 0, the Hamiltonian Eq. (2.67) in the Hilbert space

spanned by |0, N + 1〉, |1, N〉has the eigenenergies

E0,N+1 = (N + 1)~ωp −
1

2
~ω10; (2.68)

E1,N = N~ωp +
1

2
~ω10, (2.69)

whereE0,N+1 andE1,N are the diagonal elements of the Hamiltonian in the |0, N + 1〉,
|1, N〉 basis. Next, we consider the g 6= 0 case. The interaction term in the
Hamiltonian Eq. (2.67) conserves excitation number and only couples the nearest
neighbor photon states,

〈0, N + 1| g(aσ+ + a†σ−) |1, N〉 = g
√
N + 1; (2.70)
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〈1, N | g(aσ+ + a†σ−) |0, N + 1〉 = g
√
N + 1. (2.71)

In the two dimensional subspace, spanned by |0, N + 1〉, |1, N〉, the Jaynes Cum-
mings Hamiltonian looks like,

HN+1 = ~
(
Nωp + 1

2
ω10 g

√
N + 1

g
√
N + 1 (N + 1)ωp − 1

2
ω10

)
, (2.72)

Considering the on resonance case, ωp = ω10, we get the eigenenergies and the
dressed eigenstates,

E±,N+1 = (N +
1

2
)~ωp ± ~g

√
N + 1; (2.73)

|+, N + 1〉 =
1√
2

(|0, N + 1〉+ |1, N〉) ; (2.74)

|−, N + 1〉 =
1√
2

(|0, N + 1〉 − |1, N〉) . (2.75)

The level splitting is then given by the Rabi frequency, ~Ωp,N+1 = 2~g
√
N + 1.

Similarly, we have the eigenenergies and the dressed eigenstates for HN ,

E±,N = (N − 1

2
)~ωp ± ~g

√
N ; (2.76)

|+, N〉 =
1√
2

(|0, N〉+ |1, N − 1〉) ; (2.77)

|−, N〉 =
1√
2

(|0, N〉 − |1, N − 1〉) . (2.78)

The level splitting is ~Ωp,N = 2~g
√
N . For large photon number N � 1, the

Rabi splitting of adjucent levels will be the same, Ωp ≡ Ωp,N+1 ' Ωp,N (see
Fig. 2.15A). There are three different possible transitions between these dressed
states [88], described in Eq. (2.74), Eq. (2.75), Eq. (2.77) and Eq. (2.78). They
have been observed in atomic physics, and named the Mollow Triplet [22, 89, 90]
(see Fig. 2.15B). This triplet resonance can be probed using a weak field at the
corresponding transition frequencies or directly observed in the spectrum emitted
by the atom, known as fluorescences. These emitted fluorescences are incoherent,
except at ω10. We will discuss the experimental results in Chapter 4.
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2.3.4 A SCB at the end of a 1D Transmission Line
So far, we have considered a two-level artificial atom in a 1D open transmission
line. In this section, we are interested in how geometric constraints affect the in-
teraction between a two-level atom and an EM field. In particular, we introduce
a boundary condition, see Fig. 2.16A,B. This boundary condition acts as an in-
finite potential, where the propagating photons can not pass through. Therefore,
all photons will be reflected. We consider the configuration in Fig. 2.16B with
the SCB embeded at the end of a 1D transmission line. In this configuration, the
SCB is always at a voltage antinode. The corresponding quantum circuit model
is shown in Fig. 2.16C. As we will show later, all the field will be reflected either
coherently or incoherently, because of the boundary condition.

From the theoretical point of view, this configuration is the same as for the
1D open transmission line case, with only one difference: the emitted fields from
the atom can only propagate in one direction for the single-ended transmission
line, but two directions for the open transmission line. The complex reflection
coefficient, rp,2, can be expressed as,

rp,2 = 1− Γ10

γ10

1− i(δωp/γ10)

1 + δω2
p/γ

2
10 + Ω2

p/Γ10γ10

, (2.79)

where the definition of all the parameters is the same as that in Eq. (2.55) and
Eq. (2.56). Similar to Eq. (2.55) and Eq. (2.56), this expression only contains the
coherently reflected signal.

For a weak resonant probe (Ωp � γ10, ωp = ω10), Eq. (2.79) becomes [91]

rp,2 = 1− 2

1 + 2Γφ,10/Γ10

. (2.80)

In the case of strong coupling, where Γ10 � Γφ,10, this leads to |rp,2| = 1. In
other words, all of the probe field is coherently reflected by the atom. Thus, the
atom acts as a mirror for a weak resonant probe. According to Eq. (2.79), for a
strong resonant probe, where Ωp � γ10, ωp = ω10, we see that also in this case
|rp,2| = 1. For a resonant probe, where ωp = ω10 with Ωp =

√
Γ2

10 − Γ10γ10, we
see |rp,2| = 0. In Fig. 2.17A and B, we plot the magnitude and phase of rp,2 as a
function of ωp and Ωp according to Eq. (2.79), with the parameters shown in the
caption. In Fig. 2.17C, we show the vertical resonant line cut of Fig. 2.17A. For
a weak resonant probe, where Ωp � γ10, ωp = ω10, the incident field is reflected
by the atom with |rp,2| ' 0.52. |rp,2| is determined by the ratio between the
pure dephasing and the relaxation rate (see Eq. (2.80)). As the probe amplitude
increases, there is a perfect destructive interference between the field reflected by
the atom and the field reflected by the boundary condition. This leads to |rp,2| ' 0,
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Figure 2.16: A) A photon (red) traveling along a 1D single-end waveguide (Blue)
interacts with the two-level atom (yellow). B) SCB/transmon is embedded at the
end of a 1D transmission line. C) Quantum circuit model of B.

when Ωp ∼ 2π×46 MHz, as expected. For a very high probe field, where Ωp �
γ10, the atom is saturated. All the field is reflected by the boundary condition,
this gives |rp,2| = 1. The missing signal is emitted incoherently with a random
phase. This effect is the same as for an atom in an open transmission line, as
shown in Fig. 2.14. To distinguish between the coherent and incoherent signal,
we can compare the phase sensitive average 〈V 〉2 and phase insensitive average
〈V 2〉, where V is the voltage amplitude of the signal. In Fig. 2.17D, we show the
horizontal line cut of Fig. 2.17A and B for Ωp � γ10, we see that the phase shift
(blue curve) between on and off resonance is π radians.
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Figure 2.17: rp,2 as a function of ωp and Ωp. A) Magnitude response. B) Phase
response. C) Vertical line cut at ωp = ω10 from A. This shows |rp,2| as a function
of Ωp. D) Horizontal line cut from A,B with Ωp � γ10. The magnitude and
phase response of rp,2 are displayed in red and blue, respectively. All curves are
based on the following parameters: ω10/2π = 5.92 GHz, Γ10/2π = 80 MHz and
Γφ,10/2π = 12.8 MHz, corresponding to γ10/2π = 52.8 MHz.
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Figure 2.18: Interaction between two EM Fields via a Three-Level Atom. The
probe field and the control fields are at ωp ∼ ω10, ωc ∼ ω21, respectively. The am-
plitude of the probe and control fields are proportional to Ωp and Ωc, respectively.
For Ωp � γ10 and Ωc � γ10, we see electromagnetically induced transparency
from the Autler-Townes splitting (see Section 2.4.1). For Ωc � γ21, Ωp � γ10,
we see the cross-Kerr effect (see Section 2.4.2).

2.4 Interaction of Two EM Fields via a Three-Level
Atom

In Section 2.3, we only used the two lowest energy levels. In this section, we also
use the third energy level. We consider a three-level atom under two drives, the
probe field at ωp and the control field at ωc (see Fig. 2.18). Within the rotating
wave approximation, described in detail in Appendix B, the Hamiltonian is given
by

H = −~
2

 0 Ωp 0
Ωp 2δωp Ωc

0 Ωc 2(δωp + δωc)

 , (2.81)

where Ωp,Ωc are the Rabi frequencies of the probe and the control fields respec-
tively. We also define two different detunings δωp = ωp−ω10 and δωc = ωc−ω21.
The time evolution of the density matrix, ρ, is given by the von-Neumann equation

~∂tρ = −i [H, ρ] , (2.82)

where

ρ =

ρ00 ρ01 ρ02

ρ10 ρ11 ρ12

ρ20 ρ21 ρ22

 . (2.83)

From Eq. (2.82), comparing each component of the matrix, we get 9 equations. In
addition, the off-diagonal elements, ρij (i 6= j), are subject to a pure exponential
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decay with rate γij . For the steady state, ∂tρij = 0, (i, j ∈ 0, 1, 2). This gives us
the following equations,

∂tρ10 =
i

2
(2δωpρ10 + Ωp(ρ00 − ρ11) + Ωcρ20)− γ10ρ10 = 0; (2.84)

∂tρ20 =
i

2
(ρ10Ωc − Ωpρ21 + 2ρ20(δωp + δωc))− γ20ρ20 = 0; (2.85)

∂tρ21 =
i

2
(Ωc(ρ11 − ρ22)− ρ20Ωp + 2δωpρ21)− γ21ρ21 = 0. (2.86)

From Eq. (2.85), we have

ρ20 =
iΩc

2 [γ20 − i(δωp + δωc)]
ρ10 −

iΩp

2 [γ20 − i(δωp + δωc)]
ρ21. (2.87)

In the case of the control field being much stronger than the probe field, Ωc � Ωp,
the second term of Eq. (2.87) can be neglected,

ρ20 '
iΩc

2 [γ20 − i(δωp + δωc)]
ρ10. (2.88)

We substitute Eq. (2.88) into Eq. (2.84). For the steady state, with Ωp � γ10, we
can approximate ρ11 ' 0, ρ00 ' 1. Then Eq. (2.84) becomes

ρ10 '
iΩp

2(γ10 − iδωp) + Ω2
c/ [2γ20 − 2i(δωp + δωc)]

. (2.89)

From the input-output theory [84], the output coherent field αout is the sum of
incoming coherent field αin and the field emitted by the atom:

αout = αin + i

√
Γ10

kn
〈σ−〉 , (2.90)

where kn is the number of output channels, σ− = |0〉 〈1|. Ωp is related to the
amplitude of coherent drive α and Γ10 [92]:

Ωp

2
= α

√
Γ10

kn
. (2.91)

So far, we have considered a general case, without introducing any geometry
confinement. We now consider the case of the a three-level atom being put in an
open transmission line with two emission channels, kn = 2. From Eq. (2.90) and
Eq. (2.91), the transmission coefficient of the probe is given by,

tp,1 = 1 + i
Γ10

Ωp

〈σ−〉 . (2.92)
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Figure 2.19: |tp,1| and |rp,2| as a function of ωp and Ωc for a weak probe, where
Ωp � γ10, for kn = 2 and kn = 1, respectively. A) and B) Three-level atom in
an open transmission line, kn = 2. We see electromagnetically Induced Trans-
parency (EIT) from the Autler-Townes splitting (ATS). C) and D) Three-level
atom at the end of transmission line, kn = 1. The black arrows in B) and D)
indicate the Autler-Townes splitting. All the plots are based on Eq. (2.94) and
Eq. (2.96) with the following parameters: Γ10/2π = 70 MHz, Γ10,φ/2π = 10
MHz, ω10/2π = 5.7 GHz, γ20/2π = 100 MHz. δωc/2π = 0.

In the 0-1 subspace, we have,

〈σ−〉 = Tr(σ−ρ) = ρ10. (2.93)

From Eq. (2.92), Eq. (2.93) and Eq. (2.89), the probe transmission coefficient is
given by

tp,1 = 1− Γ10

2(γ10 − iδωp) + Ω2
c/ [2γ20 − 2i(δωp + δωc)]

. (2.94)

For the three-level atom positioned at the end of the transmission line, there is
only one emission channel and thus kn = 1. From Eq. (2.90) and Eq. (2.91), the
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reflection coefficient is given by,

rp,2 = 1 + i
2Γ10

Ωp

〈σ−〉 . (2.95)

The factor of 2 in front of the second term is a consequence of having only one
emission channel for the atom. From Eq. (2.89), Eq. (2.95) and Eq. (2.93), we
have the reflection coefficient at ωp

rp,2 = 1− 2Γ10

2(γ10 − iδωp) + Ω2
c/ [2γ20 − 2i(δωp + δωc)]

. (2.96)

Depending on different regimes of Ωc, we observe different quantum-optical
effects, these effects originate from photon-photon interaction via the three-level
atom. In the next section, we will discuss Electromagnetically Induced Trans-
parency (EIT) from the Autler-Townes splitting (ATS) in the regime where Ωp �
γ10 and Ωc � γ20. Furthermore, in Section 2.4.2, we investigate the cross-Kerr
effect in the regime where Ωp � γ10 and Ωc � γ21.

2.4.1 The Electromagnetically Induced Transparency
From Eq. (2.94), considering the case when both the probe and the control field
are on resonance (δωp = δωc = 0), we see that the role of the Rabi frequency
of the control field, Ωc, is to enhance the |tp,1| at ωp = ω10. For Ωc � γ20, this
leads to |tp,1| = 1 (see Fig. 2.19A,B). This is an example of electromagnetically
induced transparency (EIT) [51, 93]. In addition, with strong Ωc, we also see the
Autler-Townes splitting (ATS), (see Fig. 2.19B,D) [51]. This will be discussed
experimentally in Chapter 4.1.3.

2.4.2 The Cross-Kerr Effect
The cross-Kerr effect refers to the interaction between two EM fields via a non-
linear medium. The nonlinear medium used here is our three-level artificial atom.
We are interested in the cross-Kerr phase shift, ∆ϕp = ϕp(Ωc) − ϕp(Ωc = 0),
where ϕp,1 = arg(tp,1) for a transmon in a 1D open transmission line, ϕp,2 =
arg(rp,2) for a transmon at the end of a 1D transmission line, tp,1 and rp,2 are ex-
pressed in Eq. (2.94) and Eq. (2.96), respectively. In Appendix F, we calculate tp,1
and rp,2, without assuming Ωc � Ωp. Typically, the Kerr phase shift is expressed
as

∆ϕp = KPc, (2.97)
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Figure 2.20: (a) Cartoon of the setup for a single photon detector. A microwave
photon source emits a single-photon Fock state (blue) into a 1D planar transmis-
sion line with a three-level transmon embedded in it. We combine the coherent
probe and the Fock state into the same input port. After interacting with trans-
mon, we use heterodyne detection to detect the probe field. (b) Transmon level
structure. The upper transition of the transmon is coupled a coherent microwave
field (probe) and its lower transition is coupled to the Fock state. Note that we in-
terchange the probe and control field, as compared to Fig. 2.18, because this con-
figuration theoretically gives a better cross-Kerr effect. The interaction induced
phase shift in the probe field is detected by heterodyne detection. (c) Cartoon
of the Kerr-induced probe displacement in phase space. Figures borrowed from
appended paper VI.

for weak control power Pc, where Ωc � γ21, and weak probe power Pp, where
Ωp � γ10. The proportional constant K is the Kerr coefficient. Pc can be ex-
pressed in terms of the average number of control photons 〈Nc〉 per interaction
time, 〈Nc〉 = 2πPc/(~ωcΓ21). Eq. (2.97) indicates that ∆ϕp is proportional to
〈Nc〉. We observe this effect in Chapter 4.2.3. By means of the Kerr effect, quan-
tum logic operations such as the controlled phase gate [94], the quantum Fredkin
gate [95] and the conditional phase switch [96] can be realized.

We stress that the Kerr effect demonstrated in Chapter 4.2.3 is purely due to
the coherent interaction between the fields and the transmon. This differs greatly
from what has previously been demonstrated in superconducting devices where
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the utilization of the kinetic inductance of a superconducting film [97] or the
Josephson inductance of a Superconducting Quantum Interfere Device (SQUID)
[38] required a pump tone at least several orders of magnitude higher than those
used in this experiment.

2.4.3 Photon Detection with Cross-Kerr Scheme
It has been suggested that quantum-nondemolition detection of propagating pho-
tons may be possible by measuring the Kerr phase shift [98]. In this section, we
investigate the possibility to detect free microwave photons with the giant cross-
Kerr phase shift. The detailed theoretical derivation is done by Bixuan Fan et al.
in appended paper VI. We illustrate the main result of that paper here. The idea is
to use a three-level transmon to detect a single-photon Fock state traveling through
an open transmission line, as shown in Fig. 2.20(a). Assuming the photon close
to resonance with the 1-0 transition of the transmon, we do the measurement by
sending a coherent probe signal with amplitude α at a frequency close to the 1-2
transition of the transmon, as shown in Fig. 2.20(b). The coherent probe field is
characterized by its amplitude and phase. If the transmon is in the ground state,
the probe does not interact with the 1-2 transition of the transmon. However, if a
(control) photon interacts with the 0-1 transition of the transmon, this will change
what the probe experiences when passing the transmon. The probe will acquire a
phase shift, which can be detected using heterodyne detection (see Fig. 2.20(c)).
Heterodyne detection basically measures the two quadratures of the probe field.

Can we distinguish a single photon in this scheme? To answer this question,
we simulate the numerical SNR from the stochastic, cascaded master equation
method having initial condition with or without incoming photon. The results are
shown in Fig. 2.21. The inset shows the histogram on the Q displacement of the
probe. Even in an ideal setup there is vacuum noise, which gives the widths of
the peaks. We see that the blue and green area mostly overlap with each other,
meaning that the two possibilities of one and zero photons are impossible to dis-
tinguish. We can define a signal-to-noise ratio (SNR), which is related to the ratio
of the distance between the center of the peaks and the width of the peaks [92].
To have a good photon detector, we should have a SNR above unity. We tried
optimizing different parameters, but the SNR can never exceed unity for a single
atom. In the main panel of Fig. 2.21, we show that the optimized SNR as a func-
tion of normalized probe amplitude α/γ10. We show that in spite of the very large
cross-Kerr nonlinearity, the induced probe displacement in the presence of a sin-
gle control photon is limited by saturation effects in the transmon, and is always
less than its own quantum noise. This approach seems to be fundamentally limited
by the time needed for the photon to interact with the transmon, the limited signal
which can be produced in this time and the unavoidable quantum noise. How-
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Figure 2.21: The SNR as a function of the normalized probe amplitude α/γ10 at
optimal parameter settings. Note that the normalized probe amplitude α is in the
unit of γ10, instead of γ21. We assume no pure dephasing, therefore γ10 = γ21/2.
The orange squares represent the numerical SNR from the stochastic, cascaded
master equation method and the green curve represents the analytic SNR from
the Fock state master equation method and quantum regression theorem. The
inset provides the histogram of the highest SNR for zero and one control photon.
Figures borrowed from appended paper VI.

ever, more recently, by building a chain of artificial atoms (Fig. 2.16B) connected
through circulators which break time-reversal symmetry, making both photon and
probe propagate in one direction, Ref. [99] shows that a SNR above one can be
realized.

2.5 Second-Order Correlation
In this section, we want to address the following question. What is the photon
statistics of the reflected or transmitted field from a two-level atom with a reso-
nant coherent drive? In order to answer this question, we investigate the second-
order correlation of the fields. Historically, Hanbury Brown and Twiss [100] first
measured intensity-intensity correlations between two beams in 1956. As we will
show later, the second-order correlation function, g(2), is directly related to the



2.5 Second-Order Correlation 44

g( 2 ) (0)

 0   1   2   3   4   5  0   1   2   3   4   5  0   1   2   3   4   5

A) B) C)

D)

P(N)

N N N

<N>

<N>=2 <N>=2 <N>=2

Figure 2.22: Comparison of the photon distribution and corresponding g(2)(0) of
various light states. A) Number state |2〉. B) Coherent light: poisson distribu-
tion (Eq. 2.107) with 〈N〉 = 2. C) Thermal light: Bose-Einstein distribution
(Eq. 2.109) with 〈N〉 = 2. D) g(2)(0) as a function of 〈N〉 for the number state
(Eq. 2.101), coherent state (Eq. 2.106) and thermal state (Eq. 2.111).

intensity-intensity correlations. Measuring g(2), we can reveal the quantum prop-
erties of the field. First, we will give a basic comparison between different light
sources in terms of their photon statistics and the second-order correlation func-
tion. Then, we will compare the typical methods to measure g(2) in optics and in
microwaves. With this method, we are able to measure g(2) of the state generated
by a two-level atom in a 1D open transmission line.

2.5.1 Photon Statistics of Different Light Sources
For single-mode light, the second-order correlation function is defined as

g(2)(τ) =

〈
a†(t

′
)a†(t

′
+ τ)a(t

′
+ τ)a(t

′
)
〉

〈a†(t′)a(t′)〉 〈a†(t′ + τ)a(t′ + τ)〉
, (2.98)
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which is interpreted as the conditional probability that if a photon is detected at
time t′ one is also detected at t′ + τ . a† and a are the creation and annihilation
operators of the field, τ is the delay time between the two paths (see Fig. 2.24).
At zero delay time, this can be further expressed in the following way,

g(2)(τ = 0) =
〈N(N − 1)〉
〈N〉2

= 1 +
(∆N)2 − 〈N〉
〈N〉2

, (2.99)

where N = a†a is the number operator. The photon-number variance, (∆N)2,
must be a non-negative quantity,

(∆N)2 =
〈
N2
〉
− 〈N〉2 ≥ 0. (2.100)

Three prototypical light states are the number state (Fock state), coherent state
and thermal state. We summarize the following comparisons for different states
in Fig. 2.22 and Fig. 2.23.

A) Number state |N〉:

For a number state |N〉, the photon number is well defined, therefore, (∆N)2 = 0.
Eq. (2.99) then gives

g(2)(0) = 1− 1/ 〈N〉 . (2.101)

In particular, for the number state |1〉, we have

g(2)(0) = 0. (2.102)

Therefore, the joint probability for detecting photon at the same time is zero.

B) Coherent state |α〉:

From the properties of the coherent state, we know that [102],

a |α〉 = α |α〉 ; 〈α| a† = 〈α|α∗,

from which, we can derive the following expressions,

〈N〉 = 〈α| a†a |α〉 = |α|2 ; (2.103)〈
N2
〉

= |α|4 + |α|2 = 〈N〉2 + 〈N〉 . (2.104)

From Eq. (2.103) and Eq. (2.104), we have

(∆N)2 =
〈
N2
〉
− 〈N〉2 = 〈N〉 . (2.105)
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Figure 2.23: Comparison of the photon statistics of various light states. A) Ther-
mal/chaotic light with g(2)(0) = 2, showing bunching statistics. B) Coherent
light with g(2)(τ) = 1, showing poissonian statistics. C) Number state |1〉 with
g(2)(0) = 0, showing antibunching statistics. For τ → ∞, g(2) = 1 in all light
sources. Figure borrowed from [101].

Substituting Eq. (2.105) into Eq. (2.99) gives

g(2)(0) = 1, (2.106)

which is independent on 〈N〉. We know that the photon-number distribution of a
coherent state is the Poisson distribution [102],

P (N) =
〈N〉N

N !
e−〈N〉. (2.107)

C) Thermal state |βT 〉:

From the properties of the thermal state, the average number of photon 〈N〉 is
[102],

〈N〉 =
1

e~ω/kBΘ − 1
, (2.108)
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where Θ is the temperature. The photon-number distribution can be expressed as
[102],

P (N) =
〈N〉N

(1 + 〈N〉)1+N
. (2.109)

Eq. (2.108) and Eq. (2.109) lead to the following expression [102],

(∆N)2 = 〈N〉2 + 〈N〉 . (2.110)

Substituting Eq. (2.110) into Eq. (2.99) gives

g(2)(0) = 2, (2.111)

which is independent of 〈N〉.
In optics, g(2)(τ) is measured using the Hanbury-Brown Twiss setup, as dis-

cussed below. In Fig. 2.24A, we consider a single-photon source, which emits sin-
gle photons. Naively, since the photon is particle like, it can either go via path 1 or
path 2 when it encounters a beam splitter. Therefore, the joint probability for both
detecting the photon at detector 1 and detector 2 is zero, i.e. g(2)(0) = 0. How-
ever, in the microwave regime, single-photon detectors are not available. With ad-
vanced microwave techniques, the second-order correlation function can be mea-
sured using linear amplifiers [103] (see appendix D for details). Fig. 2.24 com-
pares the Hanbury-Brown Twiss measurements in the optical and the microwave
domains. The measurement of g(2)(τ) for microwave photons is challenging for
two reasons. First, the photon energy is five orders of magnitude less than that of
optical photons (see Fig. 1.2A). Second, the low-noise microwave amplifier has
about 30 thermal photons of noise, which will be characterized in Chapter 3.3.1.
Nevertheless, we are able to measure g(2)(τ) for propagating microwave photons
in Chapter 4.2.2 by making many averages. The key issue is that the noises of two
amplifiers are uncorrelated. Other groups also observed the antibuching behavior
of microwave photons in a cavity [103].

2.5.2 Antibunched and Superbunched States
In the Section 4.2.2, we demonstrate the quantum nature of the scattered field gen-
erated from our two-level artificial atom in a 1D open transmission line by using
a resonant coherent state. In particular, by measuring the g(2)(τ) of the fields we
show that the reflected field is antibunched [49, 102] while still maintaining first-
order coherence. Moreover, we observe superbunching statistics in the transmitted
fields [49].

To understand how our artificial atom generates antibunched and superbunched
states, it is helpful to consider the incident coherent state in the photon number ba-
sis. For a low power incident field with less than 0.5 average photons per lifetime
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of our atom, we can safely approximate the coherent field using only the first
three photon eigenstates. If we consider a one-photon incident state, the atom
reflects it, leading to antibunching statistics in the reflected field. Together with
the zero-photon state the reflected field still maintains first-order coherence. For
a two-photon incident state, since the atom is not able to scatter more than one
photon at a time, the pair has a much higher probability of transmission, leading
to superbunching statistics in the transmission [49, 104]. Superbunching statistics
refers to g(2)(0) > 2. In summary, the two-level atom acts as a photon-number
filter, extracting the one-photon from the incident coherent state. We demonstrate
this effect in Chapter 4.2.2. The detailed theoretical derivation is studied by B.
Peropadre et al. [83] in the append paper V.
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Figure 2.24: Hanbury-Brown Twiss setup. A) Optical version using photon detec-
tors. A single-photon source emits one photon at a time. The photon (red) goes
through a beam splitter (green) and is then detected by the photon detector (blue).
τ is the delay time between the two paths. We can then compute g(2)(τ), from
correlations between intensity I1 and I2. B) Microwave version using linear am-
plifiers with the corresponding color code. The beam splitter is a hybrid-coupler.
The 50 ohm port acts as a vacuum port, provided that kBT � ~ω. P1 and P2 refer
to the power of the fields after the amplifier (blue). 〈∆P1∆P2〉 is the covariance
of the output powers in ports 1 and 2, defined as 〈(P1 − 〈P1〉)(P2 − 〈P2〉)〉. See
appendix D for details.



Chapter 3

Experimental Techniques

The type of samples proposed in Fig. 1.4B and Fig. 2.16B have been designed,
fabricated and measured. They were made from Al on a silicon substrate at the
Nanofabrication Laboratory at Chalmers University of Technology. Micrographs
of the fabricated samples are shown in Fig. 3.2. They were cooled to low tem-
perature (≤ 50 mK) to initialize the artificial atoms in their ground states and then
measured with coherent microwave photons at powers ranging from -140 dBm to -
100 dBm. Due to the bandwidth of the low noise amplifier (LNA), we measure the
response of the artificial atom at frequencies ranging from 4 GHz to 8 GHz. This
chapter describes the full experimental procedure, including design, fabrication
and measurements.

3.1 Sample Design
When designing the circuits, we have the following considerations. Firstly, the
characteristic impedance of the CPW, Z0, depends on the width and the gap of
the CPW, and on the dielectric constant of the substrate. To match the circuit to
standard microwave devices, we choose Z0 ' 50 Ω. We use “txline”, a microwave
simulation package, to determine the gap and width of the CPW. The gap and the
width of the center transmission line were designed to be 10µm and 16.7µm,
respectively in the measured devices. Secondly, in order to stay in the transmon
regime and still have enough anharmonicity between the first 3 levels, we are
restricted to the ratio EJ/EC to the range 20-50. The atomic transition frequency
should also be within 4-8 GHz, in the range of the LNA (see Fig. 3.3D). For a
given material, we know that the product of the normal resistance of the junction
Rn and the Josephson energy EJ is a constant [16], therefore we choose Rn ∼
10 kΩ, which gives EJ ' 14 GHz. Thirdly, in order to have high reflection r from
the atom, from Eq. (2.59) and Eq. (2.80), the relaxation (coupling) rate should

50
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be much larger than the pure dephasing rate, i.e., Γ10 � Γφ,10 (strong coupling
limit). In addition, this increases the saturation power Pr ∼ ~ω10Γ10 of the single
atom, making it easier to observe. However, Γ10 should be less than the frequency
anharmonicity between the ω10 and ω21 transitions, i.e. Γ10 < ω10 − ω21, so that
the levels can be addressed individually.

Design parameter Value
ω10 5.7 GHz
ω21 5.38 GHz
Γ10 55 MHz

EJ/~ 14 GHz
EC/~ 320 MHz
EJ/EC 44
β 0.4

Gap of CPW 10µm
Width of CPW 16.7µm

Z0 50 Ω

Table 3.1: Summary of the design parameters for Sample 1a.

From Eq. (2.29), the anharmonicity, αn, is equal to EC/~ for a transmon, and
thus determined by the total capacitance CΣ. Considering ω10 fixed, the only way
to increase Γ10 is to engineer the coupling to the CPW, β = Cc/CΣ, according
to Eq. (2.58). We can see that strong coupling is achieved by a high β. This
is done by having a small gap between the transmon and the center conductor,
and a small gap between the transmon and the ground plane. We designed it to
be ∼ 0.5µm in both cases (See Fig. 3.2A,B,C). By putting the fingers of the
interdigitated capacitor far apart (∼ 3µm), the total capacitance comes mostly
from the coupling capacitor Cc, instead of the interdigitated capacitor, resulting in
a larger β. This design with β ∼ 0.7 is different from the typical transmon design
[20, 31, 40, 68] where β = 0.1 ∼ 0.2.

All the capacitances were then simulated using Microwave Office. For a given
geometric design and Rn, we can get an estimate of Γ10 from Eq. (2.54). The
design parameters for Sample 1a (Fig. 3.2A) are shown in table 3.1. For the de-
sign of sample 1a (Fig. 3.2A), we expected to see Γ10 ∼ 55 MHz and β ∼ 0.4
according to the simulation. From the experiment results in Chapter 4, we get
Γ10 ' 73 MHz and β ∼ 0.7. Note that there are uncertainties in the design esti-
mate, such as Rn, which is only measured in a test structure (see the blue square
in Fig. 3.3B). We also estimate the individual capacitances from a combination
of different electrodes using Microwave Office, then we use the equivalent circuit
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model of the transmon in Fig. 2.11 to calculate Γ10 and β. Since this is a CPW
structure, a simple parallel and series capacitor model does not work well.

The size of the transmon in Sample 1a and Sample 1b are 160µm×36µm and
320µm × 36µm, respectively (see Fig. 3.2A and B). The size of the electrodes
are bigger in Sample 1b, giving a higher CΣ. This leads to a higher EJ/EC ratio
for the same EJ . As I will demonstrate experimentally in the next chapter, with
high EJ/EC , the pure dephasing rate is much less due to the first excited level
being insensitive to charge noise [66]. According to Eq. (2.59) and Eq. (2.80), the
transmon then reflects resonant photons more efficiently. The transmon design
of Sample 2 is the same as Sample 1b. In Sample 2, we introduce a boundary
condition for the transmon, as discussed theoretically in Chapter 2.3.4.

3.2 Fabrication
Our samples are fabricated on a 3-inch silicon wafer with a few nm of SiOx. This
intrinsic silicon wafer should be a good insulator with a low loss tangent, so that
it would not affect the performance of the device. The major fabrication steps are
explained as follows. A full recipe is given in Appendix E. More details of our
fabrication technique can be found in [106, 107]. We pattern the gold pad (large
structures) and the Al (small structures) by using photolithography and e-beam
lithography, respectively. In Fig. 3.3B, the yellow part is the gold pad, while the
white part is Al.

Photolithography

This step patterns the large area of the ground plane. The wafer is covered by a
thin layer of a photo sensitive polymer, called photoresist. By applying ultraviolet
light to the polymer, the internal bonds of the polymer are broken (for positive
resist). Therefore, the exposed polymer is more dissolvable in a specific solvent
(developer) than the unexposed polymer.

In our case, two layers of resist were used. The bottom and top resists are the
lift-off layer and the imaging layer, respectively. The exposed wafer is developed
in a developer to remove the exposed top resist and create an undercut profile in
the bottom layer (see step 2 in Fig. 3.1). Although Fig. 3.1 shows the schematic
of e-beam lithography, the principle of photolithography and e-beam lithography
are similar.

E-beam lithography

This step patterns the small structures including part of the ground plane, the
CPW and the transmon. Photolithography uses photosensitive polymer, whereas
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Figure 3.1: Schematic of E-beam lithography and the shadow evaporation tech-
nique for making a Josephson junction. The figure here is borrowed from [105].
This involve in 6 major steps: 1) An electron beam is used to write the designed
pattern into the two-layer resist. 2) Development of the top and bottom resist
leads to the formation of suspended bridges. 3) Evaporation of Al at positive an-
gle (300). 4) Oxidation of Al. 5) Evaporation of Al at negative angle (-300). 6)
Lifting off the resists.

the e-beam lithography uses electron-sensitive polymer. The wavelength of the
electrons can be made much smaller than optical wavelengths. This makes it
possible to pattern very small features (∼10 nanometers). Depending on the size
of the structure, we use three different beam currents to write the ground plane,
the CPW and the transmon. See Fig. 3.1 for a description of e-beam lithography
of a Josephson junction.

Double angle evaporation of Al

The Josephson junctions are formed by double angle evaporation of Al, step 3 to
6 in Fig. 3.1. We deposit a 20 nm thick aluminum layer with an angle of 300 (step
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Figure 3.2: Microscopy pictures of the fabricated samples. The light regions are
Al while the dark regions are the oxidized silicon substrate. In A) and B), we
see the center conductor of the CPW in between the two ground planes and the
two plates of the interdigitated capacitance of the transmon. A) Sample 1a: a
transmon in a 1D open transmission line. B) Sample 1b: a transmon in a 1D open
transmission line, with a higher total capacitor CΣ. This leads to a lower EC . The
quantum circuit model of Sample 1a,b corresponds to Fig. 2.12A. C) Sample 2: a
transmon at end of a 1D transmission line. The quantum circuit model of Sample 2
corresponds to Fig. 2.16C. D) Scanning-electron micrograph of the SQUID loop
of the transmon in A), which allows us to tune its transition frequency with an
external magnetic flux Φ. The box in A), B) and C). indicate the position of the
SQUID.

3 in Fig 3.1) on the chip. Then, oxygen is let into the vacuum chamber. A few
nm aluminum oxide grows on top of the aluminum. Then, we evaporate another
40 nm of Al on the aluminum oxide at an angle of −300 (step 5 in Fig. 3.1). The
Josephson junctions are formed in the overlap area (see Fig. 3.2D).
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3.3 Measurement Setup

3.3.1 Microwaves
The sample is wire bonded to a microwave PCB (Printed Circuit Board) designed
with CPWs and mounted in a sample box, see Fig. 3.3A. The PCB has small
vias all over the ground planes, which help to eliminate resonant modes in the
ground plane. The cryostat is equipped with semirigid coaxial cables with a char-
acteristics impedance of 50 Ω. From room temperature (RT) to the still stage,
the cables are stainless steel cables (UT-85-SS), since stainless steel has low heat
conduction. From the still stage to the mixing chamber stage, both Nb and NbTi
cables are used. When they are superconducting(< 10 K), they have a very low
thermal conductivity but a high electrical conductivity. On each stage, the outer
conductor of the cables are thermally anchored using panel mounted bulk head
feed throughs.

The setup for the single-photon router and the second-order correlation mea-
surements are shown in Fig. 3.4A and B, respectively. Attenuators (solid red box)
at each stage have two functions. Firstly, since the lowest microwave drive at
the sample is around -140 dBm, the input signal needs to be attenuated. This
also reduces the thermal noise from each stage. For example, there is in to-
tal 60 dB of attenuation from room temperature (300 K) to the sample stage at
the mixing chamber. Similarly, 40 dB and 30 dB of attenuation from 4.2 K and
1.5 K stage to the sample stage, respectively. Therefore, the noise temperature
TN = 300/106 + 4.2/104 + 1.5/103 = 2.22 mK is added to the sample. We
characterize the total noise temperature of the detection chain in next section.
Secondly, the attenuators heat sink the inner conductor of the coaxial cables.

The circulators allow microwaves to travel in only one direction, typically with
20 dB isolation. By putting two in series, we are able to increase the isolation. By
using circulators, labeled 1-4 in Fig. 3.4, we can measure the reflected signal from
the atom, which travels to the amplifier. Because room temperature thermal noise
and the 4 K thermal noise can enter the output line, it is crucial to have high isola-
tion, i.e., more circulators. The DC block before the LNA is intended to prevent
heat conduction from the LNA to the lower stages via the coax. As mentioned
before, the reflected photon power Pr = ~ω10Γ10 ∼ 10−16 W from the atom is
very weak. In order to measure this faint signal, many stages of amplification are
employed. The first stage amplification is a LNA (blue triangle in Fig. 3.4) with
36 dB gain. The second stage amplifier has a gain of 30 dB at room temperature.

A small superconducting magnet, attached to the sample box, is used to flux
bias the atom (Fig. 3.3C).
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Figure 3.3: A) 5 mm × 5 mm Chip (green square) is wire bond to a printed cir-
cuits board and mounted in a sample box. The PCB has four CPWs connected
to high frequency SMK launchers. Only two of them are being used, indicated
by the propagating fields (red) along the SMA connectors. B) Micrograph picture
of Sample 1b. The grey ground plane is the gold pad, while the white part is Al.
The blue box indicates the test transmon, which is identical to the transmon in the
transmission line. By measuring the normal resistance Rn of this transmon, we
can get an estimation for EJ . C) The superconducting magnet is attached to the
sample box. It is used to create a magnetic flux, Φ, through the SQUID loop of
the transmon. D) The LNA is a key component for measurement of microwave
photons, as discussed in Fig. 1.2B and Fig. 2.24B. The quantum mechanical de-
scription of a linear amplifier is discussed by C.M. Caves [108].

Noise temperature measurement

It is important to know the noise temperature of the system since the noise dra-
matically affects the averaging time of the data. In this section, we characterize
the total noise temperature of the detection chain in the following way. We use
a signal generator to send a continuous wave at 5 GHz, then measure the output
spectrum with the signal on and off. The table below summarizes the results. The
noise temperature (TN ) is calculated according to the following equation:
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Figure 3.4: Measurement setup for an artificial atom in a 1D open transmission
line. The blue triangles represent the LNA (see Fig. 3.3D). The orange square
represents the sample box (see Fig. 3.3A). The purple curves represent the super-
conducting magnet (see Fig. 3.3C). The red squares represent attenuators. The
green box represents a hybrid-coupler, acting as a beam splitter (see Fig. 2.24).
A) Setup for measurement of the single-atom scattering in Chapter 4.1.1 and the
single-photon router in Chapter 4.2.1. A strong control pulse at ωc = ω21 is used
to route a weak microwave signal at the probe frequency ω10. The circulators,
numbered 1-4, allow us to separate signals propagating in different directions in
the lines. We also use this setup for measurement of the cross-Kerr effect in
Chapter 4.2.3. B) Schematic setup for measurement of the second-order correla-
tion function in Chapter 4.2.2. This setup enables us to do Hanbury Brown-Twiss
measurements between output ports 1 and 2. Depending on the choice of input
port, we can measure g(2) of the reflected or transmitted field.

kB · TN ·RBW = PN , (3.1)

where
PN = 10−3 · 10+(Nf−G)/10. (3.2)

PN is the noise power in units of Watts. Nf and G are the noise factor at the ana-
lyzer and the gain, respectively, in units of dB. RBW is the Resolution Bandwidth.
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Note that the noise temperature of the system was primary characterized by a shot
noise thermometer [109]. The method in this section is a secondary way to check
things have not gotten worse.

Description data
RBW 2000 Hz

Total attenuation before the atom 123 dB
Applied signal -15 dBm
Output signal -68.04 dBm

Noise floor (Nf ) -89.4 dBm
Gain (G) -68.04-(-15-123)= 69.96 dB

Noise temperature (TN ) 6.4 K

Table 3.2: Experiment data for calculating the noise temperature of the system
@5 GHz

3.3.2 Cryogenics
The basic concept of a cryogenic dilution fridge is shown in Fig. 3.5. The sample
was placed inside a vacuum chamber, called the inner vaccum chamber (IVC),
which is submerged in a liquid 4He bath at atmospheric pressure. Inside the IVC,
there are several temperature stages. 4He is drawn from the bath into the 1 K
pot and is pumped to around 1.5 K. This stage, called the 1 K pot stage, is then
used to condensed the 4He/3He mixture in a closed system. The next stage is
the still with a temperature of about 600 mK. After the still stage, there is a con-
tinuous heat exchanger and a cold plate stage with a temperature around 100 mK.
The final stage is the mixing chamber, where the phase separation occurs. 3He
gas is pumped out of the dilute phase of the liquid 4He/3He mixture. The base
temperature is around 20-50 mK. The sample is mounted at this stage.

The thermal contact of the sample and the mixing chamber should be good to
ensure the sample cools down to the base temperature. Moreover, heat sinking of
the wires at each stage is very important, since heat may be directly conducted
down to the sample through the wires.
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Figure 3.5: Simplified schematic diagram of a dilution refrigerator. Note that the
4He/3He mixture is circulated in a closed system. In the mixing chamber two
phases of 4He/3He mixtures are in equilibrium: the so-called concentrated phase
and the dilute phase. The 3He flows from the concentrated phase through the
phase boundary into the dilute phase and cools down the cryostat.



Chapter 4

Experimental Results

We summarize the main results of the thesis in this chapter. In the first section, we
will demonstrate well-known quantum-optical effects such as single-atom scatter-
ing, the Mollow Triplet and the Autler-Townes splitting. In the second section, we
will demonstrate three quantum applications based on these effects, where sin-
gle microwave photons are manipulated and allowed to interact using transmon
qubits: a single-photon router, a photon-number filter and the cross-Kerr phase
shift.

The experimental results come from the measurements of the samples shown
in Fig. 3.2A,B,C. The detailed measurement setups are shown in Fig. 3.4. The
theoretical fits and calculations are based on Chapter 2 and Appendix B,C,D and
F.

4.1 Quantum Optics with Propagating Microwaves

4.1.1 Single-Atom Scattering
According to Eq. (2.29), the 0-1 transition energy of the transmon is

~ω10(Φ) ≈
√

8EJ(Φ)EC − EC , (4.1)

where EC = e2/2CΣ is the charging energy, CΣ is the total capacitance of the
transmon and EJ(Φ) is the Josephson energy which can be tuned by the external
flux Φ, according to Eq. (1.14). In this section, we investigate the scattering prop-
erties of the 0-1 transition of a transmon with an incident coherent state, in two
configurations as proposed in Chapter 2.3.2 and Chapter 2.3.4. We also compare
the elastically (coherent) and inelastically (incoherent) scattered fields from the
transmon.

60
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Figure 4.1: (A) Cartoon of scattering of a resonant coherent state from a two-level
atom in a 1D open waveguide. (B) Measured transmittance, Tp,1 = |tp,1|2, on
resonance as a function of the incoming probe power, Pp, for Sample 1a and 1b
in Fig. 3.2. At low power very little is transmitted, whereas at high power Tp,1
approaches unity.

A Transmon in a 1D open transmission line

In Fig. 3.2A and B, a transmon is embedded in a 1D open transmission line with
a characteristic impedance Z0 ' 50 Ω. With a coherent state input, we investigate
the transmission and reflection properties of the field. The input field, transmitted
field and the reflected field are denoted as Vin, VT and VR, respectively, indicated
in Fig. 4.1A. We first investigate the coherent properties of the reflected field
and transmitted field, denoted as 〈VR〉 and 〈VT 〉, where 〈x〉 = T−1

m

∫ Tm
0

dτ x(τ)

denotes averaging over the measurement time, Tm. Then we compare 〈VR〉2 (co-
herent) and 〈V 2

R〉 (sum of coherent and incoherent) using a phase-sensitive average
and phase-insensitive average, respectively.

The complex reflection coefficient for Sample 1a and b in Fig. 3.2 is rp,1 =
〈VR〉 / 〈Vin〉. Here we use the subscript “1” to label the coefficients for Sample 1.
According to Eq. (2.56), we have

rp,1 = −r0
1− iδωp/γ10

1 + (δωp/γ10)2 + Ω2
p/(Γ10 + Γl)γ10

, (4.2)

where Γl is the relaxation rate due to nonradiative losses (e.g. intrinsic losses),
the decoherence rate is γ10 = Γ10/2 + Γφ,l, where Γφ,l = Γφ,10 + Γl/2. The
maximum reflection amplitude is given by r0 = Γ10/2γ10. We see that both r0

and γ10 depend on Γφ,l and Γ10. Ωp is proportional to Vin and can be expressed as
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[66]

Ωp =
2e

~
Cc
CΣ

(
EJ

8EC

)1/4√
PpZ0, (4.3)

where Pp = |Vin|2/2Z0 is the probe power. According to Eq. (2.38), the trans-
mission coefficient tp,1 = 〈VT 〉 / 〈Vin〉 = 1 + rp,1. The level of Vin is assumed
to be the same as in the off-resonance value. The relaxation process is dominated
by coupling to the 1D transmission line through the coupling capacitance Cc (see
Fig. 3.2A,B), according to Eq. (2.58). This relaxation originates from coupling to
a continuum of modes, as opposed to the cavity case, where the artificial atom is
coupled solely to a single mode.

According to Eq. (4.2), for a weak (Ωp � γ10) resonant probe (δωp = 0), in
the absence of both pure dephasing (Γφ,10 = 0) and non-radiative decay (Γl = 0),
we should see full reflection (|rp,1| = 1) of the incoming probe field [48, 49, 110].
In that case, we also have full extinction, |tp,1| = 0, of the propagating wave.
This full extinction (perfect reflection) can be described as a coherent interfer-
ence of the incoming wave and the scattered wave from the atom, as discussed
in Fig. 1.3. This is what we observe in Fig. 4.1B, where we measure the trans-
mittance, Tp,1 = |tp,1|2, on resonance as a function of Pp for two samples. We
see an extinction in the resonant microwaves of up to 90% (99%) for Sample
1a(b) at low incident probe power, where Ωp � γ10. When increasing Pp, we
see the strong nonlinearity of the atom, which becomes saturated by the incident
microwave photons. Since the atom can only scatter one photon at a time, at high
incident power, Ωp � γ10, most of the photons pass the atom without interaction
and are thus transmitted. Therefore, |Tp,1| tends towards unity for increasing Pp,
consistent with Eq. (4.2). We define the average probe photon number coming to
the transmon per interaction time as, 〈Np〉 = Pp/(~ωp(Γ10/2π)).

We measure tp,1 as a function of Pp and ωp. The experimental magnitude,
|tp,1|, and phase response, ϕp,1, for Sample 1a are shown in Fig. 4.2. The top
and the bottom panels display 2D plots and the corresponding line cuts indicated
by the arrows, respectively. For 〈Np〉 � 1, the magnitude response shows the
strong extinction of resonant microwaves, up to 70% in amplitude or ∼ 90%
in power (Sample 1a in Fig. 4.1B). The solid curves of Fig. 4.2 show fits to
all magnitude and phase curves simultaneously, with three fitting parameters,
Γ10/2π = 73 MHz, Γφ,l/2π = 18 MHz and ω10/2π = 7.1 GHz. This corresponds
to Cc = 25 fF, γ10/2π = 55 MHz and r0 = 0.67. We find very good agreement
between theory and experiment.

In order to measure the resonant scattered field, VR, from the atom, we need to
cancel the background reflections and circulator leakage in the setup. In Fig. 4.3A,
after splitting the input field, the phase and amplitude in one arm are varied such
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Figure 4.2: tp,1 as a function of Pp and ωp (Sample 1a). A) The magnitude re-
sponse. B) the phase response. Top panel: experimental data. Bottom panel:
we show the line cuts for 5 different powers, as indicated by the arrows on the
top panel. The experimental data (markers) are fit simultaneously using Eq. 4.2
(curves). The extracted parameters are summaries in Table 4.1.The magnitude
response demonstrates the strong coupling between the atom and resonant propa-
gating microwaves.

that the field through a directional coupler destructively interferes with the coher-
ent leakage from the circulator and background reflections (see green curves). We
send a pulse at ω10 and measure the scattered (reflected) fields from the artificial
atom. We use a phase-sensitive average 〈VR〉2 to capture the elastic (coherent)
component of the scattered field. For the total scattered field, the sum of the elas-
tically and inelastically scattered fields, we use a phase-insensitive average 〈V 2

R〉.
At the end of Chapter 2.3.2, we theoretically compared the elastic (coherent) and
inelastic (incoherent) scattering in Fig. 2.14. By pulsing the input we are able to
subtract the amplifier noise from our measurement of the total scattered field.

In Fig. 4.3B, we show 〈V 2
R〉 and 〈VR〉2 as a function of resonant incident power

for two different measurement bandwidths (BW). We see that the amount of the
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Figure 4.3: Elastic vs. inelastic scattering from the artificial atom (Sample 1b).
A) Measurement setup, with cancelation of background reflection and leakage
from the circulator. The green curves represent the leakage fields from the cir-
culator and the fields through the directional coupler. By tuning the phase (blue
box) and attenuation (red box), these two fields can cancel each other. B) The
coherently/elastically reflected power (phase-sensitive average, red curve) or total
reflected power (phase-insensitive average, green and blue curves) as a function
of resonant Pp for different BW. The total power reflected is the sum of both the
elastic and inelastic fields. Solid curves are the theory fits to experimental data,
with extracted parameters Table 4.1. The black curve shows the input power for
comparison. Note that the output power includes the 79 dB gain of the ampli-
fiers. C) Cartoon of the spectrum of scattered power when a microwave pump is
applied at ω10. When the power of the ω10 pump increases, the Mollow triplet ap-
pears in the spectrum with peak separation equal to the Rabi frequency Ωp. (inset)
Dressed-state picture of the energy levels.
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inelastic field that we capture depends on the BW. The solid curves are theory fits,
using the model in Fig. 4.3C (integrating the Mollow triplet), with the parameters
in Table 4.1 for Sample 1b. As expected, at low incident power, we see 〈VR〉2 '
〈V 2

R〉 ' 〈V 2
in〉. This suggests that both the pure dephasing and relaxation due

to non-radiative losses are small, and not resolvable from the data. At a higher
incident field, where Ωp ' γ10, more and more photons are inelastically scattered
as the Mollow triplet begins to emerge. At very strong incident fields, where
Ωp > γ10, the main contribution to the total field is from inelastic scattering. The
wider the BW, the more of the Mollow triplet we capture. The power associated
with intrinsic losses is Pl = Pp − PR − PT , where PR, PT is the total power
reflected and transmitted, respectively. For a resonant probe, we can estimate the
loss rate Γl using the following expression [83],

Pl = ~ω10ρ11Γl =
2r0Γl/(Γ10 + Γl)

1 + Ω2
p/(Γ10 + Γl)γ10

Pp,

where ρ11 is the probability for the atom to be in the first excited state. We do not
have sufficiently accurate data to extract the loss rate for these measurements. We
can however set an upper limit on the loss rate. For Sample 1b, Γφ,l/2π ' 1.1
MHz, which means that Γl/2π is less than 2.2 MHz. For the rest of the experi-
mental results below, we neglect the effect of Γl, since it is very small.

A Transmon at the end of a 1D transmission line

In Fig. 3.2C, a transmon is embedded at the end of a 1D open transmission line
with a characteristic impedance Z0 ' 50 Ω. As discussed in Chapter 2.3.4, be-
cause of the boundary condition (Fig. 4.4A), all the input field will be reflected
either coherently or incoherently. With a coherent state input, we investigate the
coherent reflection properties of the field, defining rp,2 = 〈VR〉 / 〈Vin〉. Here we
use the subscript “2” to label the coefficients for Sample 2. The input field and
the reflected field are denoted as Vin and VR, respectively, indicated in Fig. 4.4A.
According to Eq. (2.79), for a resonant probe field, ωp = ω10, the reflection coef-
ficient, rp,2, is expressed as

rp,2 = 1− 2

1 + 2Γφ,10/Γ10 + 2Ω2
p/Γ

2
10

. (4.4)

In Fig. 4.4B, we show the measured |rp,2| as a function of Pp. The experimen-
tal data (markers) are fit using Eq. (4.4) (solid curve) with Γφ,10 and Γ10 extracted
from Fig. 4.4C,D. For a weak resonant probe, where Ωp � γ10, ωp = ω10, the
incident field is reflected by the atom with |rp,2| ' 0.52. |rp,2| is determined
by the ratio between pure dephasing, Γφ,10 and relaxation rate Γ10, according to
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Figure 4.4: A) Cartoon of scattering of resonant coherent state from a two-level
atom at a single ended 1D waveguide. The micrograph of the measured sample is
shown in Fig. 3.2C (Sample 2). B) |rp,2| on resonance (ωp = ω10) as a function
of Pp. C) and D) shows rp,2 as a function of probe frequency for a weak probe,
where Ωp � γ10. C) Magnitude response. D) Phase response. The theoretical
curves (solid black) use the parameters in Table 4.1.
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Sample EJ/h EC/h EJ/EC ω10/2π ω21/2π Γ10/2π Γφ,l/2π Ext.
1a 12.7 0.59 21.6 7.1 6.38 0.073 0.018 90%
1b 10.7 0.35 31 5.13 4.74 0.041 0.0011 99%
1c − − − 4.88 4.12 0.017 0.0085 75%

Sample EJ/h EC/h EJ/EC ω10/2π ω21/2π Γ10/2π Γφ,10/2π |rp,2|
2 11.99 0.42 28.5 5.92 5.50 0.08 0.0128 52%

Table 4.1: Parameters for Samples 1a, 1b, 1c and 2. Images of Sample 1a, 1b
and 2 are shown in Fig. 3.2A, B and C, respectively. All dimensional quantities
are in GHz. Ext. is the extinction of the transmitted field. Note that one of the
Josephson junctions was broken in Sample 1c, therefore, ω10 and ω21 could not be
tuned with Φ.

Eq. (4.4). As the probe amplitude increases, there is a perfect destructive interfer-
ence between the field reflected by the atom and the field reflected by the boundary
condition. This leads to |rp,2| ' 0, when Ωp ∼ 2π×47 MHz, as expected. For
a very high probe field, where Ωp � γ10, the atom is saturated. All the field is
reflected by the boundary condition, giving |rp,2| = 1. For a weak probe, where
Ωp � γ10, according to Eq. (2.79), the reflection coefficient becomes

rp,2 = 1− Γ10

γ10

1− iδωp/γ10

1 + (δωp/γ10)2
. (4.5)

In Fig. 4.4C and D, we plot the measured magnitude and phase of rp,2 as a func-
tion of probe frequency. The experimental data (markers) are fitted using Eq. (4.5)
(solid curves). In Fig. 4.4D, we see that the phase shift between on and off res-
onance is π. The missing signal in Fig. 4.4B and C is emitted incoherently (in-
elastically) with random phase. This effect is the same as a transmon in open
transmission line case, as discussed in the previous section, see Fig. 4.3B.

4.1.2 Tunable Artificial Atom
To further characterize Sample 1a, the frequency of the resonance dip in transmis-
sion in Fig. 4.2A is mapped as a function of magnetic flux Φ with a weak probe,
where Ωp � γ10 (see Fig. 4.5A). In the transmon regime, where EJ/EC > 20,
ω10 is tuned by Φ according to Eq. (4.1). If we increase Pp to a level such that the
0-1 transition is saturated, two-photon (0-2) transitions occur, as indicated in the
grey curve of Fig. 4.5B. The transition frequency corresponds to (ω10 + ω21)/2,
where ω21 is the 1-2 transition energy. We use a Cooper-Pair box [66] Hamiltonian
with 50 charge states to fit the spectrum of the atom and extract EJ = 12.7 GHz
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Figure 4.5: |tp,1| as a function of Φ for Sample 1a. A) At weak probe power,
where Ωp � γ10. The black curve is the theory fit to the 0-1 transition. B) At
high probe power, where Ωp � γ10. The red and blue curve correspond to the 0-1
and 1-2 transition respectively. The grey curve is the two-photon (0-2) transition.
The orange dashed line indicates the flux bias point and the corresponding ω10,
ω20/2, ω21 for Fig. 4.2 and Fig. 4.7A, C and D. There is a stray resonance around
6.1 GHz.

and EC = 590 MHz for Sample 1a. The extracted parameters are summarized in
Table 4.1.

As can be seen in Fig. 4.1B, the extinction efficiency of Sample 1b is much bet-
ter than Sample 1a. This is because Sample 1a has a relatively lowEJ/EC ∼ 21.6,
which is barely in the transmon limit. For this value of EJ/EC , charge noise still
plays an important role as the energy band of the 0-1 transition still depends on
charge, see Fig. 2.6. For Sample 1a we find that the charge dispersion is 7 MHz
(see Fig. 4.6) and the dephasing is dominated by the charge noise. By increasing
EJ/EC to 31, we see much less dephasing in Sample 1b, which gives nearly per-
fect extinction of propagating resonant microwaves. Note that, the anharmonicity
between ω10 and ω21 of Sample 1b is close to EC . This is not quite the case for
Sample 1a due to its low EJ/EC [66].

4.1.3 Mollow Triplet and Autler-Townes Splitting
As shown in Fig. 4.5B and Fig. 4.6, the transmon has higher level transitions. In
particular, we are interested in the 1-2 transition with angular frequency ω21. By
using 2-tone spectroscopy, the ω21 transition can be directly measured. In Sample
1a, we can saturate the ω10 transition by applying a pump field at ω10/2π = 7.1
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Figure 4.6: Based on the parameters of Sample 1a in Table 4.1, we plot the three
lowest energy levels of the transmon as a function of normalized gate charge,
ng. The right plots show the magnification of the first excited and second excited
states. The charge dispersion of the transmon in Sample 1a for the first excited
state and second excited state are 7 MHz and 110 MHz, respectively.

GHz, and measure the transmission properties using a weak probe at ωp. As the
pump power is increased, the population of the first excited state increases, there-
fore, we start to observe photon scattering from the 1-2 transition, which appears
as a dip in transmission at ωp = ω21, see Fig. 4.7A. The dip in transmission
grows until the 0-1 transition becomes fully saturated. From this, we extract
ω21/2π = 6.38 GHz for Sample 1a. Therefore, the two-photon (0-2) transition
should be equal to 6.74 GHz, consistent with the observation in Fig. 4.5B. The
linewidth of the ω21 transition is around 120 MHz, this dephasing mainly comes
from the charge dispersion. Further increasing the pump power at ω10, we observe
the well known Mollow triplet [22, 89] (Fig. 4.7B, Sample 1c). The Rabi splitting
of the triplet can be used to calibrate the incident power at the atom. The Mollow
triplet can be explained in the dressed-state picture, where the two lowest levels
split by the Rabi frequency, see Chapter 2.3.3. These four states give three differ-
ent transitions, indicated by red, brown and blue arrows in the inset of Fig. 4.7B,
consistent with Fig. 4.3C. Note that the way we observed the triplet here is differ-
ent from that in [22]. We probe the transmission of these triplet transitions instead
of looking at the emission spectrum. We see that the center transition is much
less visible, because we pump at the frequency which saturates that transition.
Recently, similar results has been observed in Ref. [57].

With a weak resonant probe field, Ωp � γ10, ωp = ω10, and a strong resonant,
ωc = ω21, control field, the 0-1 resonance dip splits with the magnitude of Ωc
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Figure 4.7: Two-tone spectroscopy of Sample 1a in (A), (C) and (D), Sample 1c
in (B). A) As the frequency of a weak probe field is swept, a second microwave
drive is continuously applied at ω10 with increasing powers. We see a second
dip gradually appear in the probe transmission response. B) Tp,1 as a function of
probe frequency and pump power. As the power of ω10 further increases, we see
the Mollow triplet. The dashed lines indicate the calculated position of the triplet.
(Inset) Schematic picture of triplet transitions in the dressed-state picture. Note
that we use Sample 1c, where ω10/2π = 4.88 GHz. (C) and (D) Magnitude and
phase response of a second microwave applied at ω21 with variable power, Pc.
As Pc increases, we see induced transmission at ωp = ω10. With a strong drive
applied, the Autler-Townes splitting appears with the magnitude of Ωc/2π (Black
dashed lines).
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Figure 4.8: rp,2 as a function of ωp and Pc for a weak probe, where Ωp � γ10

(Sample 2). A) Magnitude response of the probe. B) Phase response of the
probe. Top: experimental data. Bottom: Theory calculations (performed by A.
F. Kockum). Similar to Eq. 4.3, we have Ωc ∝

√
Pc. Applying a strong drive, we

see an asymmetric Autler-Townes splitting.
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[51]. This is known as the Autler-Townes Splitting (ATS) [111]. The magnitude
and phase response are shown in Fig. 4.7C and D respectively. In the magnitude
response, we see that the transmon becomes transparent for the probe at ωp = ω10

at sufficiently high control power. The theory of EIT from ATS was described in
Chapter 2.4. In the phase response, we see the probe phase, ϕp, depends on the
control power, Pc.

For Sample 2, the 1-2 transition can also be measured using 2-tone spec-
troscopy. We find ω21/2π = 5.5 GHz. With similar techniques, we apply two
continuous tones, the probe at ωp ∼ ω10 and the control at ωc = ω21, we mea-
sure rp,2 as a function of Pc and ωp for a weak probe, Ωp � γ10. The magnitude
and phase responses are shown in Fig. 4.8A, B, respectively. We observe the
Autler-Townes splitting for Ωc > γ10 in Fig. 4.8A. However, we see that this
Autler-Townes splitting is very asymmetric, this is due to the fact that Ωc is close
to the anharmonicity (∼ 420 MHz), so that the upper levels of the transmon are
involved. The theoretical plots take 6 transmon levels into account, as shown at
the bottom of Fig. 4.8A and B. We observe a similar asymmetric behavior for
Sample 1a at a higher incident power, due to the higher anharmonicity (∼ 720
MHz) of Sample 1a.

4.2 Quantum Applications at the Single-Photon Level
In the following application section, we demonstrate three quantum devices based
on the quantum-optical effects described in Section 4.1, which could be utilized
in a microwave quantum network. By making use of the ATS in Fig. 4.7C, we
demonstrate a router for single photons (see Appended paper I). By using the
strong nonlinearity of the atom in Fig. 4.1B, we demonstrate a photon-number
filter, where we convert classical coherent microwaves to nonclassical microwave
fields (see Appended paper II). By utilizing the induced phase shift in Fig. 4.7D
and Fig. 4.8B, we demonstrate a cross-Kerr medium in both samples, enabling
photon-photon interaction at the single-photon level (see Appended paper III).

4.2.1 The Single-Photon Router
The operating principle of the single-photon router is explained as follows. In the
time domain (see Fig. 4.9A), we input a constant weak probe in the single-photon
regime, where 〈Np〉 � 1, at ωp = ω10. We then apply a strong control pulse,
around 30 dB more than the probe power, at the ω21 frequency. When the con-
trol is off, the probe photons are reflected by the atom, and delivered to output
port 1. When the control is on, the probe photons are transmitted based on the
ATS, and delivered to output port 2. We measure the reflected and transmitted
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probe power simultaneously in the time domain. This is crucial to investigate if
the microwave photon transport is a fully coherent process, i.e. the transmission
dip seen in Fig. 4.2A is because of the photons are being reflected (not due to dis-
sipation). Note that the measured quantities are phase sensitive since we measure
〈V 〉2 rather than 〈V 2〉. That is 〈V 〉2 is only sensitive to the phase coherent part of
the signal. The simplified experimental setup is shown in Fig. 4.9A.

The results are shown in Fig. 4.9B and C for Sample 1a and 1b, respectively.
As expected, when the control signal is on, the probe power of the transmitted
signal is increased and we see a corresponding decrease in the reflected probe
signal. In Fig. 4.9C (B), 99% (90%) probe on-off ratio is achieved in both re-
flection and transmission for Sample 1b (1a). The ringing signal in Fig. 4.9B,C
is an artifact from the digitizer. In Fig. 4.9C (D), we use a square (Gaussian)
control pulse with a duration of 1 µs (10ns) for Sample 1b. In Fig. 4.9D, the
time resolution of our digitizer/arbitrary waveform generator is 5 ns, which pre-
vents us from accurately measuring pulses less than about 10 ns. In Fig. 4.9E,
we change the width of the control pulse from 50 ns to 1 µs. We see that the
on-off ratio does not depend on the control time. In the setup of Fig. 4.9A,
we send ω10 and ω21 into opposite ports. We can also send pulses in the same
port using a microwave combiner and we get the same result, as expected. Note
that we use the on-off ratio [Rp,1(Ωc) + Rb]/[Rp,1(0) + Rb], where Rp,1(Ωc) and
Rp,1(0) respectively represents reflectance when the control is on and off, and
Rb accounts for background reflections in the line and leakage through circula-
tor 1 [Fig. 4.9(A)]. We note that this data was taken without canceling the leak-
age as shown in Fig. 4.3A. The on-off ratio of the transmittance is expressed as
Tp,1(0)/Tp,1(Ωc), where Tp,1(Ωc) and Tp,1(0) represents the transmittance when
the control is on and off, respectively. Theoretically, for Sample 1b, according to
Eq. (2.94), when the control signal is off, we have Rp,1(0) = |Γ10/2γ10|2 ' 91%,
Tp,1(0) = |1 − Γ10/2γ10|2 ' 0.2%, Dφ,l(0) ' 8.8%. When the control signal is
on, we have Rp,1(Ωc) ' 0, Tp,1(Ωc) ' 1, Dφ,l(Ωc) ' 0, where Dφ,l refers to the
total dissipation associated with intrinsic losses and pure dephasing.

The speed of our router Sample 1a (b) is predicted to be 1/Γ10 ∼ 2 ns (4 ns).
We show that the router works well down to the time limit of our instruments.
By engineering the relaxation rate, it should be possible to achieve even faster
switching times in the subnanosecond regime. In addition, the routing efficiency,
Rp,1 = |r0|2, can be improved by further reducing Γφ,10. The improvement in
Sample 1b compared to Sample 1a was achieved by increasing the EJ/EC ratio.
This reduced the sensitivity of the transmon to charge noise and, therefore, the
dephasing.

Our router can also easily be cascaded to distribute photons to many output
channels. Fig. 4.10A shows 4 atoms (A,B,C,D) in series, each separated by a
circulator. The ω10 of the atoms are the same, while the ω21 are different. This
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Figure 4.9: The Single-Photon Router, data in B, E for Sample 1a, data in C,
D for Sample 1b. (A) Measurement setup and the control pulse sequence. A
strong control pulse at ωc = ω21 is used to route a weak continuous microwave
ωp = ω10. Depending on whether the control pulse is on or off, the probe field is
delivered to output port 2 or 1, respectively. (B) Normalized on-off ratio (see text)
of the transmittance (Tp,1) and reflectance (Rp,1) of ωp measured simultaneously.
(C) Same for Sample 1b, although normalized on-off ratio of Tp,1 and Rp,1 are
measured separately. The control pulse is shaped as a square pulse with 1µs
duration for both B) and C). (D) a Gaussian pulse with a duration of 10 ns, we
see up to 99% on-off ratio. The black curve in (D) is a Gaussian fit to the data.
E) Data for Sample 1a, Normalized on-off ratio of the transmittance (Tp,1) as a
function of pulse width, W , from 50 ns to 1µs. We see Tp,1 remain constant,
regardless the width of the pulse.
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1-2 transition frequencies, we can determine the output channel of the probe field,
according to the table in B).
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arrangement can be designed in a straightforward manner by controlling the ra-
tio of EJ/EC . By turning on and off control tones at the various 1-2 transition
frequencies, we can determine the output channel of the probe field, according to
the table in Fig. 4.10B. For instance, if we want to send the probe field to channel
4, we apply three control tones at ω21,A, ω21,B and ω21,C . Note that regardless of
the number of output channels, all the control tones and the probe tone can be
sent through the same input port. Theoretically, the maximum number of output
channels depends on the ratio between the anharmonicity and the width of the 1-2
transition, γ21. Thus, there is a trade off between efficiency and the number of
outputs. The photon router can also be achieved by detuning ω10 through an ex-
ternal magnetic flux, Φ. However, in this scheme, an additional on-chip fast flux
line is needed for each atom. This will increase the complexity of the system.

4.2.2 The Photon-Number Filter
In Fig. 4.1B, we demonstrated the nonlinear nature of the two-level artificial atom.
This naturally comes from the fact that atoms can only reflect one photon at a time.
To reveal the nonclassical character of the reflected field, we investigate its statis-
tics in this section. In particular, we show that the reflected field is antibunched
[49]. In addition, we also show that the transmitted field is superbunched [49].
The theoretical background was discussed in Chapter 2.5. The experimental re-
sults are based on Sample 1b.

The incident coherent state can be written in terms of a superposition of photon
number states, with a poissonian distribution of probability (see Fig. 2.22B). For
a weak probe field with 〈Np〉 < 0.5, this coherent field can be well approximated
using a basis of just the first three photon-number states. Roughly speaking, when
one-photon state is incident, the atom reflects it, leading to antibunching in the
reflected field. Together with the zero-photon state, the reflected field still however
maintains first-order coherence, as there is a well defined phase between the zero
and one-photon states. Because the atom is not able to scatter more than one
photon at a time, a two-photon incident state has a much higher probability of
transmission, leading to superbunching in the transmitted field [49, 104]. In this
sense, our single artificial atom acts as a photon-number filter, which filters and
reflects the one-photon number state from a coherent state. This process leads to
a photon-number redistribution between the reflected and the transmitted fields
[104].

The measurement setup is shown in Fig. 3.4B. This allows us to measure Han-
bury Brown-Twiss [100] type power-power correlations. We apply a resonant
coherent microwave field at ωp = ω10. Depending on the choice of the input
port, we measure the statistics of the reflected or transmitted field. The signal
then propagates to a “beam splitter”, which in the microwave domain is realized
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by a hybrid coupler, where the outputs of the beam splitter are connected to two
nominally identical LNAs with system noise temperatures of approximately 7 K,
as characterized in Table 3.2. We assume that the amplifier noise generated in the
two independent detection chains is uncorrelated. After further amplification, the
two voltage amplitudes of the outputs are captured by a pair of vector digitizers.

The second-order correlation function provides a statistical tool to characterize
the field. According to appendix D, it can be expressed as

g(2)(τ) = 1 +
〈∆P1(t)∆P2(t+ τ)〉

[〈P1(t)〉 − 〈P1,N(t)〉][〈P2(t)〉 − 〈P2,N(t)〉]
,

where τ is the delay time between the two digitizers and P1, P2 are the output
powers at ports 1 and 2, respectively (see Fig. 3.4B). P1,N , P2,N are the amplifier
noise in ports 1 and 2 respectively, when the incident source is off. Therefore,
[〈Pi(t)〉−〈Pi,N(t)〉] represents the net power of the field from output port i, where
i = 1, 2. 〈∆P1∆P2〉 is the covariance of the output powers in ports 1 and 2,
defined as 〈(P1 − 〈P1〉)(P2 − 〈P2〉)〉. In Fig. 4.11A, we show g(2) as a function
of delay time, τ , for a thermal state with two different filter bandwidths, and also
for a coherent state. For the thermal states, g(2)(0) = 2 regardless of the filter
bandwidth BW. The width of g(2)(τ) for the thermal state is determined by the
filter function. For the single-pole filter we used, we have g(2)(τ) = 1+e−2πBW |τ |.
The solid curves of the thermal state in Fig. 4.11A show this equation with no
free fitting parameters. The chaotic (thermal) state is generated by amplifying
the room-temperature noise of a 50 Ω resistor. For a coherent state, we expect
g(2)(τ) = 1. This is indeed what we find if our atom is off-resonance from our
applied coherent source.

We had a trigger jitter of ±1 sample between the two digitizers. To minimize
the effect of this trigger jitter, we oversample and then digitally filter (average)
the data in all the g(2) measurements. Here, the sampling frequency is set to 108

samples/s with a digital filter with a bandwidth of BW = 55 MHz applied to each
digitizer for all the measurements.

After these initial calibration measurements, we measured the second-order
correlations of the field transmitted through our qubit. In Fig. 4.11B, we see su-
perbunching of the photons [49] with g(2)(τ = 0) = 2.31±0.09 > 2 at Pp = −129
dBm (〈Np〉 ' 0.8) for the transmitted field. Superbunching occurs because the
one-photon state of the incident field has been selectively reflected and thus fil-
tered out from the transmitted signal, while the two-photon state is more likely
to be transmitted. The three-photon state and higher number states are neglected.
The transmitted state generated from our qubit is thus bunched even more than a
thermal state, which has g(2)

therm(τ = 0) = 2. Therefore, it is called a superbunched
state. Fig. 4.11C shows the theoretical curves of g(2)(τ) for the transmitted field
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Figure 4.11: Second-order correlation function of the transmitted fields generated
by the artificial atom (Sample 1b). A) g(2) of a thermal state and a coherent state
as a function of delay time τ . B) g(2) of the resonant transmitted microwaves as a
function of delay time for five different incident powers. The peculiar feature of
g(2) around zero in the theory curves is due to the trigger jitter model. C) Influence
of BW, temperature and jitter on superbunching. The red curve is the complete
theory, which includes jitter. D) g(2)(0) of resonant transmitted field as a function
of incident power. The result for a coherent state is also plotted. We see that
the transmitted field statistics (red curve) approaches that of a coherent field at
high incident power, as expected. For BW=1 GHz at 0 mK, we see very strong
superbunching at low incident power in the theory plot. The error bar indicated
for each data (markers) set is the same for all the points. The solid curves in A),
B), C) and D) are the theory curves. For all measurements shown here we find,
g(2)(∞) = 1, as expected.
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Figure 4.12: Second-order correlation function of reflected fields generated by
the artificial atom (Sample 1b). A) g(2) of a resonant reflected field as a function
of delay time. We see the antibunched behavior of the reflected field. The error
bar indicated for each data (markers) set is the same for all the points. B) g(2)

of a resonant reflected field as a function of delay time at -131 dBm for different
filter bandwidths. As the bandwidth decreases, the antibunching dip vanishes. C)
Influence of BW, temperature, leakage and jitter on antibunching. D) g(2)(0) as a
function of incident power. The black curve, labeled “complete theory”, includes
all four non-idealities (see text). The green curve, labeled “partial theory”, only
includes a finite temperature and bandwidth. As the BW decreases or the incident
power increases, the degree of antibunching decreases. The solid curves in A), B),
C) and D) are the theory curves. Leakage arises from background reflections in
the line and leakage through circulator. We assume the phase between the leakage
and the field reflected by the atom is 0.37π.
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under the influence of various effects. For the case of BW=1 GHz at 0 mK, indi-
cated by the black curve, g(2) exhibits very strong bunching at τ = 0. At a later
delay, τ ∼ 15 ns, g(2) for the transmitted field even appears antibunched [49],
this is however not resolved in the experimental data. For the other curves, we
see the degrading of superbunching due to the influence of BW, temperature and
jitter. In Fig. 4.11D, we plot g(2)(0) as a function of incident power, and clearly
see the (super)bunching behavior decreases as the incident power increases. For
high powers, where 〈Np〉 � 1, we find g(2)(τ) = 1. This is because most of
the coherent signal then passes through the transmission line without interacting
with the qubit owing to the saturation of the atomic response. We also plot the
theoretical curves at 0 mK for two different BW.

In Fig. 4.12, we plot the measured g(2)(τ) of the reflected field from our atom.
At low powers, where 〈Np〉 � 1, we clearly observe antibunching of the field
[49]. The trace here was averaged over 2.4 × 1011 measured quadrature field
samples (2 Tbyte of data), computed and averaged over 17 hours. We correct for
slow drifts, e.g. in the amplifier gain, every 5 minutes by switching on and off the
incident source.

The antibunching behavior at Pp = −131 dBm (〈Np〉 ∼ 0.4), g(2)(0) =
0.55 ± 0.04, reveals the nonclassical character of the field. Ideally, we would
find g(2)(0) = 0 as the atom can only reflect one photon at a time. The non-zero
g(2)(0) we measured originates from four effects: 1) a thermal field at 50 mK
temperature, 2) a finite filter BW, 3) trigger jitter between the two digitizers and
4) stray fields including background reflections in the line and leakage through
circulator 1 [Fig. 3.4B]. The effects of these factors on our measured antibunch-
ing are shown in the theory plot Fig. 4.12C. The complete theory curves include
all four non-idealities. The partial theory curves include 1) and 2), but not 3), 4).
For small BW, within the long sampling time, the atom is able to scatter multiple
photons. If BW� Γ10,Ωp, the antibunching dip vanishes entirely. This interplay
between BW and Ωp produces a power dependent g(2)(0), as shown in Fig. 4.12D.
In the ideal case, i.e. for a sufficiently wide BW (1 GHz) at 0 mK, the theory gives
g(2)(0) = 0, as expected.

A single-mode resonator is used to model the digital filter. The theoretical
curves in Fig. 4.11 and Fig. 4.12 are based on a master equation describing both
the transmon and the resonator using the formalism of cascaded quantum systems
[83], described in Appended paper V. The trigger jitter is modeled by the following
procedure: the value of g(2)(τ) at each point is replaced by the average value of
g(2)(τ -10 ns), g(2)(τ) and g(2)(τ+10 ns). We extract 50 mK from all these fits,
with no additional free fitting parameters.

As we have shown, the single artificial atom acts as a photon-number filter,
which selectively filters out the one-photon number state from a coherent state.
This provides a novel way to generate single microwave photons [103, 112, 113].
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4.2.3 The Cross-Kerr Phase Shift
We realize a cross-Kerr interaction between two microwave fields by coupling
a superconducting artificial atom (transmon) to a transmission line. As seen in
Fig. 3.2, we use two configurations: a transmon in an open transmission line
(Sample 1a) [22, 53, 54] and a transmon at the end of a transmission line (Sample
2). Due to the strong coupling between atom and field, we achieve average phase
shifts up to 10 and 20 degrees per photon at the single-photon level for Sample 1a
and Sample 2, respectively. This is six orders of magnitude larger than in optical
systems [114, 115].

From a theoretical point of view, Sample 1a and Sample 2 are essentially the
same, with one difference: the emitted field from the atom can propagate in two
directions for Sample 1a, but only in one direction for Sample 2. In this way,
for Sample 2 all the fields (probe and control) are being reflected. It is beneficial
to have all information in the fields going out in a single channel, instead of dis-
tributed between two outputs. For both samples, the photon-photon interaction is
mediated by the three-level artificial atom. As illustrated in Fig. 2.18, we apply
two continuous tones, the probe at ωp ∼ ω10 and the control at ωc = ω21. We
observe the induced amplitude and phase shift of the probe as the control tone is
turned on and off. The response depends on four different parameters: the powers
and the detunings of the probe and the control tones. We study the dependence of
the response on these parameters on both Sample 1a and Sample 2.

For Sample 1a, tp,1 and rp,1 measure the phase coherent signal. Some of the
input signal is incoherently transmitted or reflected, such that |rp,1|2 + |tp,1|2 < 1.
Importantly, this does not necessarily imply any power dissipation in the sample
(see Fig. 2.14 and Chapter 2.3.2).

We first characterize the samples with single-tone spectroscopically, which
described in Section 4.1.1. Results for Sample 1a and 2 are presented in Fig. 4.2
and Fig. 4.4, respectively. The |1〉 ↔ |2〉 transition can then be directly measured
using 2-tone spectroscopy (see Fig. 4.7A).

We can then explore the two-tone response in more detail. The response of
both samples is qualitatively similar, so for clarity, we describe that of Sample 1a
in more detail. Fig. 4.13 shows the magnitude (left) and phase (right) of tp,1 for
Sample 1a with the control on, t(on)

p,1 , and the control off, t(off)
p,1 . We can clearly see

the formation of the Autler-Townes doublet in |t(on)
p,1 | [51, 111]. The doublet states

appear as a pair of minima in the black curves of Fig. 4.13A with a separation
given by Ωc.

Fig. 4.14A shows the measured amplitude response, ∆tp,1, defined as the dif-
ference between the magnitude of the probe transmission ∆tp,1 = |t(on)

p,1 | − |t
(off)
p,1 |.

Fig. 4.14B shows the corresponding phase response, ∆ϕp,1. For these measure-
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Figure 4.13: Transmission coefficient for the probe, as a function of ωp and con-
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p,1 | (black), and Pc turned off,
|t(off)
p,1 | (grey). (B) corresponding phase response.

ments, we use a weak probe, where Ωp � γ10. The solid curves in the lower
panels are calculated using Eq. (2.94) [51, 83]. This model includes the parame-
ters Γ10, Γφ,10 and γ20 [51, 83]. The values for these parameters are given in the
caption. As expected, the maximum induced amplitude response occurs when the
probe is on resonance, and the induced phase response is maximized when the
probe is detuned from resonance by an amount δωp = ωp−ω10 ≈ 2π× 20 MHz.

Quantum applications of cross-Kerr media typically require large phase shifts
at the single-photon level. Therefore, we now quantify the cross-Kerr phase shift
in the limit of low control power [116]. In this limit, the cross-Kerr phase shift is
given by Eq. (2.97). To convert this to a phase shift per control photon, we note
that the average number of control photons 〈Nc〉 per interaction time, 2π/Γ21, is
given by 〈Nc〉 = 2π Pc/(~ωcΓ21), so ∆ϕp is proportional to 〈Nc〉. For reference,
〈Nc〉 = 1 corresponds to Pc = −122 dBm (= 0.64 fW) and 〈Np〉 = 1 corresponds
to Pp = −124.5 dBm for Sample 1a. The corresponding numbers for Sample 2
are Pc = −123.4 dBm and Pp = −126 dBm.

Fig. 4.15B shows the probe phase response, ∆ϕp,1, as a function of probe
frequency for several very weak probe powers (with a control power of Pc = −127
dBm, i.e. 〈Nc〉 ' 0.3). As in Fig. 4.14B, the maximum phase shift occurs at
a probe detuning of δωp/2π ≈ 20 MHz. At this point, we measure ∆ϕp as a
function of 〈Nc〉, with the results shown in Fig. 4.15C. For 〈Nc〉 = 1, we observe
a phase shift of approximately 20 degrees for Sample 2 and 10 degrees for Sample
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Figure 4.14: ∆tp as a function of Pc and ωp for low probe powers, where Ωp � γ10

in Sample 1a. (A) Measured amplitude response, ∆tp,1. (B) Measured phase re-
sponse, ∆ϕp,1. Top panels: as a function of probe frequency and control power.
Bottom panels: horizontal line cuts (dots) and theory curves (solid lines). Brown
arrows show the frequency that maximizes the phase response. The theory curves
are fit simultaneously to extract γ20/2π = 150 MHz along with the control field
coupling. The following other parameters, also used in the calculations, are inde-
pendently measured with single-tone and two-tone spectroscopy: ω10/2π = 7.10
GHz, ω21/2π = 6.38 GHz, Γ10/2π = 74 MHz, γ10/2π = 60 MHz and the probe
field coupling.
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Figure 4.15: Probe phase shift, ∆ϕp, induced by a weak control pulse. Solid
curves are theoretical fits to the data, according to Appendix F. The fitting param-
eters for each Sample are γ20 and the control field coupling. Other parameters
are measured independently through spectroscopy. All parameters are listed in
Table 4.2. (A) The control pulse induces a phase shift, ∆ϕp, of the continuous
probe in the time domain. The length of the pulse is 1 µs for Sample 1a and 7 µs
for Sample 2. (B) ∆ϕp as a function of ωp for three different probe powers and
〈Nc〉 ' 0.3, for Sample 1a. Note that here the |0〉 ↔ |1〉 transition is 7.26 GHz
(due to a different external magnetic flux, Φ). (C) ∆ϕp as a function of 〈Nc〉 for
a weak probe at a probe frequency that maximizes the probe phase shift. Each
data point is an average over 2 million control pulses. An average phase shift of
10 degrees per control photon is observed in Sample 1a, and 20 degrees per con-
trol photon in Sample 2. (D) |rp,2| and |rc,2| as a function of 〈Nc〉. The dashed
blue line indicates |rc,2| = 0.9. Extensive measurements of rp,2 are presented in
Fig. 4.8.
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- Spectroscopic Kerr
Sample EJ/h EC/h ω10/2π ω21/2π Γ10/2π Γφ,10/2π γ20/2π

1a 13.1 0.59 7.26 6.54 0.074 0.020 0.160
2 11.99 0.42 5.916 5.50 0.063 0.015 0.093

- Derived
Sample Γ21/2π γ10/2π EJ/EC δωp/2π |∆ϕp/ 〈Nc〉 |

1a 0.148 0.057 22.2 0.02 10o

2 0.126 0.047 28.5 0.009 20o

Table 4.2: Parameters for Sample 1a, 2. The first six parameters, labelled “Spec-
troscopic”, are determined from single-tone and two-tone spectroscopy. The pa-
rameter γ20 is extracted from fitting the Kerr data in Fig. 4.15. These 7 parameters
are used to derive the remaining quantities. All dimensional quantities are in GHz.
Note that some parameters for Sample 1a are different than in Fig. 4.14 because
the device was operated at a different flux bias.

1a 1.
To further characterize the response of Sample 2, Fig. 4.15D shows the cor-

responding magnitudes |rp,2| and |rc,2| as a function of 〈Nc〉. The dependence of
|rp,2| and |rc,2| on 〈Nc〉 can be understood in terms of dephasing. In Fig. 4.15D,
for a fixed δωp/2π ≈ 9 MHz, the low control-power limit of |rp,2| ≈ 0.4 is de-
termined by Γφ,10 and Γ10, inferred by Eq. (2.80). As 〈Nc〉 increases, we see that
|rp,2| decreases. This effect is due to the power broadening of the linewidth of
state |1〉 induced by the control tone, which effectively increases the dephasing
rate. Therefore, with phase-sensitive detection, the coherent signal |rp,2| becomes
weaker as 〈Nc〉 increases. We also see |rc,2| ∼ 0.90 is relatively constant, though
it increases to unity as the transition saturates at high power, Ωc � γ21. With a
weak probe, Ωp � γ10, there is a low probability of the atom being in the first
excited state. As a result, the probability of the atom scattering a control photon
is very low, and the dephasing is small. Note that the reduction of |rp,2| in Fig.
4.15D is not due to dissipation but instead due to a loss of phase coherence in the
signal. Indeed, both 〈Nc〉 and 〈Np〉 are conserved, which has been confirmed in
Fig. 4.3.

We have demonstrated a Kerr medium working in the semiclassical regime

1We comment that there is a systematic uncertainty, of order 20%, in the calibration of 〈Nc〉
for Sample 1a in Fig. 4.15C. For small probe and control powers, the parameters γ20 and Ωc

cannot be determined independently with high precision. At high control powers, the resolved
Autler-Townes splitting enables an independent calibration of Ωc. This high-power calibration
was unfortunately not repeated for Sample 1a for the flux-bias point in Fig. 4.15. It was, however,
done for Sample 2.
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(see the Hamiltonian in Eq. (2.81)), showing good performance and good agree-
ment with theory. Cross-Kerr media have long been proposed for quantum appli-
cations such as the QND measurement of photon number [117]. Therefore, it is
interesting to estimate what the performance of the device would be in this appli-
cation. To achieve QND photon counting, the phase shift of the probe produced
by a single photon in the control mode (i.e. the signal) must be resolved above the
probe phase noise, that is, the signal-to-noise ratio (SNR) should be greater than
1. Following the approach of Ref. [92], we calculate the optimum SNR using the
parameters of Sample 2. We consider also whether the performance is enhanced
by exchanging the role of probe and control. In fact, we find this arrangement
(ωp ≈ ω21 and ωc ≈ ω10) to be best, giving a SNR of 0.38 measuring a single-
photon Fock state and assuming the only noise is vacuum noise. (With the probe
and control as in Fig. 4.15A, the SNR is about a factor of 2 lower.) However, as
discussed in Chapter 2.4.3, due to a subtle interplay between transmon saturation
and vacuum noise, the probe phase noise for a single transmon always dominates
the cross-Kerr induced phase shift, and it is found that SNR . 0.6 under very gen-
eral assumptions (see Fig. 2.21). Thus, our device is quite close to the theoretical
optimum for cross-Kerr phase shifts. It, therefore, potentially offers an important
platform on which to test proposals for cross-Kerr based protocols.

In conclusion, we have investigated the nonlinear interaction between two mi-
crowave fields at the single-photon level induced by a three-level superconducting
transmon. In particular, we observed an average cross-Kerr phase shift of 20
degrees per photon between two coherent microwave fields. Compared to cavity-
based systems [118], this system has the advantage of being tunable in-situ over a
wide range of frequencies. Such giant Kerr phase shifts may find applications in
quantum information applications.



Chapter 5

Conclusion and Future Work

In this thesis, we have investigated both fundamental and applied aspects of how
propagating microwave photons interact with an artificial atom in the form of a
superconducting transmon qubit.

A three-level artificial atom, a superconducting transmon type qubit, in a 1D
open space was designed and fabricated. We investigated the following quantum-
optical effects. We observed extinction of up to 99% of the forward propagating
microwave power and measured the elastic and inelastic scattering by the artificial
atom. We observed the strong nonlinearity of this artificial atom. By applying
a strong driving tone, we observed the Mollow Triplet. By applying a second
control tone, we observed Autler-Townes splitting and the giant cross-Kerr effect.

We further developed the following key elements for controlling and creating
propagating photons based on the observed quantum-optical effects. By using
the Autler-Townes splitting, we demonstrated a single-photon router, which can
route quantum information on nanosecond timescales with 91% efficiency and
the possibility of multiple outputs. By utilizing the strong nonlinearity of this
artificial atom, we demonstrated a photon-number filter, which can generate flying
microwave photons. Using the cross-Kerr effect, we demonstrated strong photon-
photon interaction at the single-photon level.

Future work

There is a lot of interesting future work to be done with our system. We will il-
lustrate some ideas in this section. From the application point of view, tunable
coupling is very beneficial for a quantum network. For example, we want to gen-
erate quantum information (photons) at a adjustable rate. Fig. 5.1A shows the
microsgraph of a tunable-coupling qubit embedded in a 1D open transmission
line. The tunable-coupling qubit is two strongly coupled transmons [119, 120].
The tunability is achieved by tuning on resonance or off-resonance with these two
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A)

B)

Flux line Flux line

Figure 5.1: Micrograph of tunable-coupling samples. A) Tunable-coupling qubit
coupled to an open transmission line. The dc current which passes through the
on-chip flux line is used to tune the dipole moment of the tunable-coupling qubit.
B) Atom in front of a mirror. The relaxation rate of the atom can be tuned by the
transition wavelength of the atom.

transmons by on-chip flux lines. This creates either cancellation or enhancement
of the dipole moment of the coupled atoms [119, 120]. We can also embed the
tunable coupling qubit at the end of a transmission line. This would be a bet-
ter scheme for a single photon source, since all the field will be emitted in one
direction.

Another approach of tunable coupling is as follows. Instead of tuning the
dipole moment of the atom, we change the EM field structure experienced by the
atom. Fig. 5.1B shows a micrograph of a sample fabricated for that purpose. In
this system, we introduce a perfect mirror, i.e. ground. The relaxation (coupling)
rate of the atom can be tuned by the distance between the mirror (ground) and
the atom [91]. In other words, if the atom stays at the antinode, it experience
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maximum coupling. Whereas, if the atom stays at the node, there is no coupling.
Or equivalently, the coupling can be tuned by the transition wavelength of the
atom (effective distance) by flux through the SQUID loop.

Entanglement is also a unique resource in quantum applications. We can cre-
ate entangled atoms in the following scheme. In Fig. 5.2A, we see a transmission
line terminated with a tunable boundary condition (SQUID) [41]. We can also
embed two atoms in the system. As shown in ref [37], two-mode squeezed pairs
of photons will be generated by moving the boundary condition very fast using
the flux pumping line, the so-called dynamical Casimir effect. If these two en-
tangled photons are on resonance with the two artificial atoms, respectively, these
two atoms become entangled. In addition, with the same sample, we can also in-
vestigate the influence of the atom driven by a coherent squeezed vacuum [121].
This state can be generated by pumping the SQUID.

As I have shown in my thesis, a two-level atom acts as a mirror for a weak
resonant field. We can embed two atoms at a distance of half the transition wave-
length, as shown in Fig. 5.2B. With a weak resonance field, the two atoms form
a cavity. We can probe the cavity with the probe line, which is coupled to the
transmission line at the antinode.

In Fig. 5.2C, by fabricating a periodic array of atoms in the 1D waveguide, we
expect to see photonic band gap structures [122].

In addition, we can investigate an atom in an open waveguide coupled to other
degree of freedom, such as surface acoustic waves. In this scheme, we can couple
the superconducting atom with propagating phonons, as proposed in [123]. It
creates a new platform to investigate and engineer phonons in the quantum regime.

Finally, the development of a hybrid quantum network in Fig. 1.5 would com-
bine both advantages of superconducting circuits and optical photons. The early
stages of an optical-microwave interface have been demonstrated [124, 125, 126,
127].
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A)

B)

C)
.........

Figure 5.2: Proposed future work in quantum optics with propagating mi-
crowaves. A) Dynamical Casimir sample with two superconducting atoms. The
green curve represent the fast flux pumping line terminated with a 50 ohm resistor.
The purple microwave represents the pump tone. B) The two atoms coupled to
the same open transmission line with a separation of half a wavelength. With a
weak probe, the two atoms form a cavity. The probe line is coupled to the trans-
mission line at the antinode of the atomic cavity. C) Periodic array of atoms in a
1D waveguide, each atom separated by a distance l.
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Appendix A

Symbols & Abbreviations
Abbreviations
QC Quantum Computer
SC Superconductivity
TL Transmission line
CW Continous wave
EIT Electromagnetically Induced Transparency
ATS Autler-Townes Splitting
HWHM Half-width-at-half maximum
AWG Arbitrary waveform generator
EM Electromagnetic
1D/3D One dimension/Three dimensions
CPW Coplanar waveguide
TEM Transverse Electromagnetic
RBW Resolution bandwidth
BW Bandwidth
LNA Low noise amplifier
SQUID Superconducting quantum interference device
PCB Printed circuit board
SCB Single-Cooper-pair box
QED Quantum electrodynamics
QND Quantum nondemolition
MW Microwave
RF Radio frequency
SNR Signal-to-noise ratio
Nf Noise factor
RWA Rotating wave approximation
Al, Au Aluminum, gold
IVC Inner vacuum chamber
GZ Gardiner Zoller, Quantum Noise [84]
dc Direct current
ac Alternating current
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Constants
e Electron charge
~ Planck constant
kB Boltzmann constant
c Velocity of the light in vacuum
Φ0 Magnetic flux quantum (h/2e)
Rk Quantum resistance (h/e2)
a0 Bohr radius

Artificial Atom
|0〉 , |1〉 , |2〉 Ground state, first and second excited state
Em Energy of level m
ωij Resonance frequency of the i-j transition
ωp, ωc, ωpump Probe frequency, control frequency and Pump frequency
δωp, δωc Probe, control detuning (δωp = ωp − ωij , δωc = ωc − ωjk)
Γij,Γφ,ij Relaxation rate, pure dephasing rate of the i-j transition
Γl Loss rate
γij Decoherence rate of the i-j transition
Ωp,Ωc Rabi frequency of probe field and control field
d Electric dipole moment
εm Charge dispersion
αn, αr Anharmonicity, where αr = αn/E10

Rn Resistance of transmon test structure
P, ζ Polarization and polarizability

General qubit
T1, T2 Relaxation time, decoherence time
Γ1,Γ2 Relaxation rate, decoherence rate
Γ+,Γ− Absorption rate, emission rate
ωx, ωy, ωz Rotation frequency around x,y,z axis of the Bloch sphere
σx, σy, σz Pauli spin matrices
σ+, σ− Qubit raising and lowering operator
|Ψ〉 Wave function
I, ρ Identity matrix and density matrix
ρij The i-j element of the density matrix
µ01 Magnetic dipole moment
θ Angles of state relative to z axis of the Bloch sphere
ϕ Angles of state on x-y plane of the Bloch sphere
ui A vector on or inside the Bloch sphere. 〈σi〉 = ui
R Operation on states
S⊥(ωz) Spectral density perpendicular to the z axis
Sz(ω ' 0) Spectral density along the z axis
Θ Thermal equilibrium temperature
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SC circuit
Ec, EJ , EL Charging energy, Josephson energy and inductive energy
Ech, EQ Electrostatic energy, Cooper-pair charging energy(4Ec)
C,L, Z Capacitance,inductance and characteristics impedance
Cc, Cg Coupling capacitance and gate capacitance
CΣ, β Total capacitance and coupling coefficient (Cc/CΣ)
CJ , Cs, CJS Junction capacitance, shunt capacitance and their sum
C0, L0 Capacitance, inductance per unit length
G0, R0 Shunt conductance, series resistance per unit length
Z0 Characteristic impedance of TL (50 Ω)
Zatom Impedance of the artificial atom (classical circuit)
Ls SQUID inductance

Circuit analysis
H,H ,L Classical/Quantum Hamiltonian and Lagrangian
n̂ Number operator for Cooper pairs
Vg, ng Gate voltage and normalized gate charge
Q,Φ,Φext Charge, magnetic flux, applied external flux
φ, p Generalized phase, generalized charge
τRC Characteristics time constant of the SCB-TL circuit
Vµω MW voltage drive
A,A′ MW amplitude and normalized MW amplitude
φ
in/out
R/L Generalized phase input (output) from the Right (Left)
V +, I+ Voltage/current wave in forward direction
V −, I− Voltage/current wave in backward direction
ϑ Phase of reflection coefficient
Vin, VR, VT Incident, reflected and transmitted voltage field
t, r Complex transmission and reflection coefficient
r0 Maximum reflection of atom in open transmission line
tp,i, rp,i t or r of the probe field for Sample i
tc,i, rc,i t or r of the control field for Sample i
ϕp,i Probe phase for Sample i
∆ϕp,i Probe phase shift for Sample i
T,R Transmittance, reflectance
Tp,i, Rp,i Transmittance or reflectance of the probe for Sample i
Rb Background reflection in power
Pp, Pc Incident power of probe and control field
PN Noise power
〈Np〉 Average number of probe photons per relaxation time
〈Nc〉 Average number of control photons per relaxation time
K Kerr coefficient
v Velocity of the waves in the TL
ξ Propagation constant in the TL
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SC
Ic Critical current
B Magnetic flux density
∆s Superconducting gap energy
Λ Parameter describing the asymmetry of the SQUID

Others
a†, a Creation and annihilation operator
|α〉, α Coherent state and its amplitude
|βT 〉 Thermal state
|N〉 Photon number state N
〈N〉 Average photon number
P (N) Probability of photon number state N
g(2) Second order correlation function
τ Delay time between two paths
g Qubit-photon coupling strength
U Potential energy
m Mass of a particle
ωm Mechanical resonance frequency
x, pm Position and momentum of a particle
TN Noise temperature
Tm Measurement time
Gi Gain of amplifier i
F †i , Fi Creation and annihilation noise operator of amplifier i
b†i , bi Creation and annihilation operator after amplifier i
εr Relative dielectric constant
W Width of pulse
kc, kp Coupling constant, Ωi = ki × 10Pi/20, where Pi is given in dBm
kn Number of emission channels for the transmon



Appendix B

Three-level Rotating-Wave Approximation
This section follows the derivation in reference [128]. The Hamiltonian of a three-
level atom can be written as

Hatom =

E0 0 0
0 E1 0
0 0 E2

 . (1)

The probe field with angular frequency ωp and amplitude Ap couples to the 0-1
transition with the dipole moment d01. In addition, the control field with angu-
lar frequency ωc and amplitude Ac couples to the 1-2 transition with the dipole
moment d12. The coupling Hamiltonian can be written as,

Hdrive = Apcosωpt

 0 d01 0
d10 0 0
0 0 0

+ Accosωct

0 0 0
0 0 d12

0 d21 0

 , (2)

where ~ω10 = E1 − E0 and ~ω21 = E2 − E1. The total Hamiltonian is then

H = Hatom +Hdrive. (3)

The time evolution of the state vector Ψ obeys

HΨ = i~∂tΨ, (4)

where Ψ = c0 |0〉+ c1 |1〉+ c2 |2〉. We can rewrite this expression in the following
form, H00 H01 H02

H10 H11 H12

H20 H21 H22

c0

c1

c2

 = i~

∂tc0

∂tc1

∂tc2

 ; (5)

i~∂tc0 = H00c0 +H01c1 +H02c2; (6)

i~∂tc1 = H10c0 +H11c1 +H12c2; (7)

96
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i~∂tc2 = H20c0 +H21c1 +H22c2. (8)

Considering the time dependent transformation, we have

c̃i = eiφi(t)ci, (9)

where i = 0, 1, 2. The state vector becomes

Ψ̃ = c̃0 |0〉+ c̃1 |1〉+ c̃2 |2〉 , (10)

which are the solutions of
H̃Ψ̃ = i~∂tΨ̃. (11)

From Eq. (9), Eq. (6), we have

i~∂tc̃0 = i~eiφ0∂tc0 − ~∂tφ0c0e
iφ0 (12)

= (H00 − ~∂tφ0)c̃0 +H01e
i(φ0−φ1)c̃1 +H02e

i(φ0−φ2)c̃2 (13)

H̃00 = H00 − ~∂tφ0; H̃01 = H01e
i(φ0−φ1); H̃02 = H02e

i(φ0−φ2). (14)

Using the same procedure for c̃1 and c̃2, we get

H̃10 = H10e
i(φ1−φ0); H̃11 = H11 − ~∂tφ1; H̃12 = H12e

i(φ1−φ2); (15)

H̃20 = H20e
i(φ2−φ0); H̃21 = H21e

i(φ2−φ1); H̃22 = H22 − ~∂tφ2. (16)

We can rewrite (14), (15), (16) in the matrix form,

H̃ =

H00 − ~∂tφ0 H01e
iφ01 H02e

iφ02

H10e
iφ10 H11 − ~∂tφ1 H12e

iφ12

H20e
iφ20 H21e

iφ21 H22 − ~∂tφ2

 , (17)

where eiφkj = ei(φk−φj), k, j = 0, 1, 2. We choose φ0 = E0t/~, φ1 = (E0/~ +
ωp)t, φ2 = (E0/~ + ωc + ωp)t. From Eq. (14), (15) and (16), we then have,

H̃00 = E0 − E0 = 0; (18)

H̃01 = Apcosωptd01e
−iωpt =

1

2
Apd10(1 + e−2iωpt); (19)

H̃02 = H̃20 = 0; (20)

H̃11 = E1 − (E0 + ~ωp) = ~(ω10 − ωp); (21)

H̃12 =
1

2
Apd12(1 + e−2iωpt); (22)



H̃22 = ~(ω10 + ω21)− ~(ωp + ωc). (23)

Next, we define the two Rabi frequencies for the transitions,

~Ωp = −Apd10; ~Ωc = −Acd12, (24)

and the detunings,

δωp = ωp − ω10; δωc = ωc − ω21.

From Eq. (18) to Eq. (23), we can derive

H̃ = −~
2

 0 Ωp 0
Ωp 2δωp Ωc

0 Ωc 2(δωp + δωc)

− ~
2

 0 Ωpe
−2iωpt 0

Ωpe
2iωpt 0 Ωce

−2iωct

0 Ωce
2iωct 0

 .

Finally, we make the rotating wave approximation, where we ignore fast ro-
tating terms containing 2ωp and 2ωc. This means that the second term can be
neglected, since it only contains these high frequency components. Thus we get
the following Hamiltonian

H̃ = −~
2

 0 Ωp 0
Ωp 2δωp Ωc

0 Ωc 2(δωp + δωc)

 . (25)



Appendix C

Deviation of t and r in Section 2.3.2
This appendix follows reference [83] in append paper V. We start by writing down
the Lagrangian and Hamiltonian of SCB LSCB, HSCB in terms of the generalized
velocities φ̇0, φ̇J , and the generalized position φ0, φJ ,

LSCB =
1

2
Cc(φ̇0 − φ̇J)2 + Ccφ̇J

2
+ EJ cos

(
2e

~
φJ

)
; (26)

HSCB =
1

2
Cc(φ̇0 − φ̇J)2 + Ccφ̇J

2 − EJ cos

(
2e

~
φJ

)
. (27)

The generalized momentum represents the charge and is given by the derivative
of the LSCB in Eq. (26), with respect to the corresponding generalized velocities,
we have the following relations,

p0 =
∂LSCB

∂φ̇0

= Cc

(
φ̇0 − φ̇J

)
; pJ =

∂LSCB

∂φ̇J
= (Cc + CJ) φ̇J − Ccφ̇0. (28)

To get the SCB Hamiltonian in terms of charge p, we need to write φ̇0 and φ̇J in
terms of pJ and p0. From (28), we have

φ̇0 =
pJ + p0

CJ
+
p0

Cc
; φ̇J =

pJ + p0

CJ
. (29)

If we substitute Eq. (29) into Eq. (27), we have

HSCB =
p2

0

2Cc
+

(pJ + p0)2

2CJ
− EJ cos

(
2e

~
φJ

)
. (30)

The total Hamiltonian of the system (Fig. 2.12A) is the sum of the Hamiltonian of
the transmission line and SCB in Eq. (30),

H =

∫
x6=0

dx

(
p(x, t)2

2C0

+
1

2L0

(
∂φ(x, t)

∂x
)2

)
+HSCB. (31)
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At x = 0, the total left (right) phase is the sum of left (right) input phase and left
(right) output phase, we can write it in the following way,

φ(0) = φinL + φoutL = φinR + φoutR . (32)

From the expressions in Eq. (32) and by introducing a DC voltage bias to the
microwave field, we can rewrite φ0 = VDCt+ (φin + φout)/2. This leads to

∂tφ0 = VDC + ∂t(φ
in + φout)/2. (33)

From Eq. (28), (29) and Eq. (33), we can rewrite

p0 =
CcCJ
Cc + CJ

[
VDC + ∂t(φ

in + φout)/2
]
− pJ

Cc
Cc + CJ

. (34)

From Eq. (29) and Eq. (34), we have

∂tφJ =
pJ + Cc [VDC + ∂t(φ

in + φout)/2]

Cc + CJ
. (35)

With the Hamiltonian in Eq. (31), we get the corresponding Lagrangian L . The
equation of motion therefore becomes,

ṗJ = −∂L
∂φJ

= −EJ
2e

~
sin

(
2e

~
φJ

)
; (36)

ṗ0 = −∂L
∂φ0

;
∂p0

∂t
=

1

L0

(
∂xφ(0+)− ∂xφ(0−)

)
= Iin − Iout. (37)

Since the current is voltage divided by the impedance and the voltage is the time
derivative of the phase, from Eq. (37), we have

∂p0

∂t
=
∂t(φ

in − φout)
Z0

, (38)

which can be rewritten as,

∂tφ
out = ∂tφ

in − Z0∂tp0. (39)

If we put (34) into (39), the output/input field equation becomes,

∂tφ
out = ∂tφ

in + Z0∂tpJ
Cc

Cc + CJ
− CcCJZ0

2(Cc + CJ)

[
∂2
t (φ

in + φout)
]
. (40)

We define the characteristic time constant,

τRC =
CcCJZ0

2(Cc + CJ)
. (41)
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Then, Eq. (40) becomes

∂tφ
out = ∂t(φ

in + 2pJ
τRC
CJ

)− τRC
[
∂2
t (φ

in + φout)
]
. (42)

Eq. (42) can be recognized as a recursive equation for ∂t(φin + φout). By adding
∂tφ

in in both sides, and recursively filling in ∂t(φin + φout) at the end, a series
expansion is obtained,

∂t(φ
in + φout)

2
= (∂t − τ 2

RC∂
2
t + .........)(φin + pJ

τRC
CJ

). (43)

For Z0 '50 Ω, Cc ∼ CJ ∼ 25 fF, we find 1/τRC ∼1 THz, around 20 times higher
than the relevant frequency of φin and pJ , which is set by the qubit frequency
2π×7.5 GHz∼50 GHz. For our current sample, we can limit ourselves to the low-
est order approximation and ignore the higher orders, Eq. (42) becomes

φout = φin + 2pJ
τRC
CJ

. (44)

Substituting Eq. (44) into Eq. (35), we have

∂tφJ =
CcVDC + pJ
Cc + CJ

+
CcτRC

CJ(CJ + Cc)
∂tpJ +

Cc
Cc + CJ

∂tφ
in(t). (45)

From Eq. (29), we get

p0 =
Cc(CJV0 − pJ)

Cc + CJ
, (46)

where V0 = φ̇0. Puting Eq. (46) into Eq. (30), we get

HSCB =
(CcV0 + pJ)2

2(Cc + CJ)
− EJ cos

(
2e

~
φJ

)
. (47)

In summary, we get three important equations/Hamiltonian, from Eq. (44), (45),
(47),

∂tφJ =
CcVDC + pJ
Cc + CJ

+
CcτRC

CJ(CJ + Cc)
∂tpJ +

Cc
Cc + CJ

∂tφ
in(t); (48)

φout = φin + 2pJ
τRC
CJ

; φoutR/L = φinL/R + pJ
τRC
CJ

, (49)

HSCB =
(CcV0 + pJ)2

2(Cc + CJ)
− EJ cos

(
2e

~
φJ

)
. (50)

Eq. (48) relates the time derivative of Josephson junction phase in terms of circuit
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parameters, the time derivative of Josephson junction charge and time derivative
of input field. Eq. (49) relates the output field in terms of input fields, Josephson
junction charge and circuit parameters. Eq. (50) is the simplified Hamiltonian of
SCB. In two level approximation, electrostatic energy is the σz, while the Joseph-
son energy is the σx. Therefore, we have

Hsys =
1

2
~ω10σz; (51)

pJ = −eσx. (52)

From (52) and (49), we have

φoutR/L = φinL/R − e 〈σx〉
τRC
CJ

. (53)

The 〈σx〉 is derived from the separate subsection. From Eq. (78), we have

〈σx〉 = −2A′γ10 [cosωpt+ (δωp/γ10) sinωpt]

γ2
10 + δω2

p + 2A′2
, (54)

where ωp is the probe frequency, δωp = ωp − ω10 is the detuning between probe
and 0-1 transition, γ10 is the decoherence rate and A′ is the normalized drive
amplitude. Substituting (54) into (53), this leads to

φoutR/L = φinL/R +
A [cosωpt+ (δωp/γ10) sinωpt]

1 + δω2
p/γ

2
10 + 2A′2/γ2

10

, (55)

where
A =

2eτRC
γ10CJ

A′, (56)

A is the drive amplitude, see the subsection below. Taking the time derivative of
(55), and substituting ∂tφoutR/L = V out

R/L, ∂tφinR/L = V in
R/L, Eq. (55) becomes,

V out
R = V in

L +
Vd [− sinωpt+ (δωp/γ10) cosωpt]

1 + δω2
p/γ

2
10 + 2A′2/γ2

10

, (57)

where Vp = Aωp = V in
L is the input voltage drive from the left. Back to the deriva-

tion in subsection below, we consider sine part as the input wave, so the sine part
can be defined as in phase, and the cosine part is defined as the quadrature signal.
The voltage transmission coefficient t can then be expressed in the following way,

V out

V in
≡ t = 1− 1− i(δωp/γ10)

1 + δω2
p/γ

2
10 + Ω2

p/γ
2
10

. (58)



103

We also get the reflection coefficient r,

r = − 1− i(δωp/γ10)

1 + δω2
p/γ

2
10 + Ω2

p/γ
2
10

, (59)

where

Ωp =
√

2A′ =

√
2eCc

2~(Cc + CJ)
Vp; (60)

γ10 =
e2ω10C

2
cZ0

2~(Cc + CJ)2
=

Γ10

2
, (61)

where Γ10 and γ10 are the 0-1 relaxation rate and 0-1 decoherence rate of the atom,
respectively. Ωp is the Rabi frequency.

Derivation of 〈σx〉

Here we follow the derivation [83] in append paper V. Our approach includes the
following steps.

1. Apply the Gardiner Zoller notation [84].
2. Derive the master equations.
3. Find the solution for the density matrix in the steady state.
4. Compute 〈σx〉.

In Gardiner Zoller [84], they consider that a general system with Hamiltonian
Hsys, interacts with a one dimensional electromagnetic field,A(t), under influence
of a heat bath, which consists of an assembly of harmonics oscillator. The input
field and the output field denote as, Ain(t) and Aout(t), respectively. Y and X are
the operator of the system that interact with the heat bath. The following section
shows Eqs. (48), (49), (50) are equivalent to the Gardiner Zoller Notation [84],
GZ in short. We identify the definition of each parameters in [84] corresponding
to our system:

Y = φJ ;X = −pJ ;HSCB = Hsys, (62)

Ain(t) =

√
C0

2
φin(t);Aout(t) =

√
C0

2
φout(t). (63)

From GZ (3.2.25), we have the equation of motion for the system operator Y ,

Ẏ =
i

~
[Hsys, Y ] +

i

2~
[γẊ − 2

√
γcȦin(t), [X, Y ]]+, (64)

where c is the velocity of light and γ is the damping rate. Substituting the no-
tation above, together using the following commutation relations, [φJ , pJ ] = i~,
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[X, Y ] = i~, we have

[
(CcVDC + pJ)2

2(Cc + CJ)
, φJ ] = −2i~

(CcVDC + pJ)

Cc + CJ
. (65)

We use the Hamiltonian Eq. (50) and we substitute Eq. (62), Eq. (63) and Eq. (65)
into Eq. (64), we get

∂tφJ =
pJ + CcVDC
Cc + CJ

+ γ∂tpJ +
√

2γcC0∂tφ
in(t). (66)

If we identify,

γ =
Cc

Cc + CJ

τRC
CJ

=
Z0

2

C2
c

(Cc + CJ)2
,

this leads to

√
2γcC0 =

Cc
Cc + CJ

√
Z0

1√
L0C0

C0 =
Cc

Cc + CJ
.

We recover Eq. (48) from Eq. (66). From GZ (3.2.27), we have

Aout(t) = Ain(t)−
√
γ

c
X(t).

We substitute this into our identification Eq. (62), (63),

√
C0

2
φout(t) =

√
C0

2
φin(t) +

√√√√ C2
cZ0

2(Cc+CJ )2

1√
L0C0

pJ ;

φout = φin + 2pJ
τRC
CJ

. (68)

Thus we recover Eq. (49). As I have shown, in Eq. (66) and Eq. (68), making
the substitution above Eq. (62), (63), we can map our system onto the system
with Hamiltonian Hsys, interacts with a one dimensional electromagnetic field,
A(t), under influence of a heat bath, which consists of an assembly of harmonics
oscillator, discussed in GZ [84].

In our system, we follow the quantum optical case in GZ, page 85. A simpli-
fied quantum Langevin equation can be written as,

ρ̇(t) = − i
~

[Hsys, ρ]



105

−1

~
∑
m

(
γmωm

[
ρX+

m −X−mρ,X
])

+
i

~
√

2γmcC0∂tΦp[X, ρ],

where ρ is the density matrix of the system. And note that we decomposed the X
operator into eigen-operators of Hsys, that is X+ +X− = X , where [Hsys, X

±
m] =

±~ωmX±m. The first term contains the qubit system, the second term contains the
relaxation and the third term contains the driving field. This master equation can
be solved in a specific case, say, we consider a two level system, m=1, driven by
the sine voltage wave

V = ∂tΦp = (Aωp) sinωpt,

where Vp = Aωp. In two-level approximation, we have

Hsys =
1

2
~ω10σz;

X+ +X− = X = −pJ = eσx = e
(
σ+ + σ−

)
.

Here, we assume the SCB limit, where electrostatic energy is in the σz direction,
while the Josephson energy is in the σx direction. Thus, we can arrive to the
next master equation associated to the quantum Langevin equation of the SCB
transmission line system:

ρ̇(t) = −iω10

2
(σzρ− ρσz)

+
e2γω10

~
(
2σ−ρσ+ − ρσ+σ− − σ+σ−ρ+ σ−ρσ− + σ+ρσ+

)
+
ieωp
√

2γcC0

~
A sin(ωpt)

(
σ+ρ− ρσ+ + σ−ρ− ρσ−

)
.

For small damping and small drive amplitude, ω10 � γ,A, we can perform the
RWA, leading to the following master equation,

ρ̇(t) = −iω10

2
(σzρ− ρσz)

+
e2γω10

~
(
2σ−ρσ+ − ρσ+σ− − σ+σ−ρ

)
+
eωp
√

2γcC0

2~
A
(
e−iωpt(ρσ+ − σ+ρ) + eiωpt(σ−ρ− ρσ−)

)
.

We define the relaxation rate Γ10 and the normalized drive amplitude A′

γ10 =
e2γω10

~
;



A
′
=
eωp
2~

A
√

2γcC0 =
CJγ10

2eτRC
A.

Then, the above expressions becomes,

(
∂tρ00 ∂tρ01

∂tρ10 ∂tρ11

)
= iω10

(
0 −ρ01

ρ10 0

)
+ γ10

(
−2ρ00 −ρ01

−ρ10 2ρ00

)
+A′e−iωpt

(
−ρ10 ρ00 − ρ11

0 ρ10

)
+ A′eiωpt

(
−ρ01 0

ρ00 − ρ11 ρ01

)
.

We introduce the following new variables to solve the equations,

S+ = ρ01e
iωpt;S− = ρ10e

−iωpt, Sz = ρ00 − ρ11. (69)

For the steady state, we have
∂tρij = 0, (70)

where i, j = 0, 1. Using the normalization requirement, ρ00 +ρ11 = 1 , the master
equation becomes,

A′Sz − [γ10 − i(ωp − ω10)]S+ = 0; (71)

A′Sz − [γ10 + i(ωp − ω10)]S− = 0; (72)

γ10(1 + Sz) + A′(S+ + S−) = 0. (73)

We define δωp = ωp − ω10 and solve these three equations. We get

S+ = − A′(γ10 + iδωp)

γ2
10 + δω2

p + 2A′2
; (74)

S− = − A′(γ10 − iδωp)
γ2

10 + δω2
p + 2A′2

. (75)

Recalling from the definition (69), we finally get the expectation value for σx,

〈σx〉 = Tr(ρσx) = S+e−iωpt + S−eiωpt; (76)

〈σx〉 = cos(ωpt)(S
+ + S−) + i sin(ωpt)(S

− − S+); (77)

〈σx〉 = −2A′γ10 [cosωpt+ (δωp/γ10) sinωpt]

γ2
10 + δω2

p + 2A′2
. (78)



Appendix D

g(2) measurements using linear amplifiers
This section follows the notes from Tauno Palomaki, who did the derivation. Fig. 3
shows the notations in this section. The quadratures of the field and the power after
amplifier i are given by

Ii =
1

2
(bi + b†i ); Qi =

1

2i
(bi − b†i ); (79)

〈Pi〉 = (〈Ii〉2 + 〈Qi〉2) =
〈
b†ibi + 1/2

〉
. (80)

We can express the output operators in terms of the input state and a noise
operator:

b =
√
Ga+ F ; b† =

√
Ga† + F †. (81)

Since the noise and the signal are not correlated, we have

〈F 〉 = 〈Fa〉 =
〈
Fa†

〉
= [F, a] = [F, a†] = 0. (82)

The power output from a single amplifier gives,

〈P 〉 =
〈

(
√
Ga† + F †)(

√
Ga+ F ) + 1/2

〉
. (83)

Removing terms that average to zero since they are uncorrelated, this leads to

〈P 〉 =
〈
Ga†a+ F †F + 1/2

〉
. (84)

We can measure the covariance of two powers,

〈∆Pi∆Pj〉 = 〈PiPj〉 − 〈Pi〉 〈Pj〉 . (85)
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a1a2

a3a4

b1b2

P1P2

G1G2F2 F1

50Ω

Figure 3: Pi(j) is the power out of amplifier i(j). bi(j) is the annihilation operator
after the i(j) amplifier. Fi(j) is the amplifier noise operator for i(j). a3, a4 are the
annihilation operators after the beam splitter and before the amplifiers. Gi(j) is
the gain for amplifier i(j). a1 is the annihilation operator from the signal port of
the beam splitter. a2 is the annihilation operator from the vacuum port (50 Ω) of
the beam splitter.

〈∆Pi∆Pj〉 = [
〈

(b†ibi + 1/2)(b†jbj + 1/2)
〉
−
〈
b†ibi + 1/2

〉〈
b†jbj + 1/2

〉
]

= [
〈
b†ibib

†
jbj

〉
−
〈
b†ibi

〉〈
b†jbj

〉
].

This gives us 16 terms minus 16 terms. We know that a3,4 is uncorrelated with
F1,2, F1 is uncorrelated with F2. We can thus remove the following terms:

〈Fa〉 ,
〈
Fa†

〉
,
〈
a†aa†F

〉
,
〈
a†Fa†F

〉
,

and simplify 〈
F †i Fia

†
kak

〉
=
〈
F †i Fi

〉〈
a†kak

〉
.



This leaves

〈∆P1∆P2〉 = G1G2[
〈
a†3a3a

†
4a4

〉
−
〈
a†3a3

〉〈
a†4a4

〉
].

We can normalize the covariance by dividing this expression by the power of
each input:

〈∆P1∆P2〉
[〈P1〉 − 〈P1,N〉][〈P2〉 − 〈P2,N〉]

=
G1G2[

〈
a†3a3a

†
4a4

〉
−
〈
a†3a3

〉〈
a†4a4

〉
]〈

G1a
†
3a3

〉〈
G2a

†
4a4

〉 ,

where
〈Pi,N〉 =

〈
F †i Fi + 1/2

〉
.

The expression becomes,

〈∆P1∆P2〉
[〈P1〉 − 〈P1,N〉][〈P2〉 − 〈P2,N〉]

=

〈
a†3a3a

†
4a4

〉
〈
a†3a3

〉〈
a†4a4

〉 − 1.

For a 90o hybrid-coupler (Fig. 4) [81], the expressions for the output fields in
terms of the input fields are the same as a 50/50 beam splitter. The operators can
then be written as,(

a3

a4

)
=

(
r t
t r

)(
a1

a2

)
=

1√
2

(
−i 1
1 −i

)(
a1

a2

)
. (86)

We know that the second input port is vacuum, this leads to〈
a†1a2

〉
=
〈
a†2a2

〉
=
〈
a†2a1

〉
= 0.

For a 50/50 hybrid coupler, we then have〈
a†3a3

〉
=
〈
a†4a4

〉
=
〈
a†1a1

〉
/2.

Using the commutation relations [ai, a
†
j] = δij , we can simplify the following

expression,〈
a†3a3a

†
4a4

〉
=

1

4

〈
(a†1a1 + ia†1a2 − ia†2a1 + a†2a2)(a†1a1 − ia†1a2 + ia†2a1 + a†2a2)

〉
=
〈
a†1a

†
1a1a1

〉
/4.

The second-order correlation function can then be defined as,

g(2) = 1 +
〈∆P1∆P2〉

[〈P1〉 − 〈P1,N〉][〈P2〉 − 〈P2,N〉]
=

〈
a†1a

†
1a1a1

〉
〈
a†1a1

〉〈
a†1a1

〉 .



110

Figure 4: A 90o hybrid-coupler used in the experiment.



Appendix E

Fabrication recipes
Wafer preparation

A 3-inch silicon wafer with native oxide is used to fabricate chips with dimensions
of 5 mm × 5 mm. Before any processing, the wafer has to be cleaned by putting
it inside the ultrasonic bath with S1165 remover at 75 0C for 20 mins. Then, the
wafer is rinsed in a bath of isopropanol (IPA), followed by rinsing with deionized
water (DI). Finally, we dry the wafer using a flow of nitrogen and perform reactive
ion etching using an oxygen ash process with 50W for 30 s.

Photolithography

To do the photolithography, we spin HMDS Primer on the wafer at 3000 rpm and
then baked it on a hotplate at 110 0C for 1 min. LOR3B was spun on the wafer
at 3000 rpm for 1 min, and then it was baked on a hotplate at 200 0C for 5 mins.
We then spin S1813 positive photoresist on top of the LOR3B layer at 3000 rpm
for 2 mins. Then, we bake it on the hotplate at 110 0C for 2 mins. After that, we
use the UV 400 nm mask aligner and an optical mask to expose the resist for 35 s
at an intensity of 6 mW/cm2. Finally, we develop the resist using MF319 for 40 s
and clean it with DI water, drying it with a flow of nitrogen.

Deposition of the gold pads

The following deposition of gold was performed in a high vacuum chamber using
an e-gun evaporator. A 3 nm layer of Ti was served as a sticking layer between the
wafer and gold. Then, 90 nm thick gold was deposited on the top of the Ti layer.
We want to deposit Al on the gold pads later, in order to prevent the gold and the
aluminum from interdiffusing, we also deposit a 10 nm thick layer Pd on of the
top of gold. The multilayers are lifted off using Remover 1165 at a temperature
of 75 0C.
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Pre-dicing on the backside of the wafer

We spin a protective resist layer (S1813) on the top of the wafer (2000 rpm) and
bake it for 2 minutes at 110 0C. This resist layer is used for protection of the gold
structure when the wafer is diced. The thickness of the wafer is 380 um. We pre-
cut the wafer into 5 mm × 5 mm array of chips on the backside, the depth of the
cut is 120µm. This makes it easy to separate the chips at a later stage.

E-beam lithography

The e-beam lithography is done with a two layer resist. We spin PMMA EL10 as
the bottom layer at 500 rpm for 5 s and 3000 rpm for 45 s, and bake it at 175 0C
for 5 minutes. We spin the top e-beam resist Zep 520A disolved 1:1 in anisol, at
2000 rpm for 45 s and bake it with 150 0C for 5 minutes. The transmission line,
part of the ground plane and the transmon are patterned by e-beam lithography
using 10 nA, 70 nA and 1 nA beam currents, respectively. The dose for the resist
is 100 uC/cm2. After exposure (Fig. 3.1, step 1), the top resist was developed
using O-Xylene HPLC 96% for 2 minutes. We then break the wafer into chips
along the precuts on the backside. We develop the bottom layer using IPA mixed
with DI water in 4:1 proportion until an undercut greater than 0.2µm emerges.
The development time typically is around 6 min. This leads to the formation of
suspended bridges, so-called Dolan bridges (Fig. 3.1, step 2). These suspended
resist bridges are used for making Josephson junctions below, which are the main
components of the transmon.

Double angle evaporation of Al

Before evaporation, we perform an oxygen ash with 50 W for 10 s. We then de-
posit a 20 nm thick aluminum layer with an angle of 300 (Fig. 3.1, step 3) on the
chip inside a high vacuum (< 5× 10−7mBar) chamber. Then, we let oxygen into
the vacuum chamber. With an O2 pressure of 0.2 mBar for 20 minutes (Fig. 3.1,
step 4), a few nm aluminum oxide grows on the top of the aluminum. We pump
out the oxygen and evaporate 40nm of Al on the aluminum oxide at an angle of
−300 (Fig. 3.1, step 5). The Josephson junctions are formed with an overlap area
of 0.16×0.1µm2. After this, we use S1165 to remove the resist and the excess Al
film at 750C and rinse in IPA and DI water (Fig. 3.1, step 6). Fig. 3.3 B shows
the actual chip made. The yellow ground plane is the gold pad, while the white
part is Al.



Appendix F

Calculations on Cross-Kerr Effect
Weak probe limit

According to Eq. 2.87, we have

ρ20 = Aρ10 +Bρ21, (87)

where
A =

iΩc

2 [γ20 − i(δωp + δωc)]
;

B = − iΩp

2 [γ20 − i(δωp + δωc)]
.

With a weak probe, where Ωp � γ10, we can approximate ρ22 ' 0, ρ11 ' 0, ρ00 '
1. From Eq. 2.84, we have

ρ10 = Cρ20 +D, (88)

where

C =
iΩc/2

γ10 − iδωp
;

D =
iΩp/2

γ10 − iδωp
.

From Eq. 2.86, we have
ρ21 = Eρ20, (89)

where

E =
Ωp/2

δωp + iγ21

.
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Combining Eq. 87, 88 and 89, we have

ρ10 =
ADC

1− AC −BE
+D. (90)

For a transmon in an open transmission line, according to Eq. (2.92), the com-
plex transmission coefficient for the probe is

tp,1 = 1 + i
Γ10ρ10

Ωp

. (91)

Similarly, for a transmon at end of a transmission line, according to Eq. (2.95),
the complex reflection coefficient for the probe is

rp,2 = 1 + 2i
Γ10ρ10

Ωp

, (92)

The cross-Kerr phase shift is defined as ∆ϕp,i = ϕp,i(Ωc) − ϕp,i(Ωc = 0), where
i = 1, 2, ϕp,1(Ωc) = arg(tp,1), ϕp,2(Ωc) = arg(rp,2). The only assumption in
this section is Ωp � γ10. All the parameters for the theory include: ω10, ω21, γ20,
γ10, Γ10, γ21, kc and kp, where kc and kp are the control and probe field coupling,
defined in Table 1. From the single tone and two tone spectroscopy, we can extract
ω10, ω21, γ10, Γ10 and kp. The theory curve is insensitive to γ21, one can use the
theoretical derived value (see Table 1). In summary, the free fitting parameters are
γ20 and kc.

Fig. 5 shows rp,2 as a function of Pc and ωp for a weak probe. The magnitudes
|rp,2| and phase ∆ϕp,2 response are shown in Fig. 5A and B, respectively.

Fig. 4.15C shows ∆ϕp as a function of 〈Nc〉 for a weak probe at a probe
frequency that maximizes the probe phase shift. Fig. 6B shows the corresponding
magnitude response for Sample 1a.

Control field at Single-Photon Level

In this section we depart from the approximations made above and treat the system
in the regime where the control field is considered to be at the single-photon level,
but the probe field is arbitrary. In this case, we solve the master equation in the
steady state, the ρ10 depends on the full set of physical parameters, ω10, ω21, Ωp,
Ωc, Γφ,ij , γij , Γij , where i, j = 0, 1, 2 and j > i, in total, 13 parameters. Note
that ω10, ω21, Γφ,10, Γ10 can be measured from single-tone, two-tone spectroscopy.
Some parameters can be derived according to Table 1. This leaves γ20, kc and kp
as free parameters which has been fitted to the data in Fig. 4.15B and Fig. 6A.
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Figure 5: rp,2 as a function of Pc and ωp for low probe powers, where Ωp � γ10

in Sample 2. A) |rp,2| for three different values of Pc. B) Corresponding phase
response, ∆ϕp,2. C) |rp,2| as a function of Pc for δωp = 9MHz, indicated by
the arrow in (A). The arrow also indicates the maximal phase shift in (B). D) The
phase response corresponding to the data in C. All the markers are experimental
data. Solid curves are the theory fits based on Eq. 92. The theory curves are fitted
simultaneously to extract the parameters in Table 4.2 Sample 2. Plot C) and D)
are displayed in the units of 〈Nc〉 in Fig. 4.15 C and D, respectively.
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Parameters Expression
γ10 Γ10/2+Γφ,10

Γ21 2Γ10

Γφ,21 Γφ,10

γ21 Γ21/2+Γ20/2+Γ10/2+Γφ,21

Γ20 0
Γφ,20 γ20-Γ20/2-Γ21/2

Ωp kp×10Pp/20

Ωc kc×10Pc/20

Table 1: Expressions for different parameters. The blue, black and red coding
represent measured, derived and fitted parameters, respectively. Note that Pc and
Pp are given in dBm. We consider the main noise source to be flux noise. We have
Γφ,21 'Γφ,10 [66].
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ω P / 2π

Figure 6: Probe response, |t(on)
p,1 |/|t

(off)
p,1 |, induced by a weak control pulse for

Sample 1a. A) Magnitude corresponds to the phase response in Fig. 4.15B,
with the same parameters. B) Magnitude corresponds to the phase response in
Fig. 4.15C, with the same parameters.
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