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Abstract

The past decades have shown an ever-increasing demand for high-rate Internet services,
motivating a great effort to increase the spectral efficiency of optical networks. In gen-
eral, fiber-optic links are non-Gaussian, and in contrast to additive white Gaussian
noise (AWGN) channels, there is no standard framework for quantifying fundamental
limits or designing capacity-approaching coding schemes for such channels. In this
thesis, some steps are taken toward this challenging goal by first developing a channel
model for fiber-optic links and, second, using an information-theoretic design frame-
work to investigate joint design of forward error correction and multilevel modulation,
so-called coded modulation (CM), techniques for these channels.

We extend the signal statistics of highly nonlinear single-polarization fiber-optic
links with negligible dispersion to the polarization-multiplexed case. Taking chro-
matic dispersion into account, we derive an analytical discrete-time model for single-
wavelength, polarization-multiplexed, non-dispersion-managed (non-DM) links. Ac-
cording to this model, for high enough symbol rates, a fiber-optic link can be described
as a linear dispersive channel with AWGN and a complex constant scaling.

We exploit the proposed channel model for highly nonlinear fiber-optic links to de-
vise a new channel-aware multilevel CM scheme based on the minimization of the total
block error rate. We introduce a CM system with an N -dimensional constellation con-
structed from the Cartesian product of N identical one-dimensional constellations. The
multidimensional scheme shows better trade-off between complexity and performance
than a one-dimensional multilevel CM scheme.

By invoking the introduced channel model for the dispersive non-DM links, we
present a four-dimensional CM scheme, which shows a better trade-off between digi-
tal signal processing complexity and transparent reach than existing methods. This
CM scheme together with a probabilistic signal shaping method is used to devise a
rate-adaptive scheme with a single low-density parity-check code. The performance
evaluation of the proposed CM scheme for a single-channel transmission fiber-optic
system justifies the improvement of the system spectral efficiency for a wide range of
transparent reaches, observing more than 1 dB performance gain compared to existing
methods.

Keywords:
Fiber-optic communications, channel model, nonlinear phase noise, low-complexity de-

tector, coded modulation, multidimensional set partitioning, signal statistics.
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Chapter1
Background

Digital communication has obtained a vital role in the infrastructure of modern soci-

ety, from multimedia broadcasting to advanced military communication systems.

The foundation of rapidly growing communications technology, one of the greatest engi-

neering achievements of the twentieth century, was established by Shannon in 1948 [1].
He introduced a mathematical proof that data transmission over a noisy channel is

possible with an arbitrarily chosen low error rate at finite signal power as long as the

transmission rate (coding rate) is not greater than a certain constant, called the ca-

pacity of the channel. Conversely, error-free transmission is impossible if one uses a

transmission rate that exceeds the capacity of the channel, regardless of the exploited

transmission scheme. However, Shannon did not introduce any practical approach to
design such a capacity-achieving channel coding scheme. Since then, tremendous ef-

forts have been devoted to devising such schemes for practical use. Traditional channel

coding schemes, often called forward error correction (FEC), add some parity bits in

order to use them for recovering the information bits after receiving them with some

distortion. This technique reduces the required signal-to-noise ratio (SNR) to attain a

desired bit-error ratio (BER) in a practical data transmission system. The reduction
in the required SNR (or higher sensitivity) comes at the cost of higher computational

digital signal processing (DSP) complexity.

Among different available data transmission systems, fiber-optic communication

systems have introduced significant changes in the telecommunications industry, serv-

ing as a low-loss (0.2 dB/km) transmission medium with a huge bandwidth (larger than
50 THz with the center wavelength at 1.55 µm). These systems were first developed

in the 1970s and have played a major role in the drastic development of information

technology. Optical fibers have extensively replaced copper wire links in data networks,

enabling higher data transmission rates [2, Ch. 1].

The optical signal decays along fiber link and vanishes in the channel noise after a

certain transmission distance (greater than 80 km). Generally, for long links, optical

amplifiers are used to keep the SNR above a certain recoverable level. The main

3



4 Background

Table 1.1: Three generations of FEC schemes in fiber-optic communications
FEC generation

First Second Third

Year 1990s early 2000s 2004–now

Standard ITU-T G.709 [10] ITU-T G.975.1 [11] ITU-T G.975.1

Coding HDD RS
concatenated block and iterative SDD LDPC

convolutional codes and turbo product

Overhead 7% 7-11% 12.5–20%

SNR gain over

6 dB 7.5 dB 10.5 dBuncoded system

at BER = 10−15

limitation of this approach is the amplified spontaneous emission (ASE) noise added

in each amplifier, which is modeled as additive white Gaussian noise (AWGN). Signal

regeneration, i.e., converting the optical signal to an electrical signal, recovering the
transmitted data, and converting it back to optical, is an alternative but very costly

solution, especially in long-haul (e.g., submarine) systems. Many network owners prefer

to invest in advanced DSP techniques to retain the current networks instead of handling

the excessive cost of signal regeneration. In contrast to wireline and wireless channels

(without analog relay), amplification noise is added to the transmitted signal during

propagation in fiber-optic channels. Moreover, the more severe nonlinear effect of
optical links causes interaction between the noise and the transmitted signal, giving rise

to a signal-dependent noise-like distortion. As the demand for higher rates continues

to increase rapidly at about 60% per year [3], many studies on the channel capacity as

well as FEC schemes have been performed for fiber-optic links by taking into account

the nonlinear behavior of these channels [4–9].

1.1 Forward error correction in optical communi-
cations

FEC schemes have been employed to obtain a reliable data transmission (BERs less

than 10−15) in fiber-optic links with ASE and nonlinear distortion, which have evolved

over several generations. The three generations of FEC techniques [10, 11] in optical

fiber systems are summarized in Table 1.1. The first generation used Reed–Solomon

(RS) block codes with hard-decision decoding (HDD) in the mid-1990s, typically with
7% redundancy overhead [10]. Hard-decision decoders receive as input the quantized

decisions without any indication of the reliability of this decision [12, Ch. 1]. The

second-generation FEC schemes use concatenated inner and outer codes with HDD
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from RS and Bose–Chaudhuri–Hocquenghem (BCH) codes [11]. The significant gain

obtained by modern capacity-achieving codes for AWGN channels has inspired the de-
votion of much effort to adopt these codes in fiber-optic links. For example, low-density

parity-check (LDPC) codes have up to 5 dB better performance than RS codes with

HDD at BERs around 10−11 [13]. Therefore, many studies have been performed, ad-

dressing the limited analog-to-digital convertor (ADC) resolution, DSP computational

complexity, performance improvement, and latency of binary and nonbinary LDPC

codes for fiber-optic channels [14–16]. This has led to the third generation of FEC
schemes in fiber-optic links, consisting of various types of codes with iterative soft-

decision decoding (SDD) [11,17]. SDD exploits greater than one bit ADC, resulting in

more than two quantization levels. This group includes iterative soft-decision modern

codes such as LDPC or turbo product codes. Codes with higher overhead (around

20%) were mostly used in long-haul systems [14]. In all these schemes, coding and

modulation units operate independently.

1.2 Coded modulation for fiber-optic channels

Much effort was expended to jointly optimize the complexity and performance of FEC

schemes. The eventual outcome was to jointly design coding and (multilevel) modula-
tion, often called coded modulation (CM). The superiority of CM schemes over con-

ventional schemes with independent FEC and modulation in providing a better trade-

off between DSP complexity and performance was already known in the 1960s [18].

The combination of modulation and convolutional codes with soft Viterbi decoding

was introduced by Ungerboeck and Csajka, who introduced trellis coded modulation

(TCM) [19, 20]. Independently, Imai and Hirakawa proposed a multilevel coded mod-
ulation (MLCM) scheme based on multistage decoding [21]. The idea behind MLCM

is to convert a single channel with a multilevel modulation input to parallel binary

subchannels. These subchannels corresponding to the particular binary labeling need

different error protections. The MLCM scheme introduces unequal error protection

for the subchannels; e.g., the subchannel with higher capacity should be protected by

a higher rate code. In the absence of channel state information (CSI), no distinction
can be found between the subchannels. Therefore, Zehavi introduced bit-interleaved

CM (BICM) simply by exploiting an interleaver to obtain the same protection over

subchannels and exploit their diversity [22]. The performance of the above three main

categories of CM schemes, together with nonbinary coding schemes as well as hybrids

of these schemes, have been evaluated for fiber-optic links [16, 23–28].

However, the available CM schemes, originally designed for AWGN channels, need
to be redesigned for fiber-optic links to take into account the signal-dependent nonlin-

ear distortion, yielding a channel-aware CM scheme. Moreover, a dynamic or heteroge-

neous structure of optically switched mesh networks demands adaptive transceivers to
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operate with different signal qualities, for which the required error protection provided

by a CM scheme needs to vary with the uncoded performance of the link. The so-called
rate-adaptive CM schemes provide enough flexibility to adapt the data transmission

scheme to the CSI in these networks. In this thesis, we aim to shed light on how an

optical transceiver can be designed to account for this requirement of optical networks

and provide a better trade-off between (i) DSP complexity, (ii) transparent reach, i.e.,

the transmission distance of a fiber-optic link with no inline electrical signal regen-

erators, and (iii) spectral efficiency, i.e., the number of information bits sent in each
polarization per symbol period, than existing methods.

1.3 Organization of the thesis

This thesis is organized in two main parts: Introduction and Publications. The first

part is subdivided into four chapters, whereas the second part consists of the published
or submitted research papers.

Part I is organized as follows: Chapter 2 is dedicated to describing fiber-optic links

and the main linear and nonlinear impairments in these channels. In addition, the

available mathematical channel models for fiber-optic links are reviewed in this chapter.

The statistics of the received signal are studied with weak and strong nonlinearity. The

main purpose is to provide an accurate description of random effects (distortions) in a
fiber-optic link, which is used in Chapter 3 for designing a channel-aware CM scheme.

Finally, the different analytical models are numerically evaluated.

In Chapter 3, we introduce an information-theoretic framework to analyze the CM

techniques based on the channel models introduced in Chapter 2 for fiber-optic chan-

nels. The framework provides a comprehensive classification of CM techniques in the

literature and a design guideline for a CM scheme with a high spectral efficiency.
Moreover, four-dimensional (4D) CM schemes constructed for polarization-multiplexed

(PM) signals are compared with two-dimensional (2D) schemes, using both binary and

nonbinary component codes. To address the quest for adaptive, so-called elastic, op-

tical transceivers, we investigate different rate-adaptive CM schemes. Furthermore,

the joint design of 4D CM schemes with probabilistic shaping is introduced to even

further increase the spectral efficiency of fiber-optic data transmission with reasonable
complexity.

Finally, Chapter 4 concludes the discussion and provides a short description about

the contributions made in Part II of this thesis. We also briefly point out the limitations

inherent in our studies presented in the included papers.

The second part of this thesis contains the research papers in their published or

submitted format. The papers are arranged to correlate with the organization of Part
I, rather than chronologically.



Chapter2
Channel Modeling of Fiber-Optic Links

An optical fiber is a cylindrical dielectric waveguide consisting of a core surrounded by

a cladding layer. Light propagates along the axis of this channel by internal reflection.

The optical signal will be confined to the core where the refractive index is higher than

that of the cladding. Transverse modes exist because of boundary conditions imposed

on the light by the fiber [29, Ch. 3]. The allowed modes can be determined by solving
Maxwell’s equations for the boundary conditions of a given fiber [30, Ch. 2]. Fibers

with more than one mode are called multi-mode optical fibers. These types of fibers are

usually used in noncoherent data transmission for short-range links. In contrast, the

single-mode optical fibers (SMF), with the so-called “fundamental mode,” are mostly

exploited in coherent communication systems.

Light as an electromagnetic signal is modulated to convey information bits in a fiber-

optic channel. Although the loss of a fiber is very low compared to other transmission

media (around 0.2 dB/km), the optical transmitted signal experiences significant atten-

uation due to the long transmission distance. Therefore, for reliable data transmission

without costly electrical signal regeneration, optical amplifiers are inserted periodi-

cally, typically every 50–100 km in a long-haul fiber link, as illustrated in Fig. 2.1.
In this chapter, we will address deterministic and random effects in fiber-optic links

by describing the propagation of light in these channels based on the Manakov equa-

tion [31]. Then, we introduce two types of optical links, constructed using inline optical

or electronic channel compensation. Moreover, we analyze the signal statistics and the

design of maximum a posteriori (MAP) detector for fiber-optic channels under certain

conditions. Finally, we provide a review of known channel models for fiber-optic links
with weak nonlinearity as well as a performance comparison of these models.

2.1 Propagation of light in fiber-optic channels

We consider the electric field U(t, z) with complex components (Ux, Uy), where t is the

time coordinate in a co-moving reference frame and z is the propagation distance in

7
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PSfrag

TX RX

Span 1 Span N
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Optical amplifier Optical amplifier

Figure 2.1: A fiber-optic link withN spans, each consisting of a fiber and an optical amplifier.

a PM fiber-optic link. For a monochromatic wave (a single frequency signal with a

constant amplitude and phase), the propagation of the signal can be described as [30,

Ch. 2]

U(t, z) = U(0, 0)ej(ωt−βz),

where ω is the optical carrier frequency and β is the propagation constant (also known

as refractive index). The dependence of β on the frequency and power of the signal

that is propagating through the fiber gives rise to two main impairments in the fiber-

optic link, namely chromatic dispersion and nonlinear Kerr effect, respectively. Before

continuing further, we address how these two effects can be described by the Manakov
equation1, which governs the propagation of light in a fiber-optic link. To this end,

one may decompose the propagation constant β using Taylor expansion around center

frequency ω0 into a frequency-dependent, a power-dependent, and a constant term as

β(ω) = βL(ω)+βNL+
j
2α. The constant β2 = ∂2βL/∂ω

2 is defined as the group velocity

dispersion coefficient. The loss coefficient α represents the signal attenuation caused

by Rayleigh scattering and infrared absorption [32, Ch. 2]. The power-dependent term
is written as βNL(ω) = γP (t, z), where P (t, z) = U(t, z)U(t, z)† is the instantaneous

power of the propagating wave, in which † denotes the conjugate transpose, and γ is

called the nonlinear coefficient [30, Ch. 2].

In this thesis, we neglect polarization mode dispersion caused by random imperfec-

tions and asymmetries of the fiber cross section. Moreover, we neglect laser phase and

amplitude noise. Thus, the propagation of the electric field U(t, z) can be described
by the Manakov equation, with loss and amplification included, as [2, Ch. 3], [32, Ch.

2]

∂U(t, z)

∂z
+ j

β2

2

∂2U(t, z)

∂t2
− jγP (t, z)U(t, z) +

α− g(z)

2
U(t, z) = n(t, z), (2.1)

where g(z) is the amplification factor and ASE noise n(t, z) = (nx(t, z), ny(t, z)) is

added in each amplifier. Since the available bandwidth in a fiber-optical link is much

1The Manakov equation is obtained from the nonlinear Schrödinger equation by averaging over
random polarization rotations, which are assumed to be changing fast relative to other propagation
effects [31].
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larger than the signal bandwidth for optical-to-electrical convertors, the propagating

electric field U may contain many channels with different center wavelengths, often
called wavelength-division multiplexing (WDM). A typical channel spacing in com-

mercial WDM systems is 37.5 or 50 GHz.

2.1.1 Signal attenuation

In the absence of chromatic dispersion (the second term), nonlinear Kerr effect (the

third term), the amplification factor g(z), and the noise (the last term) in (2.1), the
optical signal decays along the fiber link as ∂U(t, z)/∂z = −αU(t, z)/2 or equivalently

the signal power decays as ∂P (t, z)/∂z = −αP (t, z). Thus, P (t, z) = P (t, 0) exp(−αz),

where P (t, 0) is the instantaneous signal power at z = 0. The loss coefficient α in terms

of dB/km is expressed as α (dB/km) = −10 log10(P (t, z)/P (t, 0))/z ≈ 3.343 α, which

is around 0.2 dB/km for the wavelengths around 1.55 µm [30, Ch. 1].

2.1.2 Amplifier noise

Although fiber loss is very low, it makes the signal eventually vanish in the channel noise

over long transmission distances. Therefore, as mentioned earlier, optical amplifiers are

used periodically in a long fiber link. We call each period of the fiber-optic link a span,

as illustrated in Fig. 2.1. Optical amplifiers add ASE noise n(t, z) as given in (2.1).

Here, we describe the characteristics of this noise for periodic, often called lumped,
as well as distributed amplification. With lumped amplification, each erbium-doped

fiber amplifier (EDFA) compensates for the attenuation in each fiber span and adds

independent circular white complex Gaussian ASE noise vector n(t, z) to the PM signal.

The autocorrelation of the noise in two polarizations is [32, Ch. 2]

E{n(t, z)n†(t′, z′)} = GFnhνoptδ(t− t′)
N
∑

i=1

δ(z − iL)δ(z′ − iL), (2.2)

where δ(.) is the Dirac delta function, G = exp(αL) is the required gain to compensate

for the attenuation in each span of length L, Fn = 2nsp(1−G−1) is the noise figure, nsp

is ASE noise factor, and hνopt is the photon energy [33, eq. (8.1.15)]. The amplification

factor g(z) for lumped amplification is given by g(z) = αL
∑N

i=1 δ(z − iL). A typical
noise figure value for an EDFA is between 4 and 7 dB. The variance of the noise

generated by each amplifier is σ2
0 = GFnhνoptW , where W is the signal bandwidth,

and the accumulated noise (excluding the amplifier at the receiver) is σ2
t = Nσ2

0 in two

polarizations.

The distributed amplification is the asymptotic case of lumped amplification when
the number of spans, N , tends to infinity (or equivalently, the span length tends to

zero). A link with a total length Lt and distributed amplification can be modeled

as a link with lumped amplification consisting of N spans of length L = Lt/N when
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N → ∞. Thus, it can be shown that the variance of the total accumulated noise
∫ Lt

0 n(t, z)dz generated by inline amplifiers in two polarizations is σ2
t = limN→∞Nσ2

0 =
αLtnsphνoptW . The amplification factor g(z) for a distributed amplification is α, im-

plying that signal power is constant during propagation (no decay). Moreover, us-

ing limN→∞NGFn/Lt = 2αnsp and limN→∞ Lt/N
∑N

i=1 δ(z − iLt/N)δ(z′ − iLt/N) =

δ(z−z′), the autocorrelation of the noise for distributed amplification is obtained from

(2.2) as

E{n(t, z)n†(t′, z′)} = 2αnsphνoptδ(t− t′)δ(z − z′). (2.3)

As discussed, the noise variance for lumped amplification shows an exponential

growth with the span length, while it grows linearly with the fiber length for distributed

amplification. Thus, distributed amplification shows better performance than lumped

for the same system parameters. In practice, distributed amplification can be realized

via stimulated Raman scattering, referred to as Raman amplification [30, Ch. 8].

2.1.3 Chromatic dispersion

The chromatic dispersion causes a frequency-dependent phase shift in the frequency

domain with no change in the amplitude of the spectrum (the second term of (2.1)

with parameter β2) [34, 35]. In other words, chromatic dispersion makes the different

frequencies of a pulse travel at different speeds. Thus, the different spectral compo-
nents, which are sent at the same time, arrive at the receiver at different times. This

imposes pulse broadening in time and consequently inter-symbol interference (ISI) on

the transmitted signal consisting of a train of pulses. In principle, chromatic dispersion

can be modeled as an all-pass filter

H(ω, z) = e−jω2 β2

2 z, (2.4)

for a fiber of length z, which can introduce memory into the channel. The equivalent

impulse response is h(t, z) = ej(t
2/(2β2z))/

√
j2πβ2z [35]. The group velocity dispersion

parameter is expressed based on the dispersion parameter β2 as D = −2πc/λ2β2, where

c is the speed of light, with numerical values around 17 ps/(nm · km) for the wavelength

1.5 µm. Finally, the dispersion length is defined as LD = 1/(|β2|W 2) [30, p. 55]. Com-

pensation of chromatic dispersion can be performed (gradually) during propagation
using inline optical dispersion compensation fibers (DCF) or in bulk at the receiver

with electronic dispersion compensation (EDC).

2.1.4 Nonlinear Kerr effect

The third term in (2.1) with the nonlinear parameter γ represents the nonlinear Kerr

effect. The origin of this effect is the power-dependent refractive index of the fiber.

The Kerr effect shows no change in the amplitude of the signal but a power-dependent
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phase shift in the time domain. In the absence of chromatic dispersion, amplification,

and ASE noise, (2.1) can be analytically solved at time t, as

U(t, z) = U(t, 0)e−
α
2 zejγLeff(z)P (t,0), (2.5)

where the so-called effective length is Leff(z) = (1−exp(αz))/α. According to (2.5), the

power-dependent phase shift on the specific channel originates from the signal power

of the same channel or, in the case of WDM, from other channels. The first one is

called self-phase modulation and the latter is known as cross-phase modulation. The

third-order distortion (cross-signal products of more than two channels) can also cause

this phase shift. In fact, the so-called four-wave mixing appears when these spurious
signals resulting from signal mixing fall in the desired channel. If the channel spacing

is too close, then four-wave mixing is more likely to occur. We will refer to interference

(the exponential term in (2.5)) caused by self-phase modulation as intrachannel in-

terference, while the interference originated by cross-phase modulation and four-wave

mixing is considered inter-channel interference. Moreover, in the presence of noise, the

nonlinear Kerr effects can be categorized as signal–signal, signal–noise, and noise–noise
interactions. The first term is deterministic, while the other two are random.

2.2 Fiber-optic channel simulation techniques

2.2.1 Split-step Fourier method

Although the Manakov equation accurately describes the propagation of light in a

fiber-optic link, in general it is difficult to solve this equation analytically, particularly

if neither chromatic dispersion nor the nonlinear Kerr effect is negligible. The split-

step Fourier method (SSFM) can be exploited to numerically solve this equation by

modeling each fiber span as the concatenation of some short pieces of fiber, called
“segments,” with linear and nonlinear effects, as shown in Fig. 2.2 [30, eq. (2.4.10)].

The length of each segment, h, should be chosen to be small enough so that the

linear and nonlinear effects can act independently2. Since the chromatic dispersion

filter h(t,∆z) is implemented using the fast Fourier transform, it is a low complexity

method for the numerical simulation of fiber-optic links.

2.2.2 First-order perturbation technique

In order to find an approximate analytical solution, a so-called first-order perturbation

technique is used to decompose the electric field U into a linear UL = (UL,x, UL,y) and

a small perturbative (first-order) term Up = (Up,x, Up,y) as

U(t, z) = UL(t, z) +Up(t, z). (2.6)

2For numerical simulations, the segment length is computed by ∆zm = (κLNL2
D)

1/3, where m is

the segment index, κ = 10−4, and LN is the nonlinear length [30, p. 55] of segment m− 1 [36].
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Linear part

Nonlinear part

ejγ∆z|U(t,z)|2

h(t,∆z)
U(t, z) U′(t, z) U(t, z +∆z)z z +∆z
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Figure 2.2: A model of a fiber segment as a concatenation of the linear and nonlinear part.
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Figure 2.3: A baseband continuous-time model based on the SSFM for a PM fiber-optic link
with N spans of fiber, each consisting of M segments, and EDC.

The linear term UL solves (2.1) for γ = 0 and it is assumed that |Up,x| ' |UL,x| and
|Up,y| ' |UL,y| to obtain the first-order approximation UU†U ≈ ULU

†
LUL.

Here, by substituting (2.6) into (2.1), neglecting the amplifier noise, and using the

first-order approximation, we obtain

∂Up

∂z
+ j

β2

2

∂2Up

∂t2
− jγULU

†
LUL +

α− g(z)

2
Up = 0. (2.7)

Since the linear term UL can be computed analytically, the first-order term Up is

also obtained analytically by solving (2.7) under certain conditions on the electric field

U [37–39].

2.2.3 Continuous-time model

The continuous-time model of the fiber-optic link depicted in Fig. 2.1 is shown in

Fig. 2.3 using the SSFM with M segments in each span. The effective length of each
segment is Leff-seg = Leff(L/M ) (see Section 2.1.4). The linear propagation is modeled

by a filter with impulse response h(t, L
M ) performed independently over elements of

the electric field vector, and A ! exp[−αL/(2M)] is the signal attenuation for each

segment. The (uncoded) independent symbols S = (Sx, Sy), e.g., PM quadrature phase

shift keying (QPSK), are transmitted every T seconds with a pulse-shaping filter p(t)

and received as the distorted symbol sequence R = (Rx, Ry) after the EDC, matched
filtering, and Nyquist sampler with perfect carrier and timing synchronization. It is

assumed that E{|Sx|2} = E{|Sy|2} = PT , where P is the average of the transmitted

power P (t, 0) in one polarization and T is the symbol period (for a sinc pulse, W =
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(b) Raised-cosine pulse with an excess bandwidth of 0.2
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(c) Gaussian pulse with a spectral full width at half maximum of 1/(2T )

Figure 2.4: The chromatic dispersion filter (real part) for a fiber-optic link with 10 spans of
80 km and D = 17 ps/(nm · km).

1/T ). Each EDFA compensates for the attenuation in each fiber span by amplifying
the signal with the gain G = exp(αL) and adds ASE noise. The EDC is the inverse of

the chromatic filter h(t,NL).

2.2.4 Discrete-time model

The nonlinear effect prevents transforming the continuous-time model illustrated in

Fig. 2.3 into an equivalent discrete-time model, convenient for the analysis of a digital

communication system. In order to obtain a tractable discrete-time model, we consider



14 Channel Modeling of Fiber-Optic Links
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Figure 2.5: A DM fiber-optic link with N spans where each one consists of an amplifier, an
SMF fiber, and a DCF fiber.

sinc-shaped pulses. However, the numerical results show that the discrete-time model is

not very dependent on the exact pulse shape, e.g., raised-cosine and Gaussian pulses can

be used as well. In the continuous-time model considering sinc pulse shape, the trans-

mitted baseband signal U(t, 0) is band-limited to [−1/2T , 1/2T ]. One may neglect the

spectral broadening due to the nonlinear effects provided that the nonlinearity is weak,
i.e., the bandwidth of U(t, z) in (2.5) is assumed to be limited to 1/T . This assumption

helps us to fulfill the Nyquist criterion for sampling the continuous-time signals with

a sampling rate of 1/T and obtain the discrete-time model. The discrete band-limited

chromatic dispersion filter is h[k], obtained by sampling h (t, L/M)∗sinc (t/T ) at t = kT .

The real part of this filter coefficients are shown in Fig. 2.4 for three different pulse

shapes: sinc, raised-cosine (with an excess bandwidth of 0.2 [40, Ch. 9]), and Gaussian
(with a spectral full width at half maximum of 1/(2T )) pulses. As seen, the ISI caused

by the chromatic-dispersion filter with Gaussian pulses has a larger channel memory,

|k| > 70, than raised-cosine or sinc pulses. This is simply because the bandwidth of

the Gaussian pulses is larger.

2.3 Dispersion-managed fiber-optic links

A dispersion-managed (DM) link is characterized by using optical inline DCFs with

a negative group velocity dispersion parameter (e.g., D = −120 ps/(nm · km)) in each

span, to compensate for the chromatic dispersion caused by SMF as depicted in Fig. 2.5.
Hence, the channel memory caused by dispersion can be removed, and the received

signal is only distorted by the ASE noise added in each amplifier and the channel

nonlinear effect. Figure 2.6 illustrates the pdf of the received signal for a DM link with

four different symbol rates using numerical Monte-Carlo simulations. In general, the

derivation of the statistics of the received signal based on this model is cumbersome.

Therefore, we consider the following simplified model for a DM link to give some insight
on the channel nonlinear effect, similar to what was done in [41,42]. As will be shown

shortly, the simplified model can explain these pdf plots for low dispersions (either

small group velocity dispersion parameter or low symbol rate) very well.
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(a) 1 Gbaud (b) 10 Gbaud

(c) 15 Gbaud (d) 20 Gbaud

Figure 2.6: The estimated pdf of the received signal for a DM fiber-optic link with of 25 spans
each consisting of an SMF fiber of length 80 km with the dispersion coefficient
D = 17 ps/(nm · km) and the nonlinear parameter γ = 1.2 × 10−3 (Wm)−1

together with a DCF fiber with D = −120 ps/(nm · km) and a proper length
to get chromatic dispersion fully compensated. The results are plotted for four
symbol rates at 0 dBm transmit power.

2.3.1 Zero-dispersion model

We consider a fiber-optic link of total length Lt and N spans with no dispersion.

The noise is assumed within an optical signal bandwidth, ignoring the Kerr effect

induced from out-of-band signal and noise similar to [41]. The system model is first

described for lumped amplification and then we extend it to the distributed case. For
simplicity of notation, we denote with U and n the electric field and the amplifier

noise, respectively, in polarization x, dropping the index x. The analysis is performed

for a single-polarization case and the extension of the analytical results for PM case is

provided in [Paper A]. By neglecting chromatic dispersion (β2 = 0 for both SMF and

DCF) and using the solution of (2.1) given in (2.5), we obtain [41, 43, 44]

U(t, Lt) = (U(t, 0) +
N
∑

k=1

n(t, kLt/N))ejφn, (2.8)
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where φn = γLeff(L)
∑N

k=1 |U(t, 0)+
∑k

i=1 n(t, kLt/N)|2 is called nonlinear phase noise3

(NLPN). Here, we assumed the same nonlinear coefficient γ for the SMF and DCF.

The NLPN is generally believed to be a major impairment in long-haul optical

transmission system [41,46,47]. By definition, the complex signal U is a time-dependent
electric field, not a vector representation of the projected received electric field in a

signal space. We nevertheless use (2.8) to model the discrete-time system. This is

a standard approximation and has been shown numerically [48, 49] to be reasonably

accurate, although the theoretical justification is insufficient. One may consider the

distributed amplification as a lumped amplification with an infinite number of spans.

This gives limN→∞NLeff(Lt/N) = Lt. The NLPN can be computed for distributed
amplification as φn = γ

∫ Lt

τ=0 |U(t, 0) +
∫ τ

0 n(t, z)dz|2dτ .

2.3.2 Statistics of the zero-dispersion model

In general, signal statistics are necessary in the design of a maximum likelihood receiver

for a data transmission system. As mentioned before, the statistics of the received
signal for a fiber-optic channel in general are unknown. In this section, we derive

the statistics of a received signal for a zero-dispersion fiber studied in [45, Ch. 5],

which is based on the system model described in Section 2.3.1. The joint pdf of the

received amplitude and phase given the initial phase of the transmitted signal and the

SNR was derived in [45, Ch. 5] for a fiber channel with NLPN caused by distributed or

lumped amplification. Mecozzi also derived these statistics for distributed amplification
in [50]. A similar model with no dispersion was introduced in [8] for noise with the

same bandwidth as the received signal U(t, Lt) rather than the launched signal U(t, 0)

to the fiber-optic link. Some other relevant models were studied in [51, 52]. In [Paper

A], for the first time, we provide the statistics of the received signal for a PM fiber-optic

link with negligible dispersion.

The characteristic function (i.e., the Fourier transform of the pdf) of NLPN for

a single-polarization system has been studied analytically in [43, 50, 53, 54] by taking

into account the correlation of the NLPN and the amplitude of the received signal.
It was shown in [42, 43, 53] that the NLPN distribution cannot be approximated by

a Gaussian distribution. Then we compute the pdf by taking the inverse Fourier

transform of its characteristic function [55]. The characteristic functions are computed

for distributed and lumped amplification separately [45, p. 157]. The pdf of the NLPN

can then be computed by taking the inverse Fourier transform of the characteristic

function. Figure 2.7 shows the pdf for two different SNRs, 10 and 20 dB, and two
types of amplifications. The pdfs are plotted for lumped amplification with 10, 16,

and 40 spans, Lt = 4000 km, γ = 1.2 (W km)−1, α = 0.25 dB/km, SNR = 15 dB,

and 42.7 Gbaud. As seen in this figure, the pdf for N > 32 spans is very close to the

corresponding distributed system.

3The NLPN φn in [45, p. 157] was normalized by γLtσ2
t .
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Figure 2.7: pdfs of the normalized NLPN for a fiber link with distributed (φ′
n = φn/Lt) and

lumped (φ′
n = φn/(NLeff(L), N = 10, 16, and 40) amplification.

The characteristic functions can be used to derive the statistics of a single-polarizat-
ion signal after propagation through a fiber channel for distributed and lumped am-

plifications. Before continuing further, we define the SNR ρ as |U(t, 0)|2/σ2
t and

|U(t, 0)|2/(Nσ2
0) for distributed and lumped amplification, respectively, where σ0 and

σt were defined in Sec. 2.1.2. The normalized received amplitude r is defined as

|U(t, Lt)|/σt and |U(t, NL)|/(σ0

√
N) for distributed and lumped amplifications, re-

spectively. The joint pdf of the received phase θ and the normalized amplitude r of a
dispersion-managed fiber channel with distributed amplification is [45, p. 225]

fΘ,R(θ, r) =
fR(r)

2π
+

1

π

∞
∑

k=1

Re
{

Ck(r)e
jk(θ−θ0)

}

, (2.9)

where fR(r) = 2re−(r2+ρ)I0(2r
√
ρ) is the pdf of the Ricean random variable r and

θ0 is the initial transmitted phase. The Fourier series coefficients Ck(r) are given

in [45, p. 225]. Figure 2.8(a) shows the joint pdf of the amplitude and phase of the

received signal for a 16-point constellation with the transmitted power of 0 dBm and
the following channel parameters: L = 5000 km, γ = 1.2 (W km)−1, α = 0.25 dB/km,

and 42.7 Gbaud [56]. These results were extended to PM in [Paper A].

2.3.3 Nonlinear phase noise compensation

In order to minimize the error probability of the system, suitable compensation tech-

niques can be derived by exploiting the statistics of the received signal. The joint pdf
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Figure 2.8: The joint pdf of the amplitude and phase of (a) the received signal, (b)
the complex signal rejθ

′
after the NLPN compensation, for a 16-point con-

stellation (four rings with four equally-spaced-phase points in each one).
Values of contours are 10−2, 10−1.5, . . . , 1. [56]

(2.9) was exploited to compensate the NLPN from the received phase at the receiver

in a single step [57–60]. However, some approaches have been proposed to mitigate the

effect of NLPN by pre-distortion [60–62] at the transmitter.

A linear detector was proposed in [58] based on minimizing the variance of the

residual NLPN. Moreover, a minimum mean square error detector was introduced

in [45, Ch. 6] for NLPN compensation. Parallel to theoretical methods, some experi-

mental schemes were demonstrated based on the linear minimum mean square error [59]

and an optical compensation method in [63]. In this section, we describe the MAP de-

tector for compensating NLPN. The derived pdf of the NLPN and the joint pdf of
the amplitude and phase of the received signal can be exploited to show that only the

received amplitude is needed to estimate the added NLPN in the channel. This MAP

detector introduced in [57] is superior to the detector based on the linear compensator

proposed in [64] in terms of performance (at the expense of higher complexity) and

slightly better than the minimum mean square detector of [45, Ch. 6] with nearly the

same complexity.

The MAP receiver can be derived exactly for an M-PSK signal set in which the

phases of the signal alternatives are θk = (2k − 1)π/M , k = 1, . . . ,M . Since the

simplified model with no dispersion is rotationally invariant and all the symbols have
the same amplitude, the MAP detector boils down to the ML detector. One can readily

derive the ML decision boundary [40] between the symbols with the phases θ1 and θM ,

exploiting the joint pdf of the amplitude and phase of the received signal given that
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Figure 2.9: The SER of a dispersion-managed fiber link with L = 4500 and 5500 km.

the transmitted symbol is one of these two symbols. It was shown in [57] that the ML

decision boundaries are rotated by

θc(r) = −∠ C1(r), (2.10)

where ∠ denotes the phase of a complex number. This rotation is a nonlinear (second-

order polynomial) function of the received signal amplitude r for a fiber channel with

a distributed amplification. By symmetry, the decision boundaries between phases θk
and θk+1, for k = 1, . . . ,M , are obtained as θc(r) + 2kπ/M , where θM+1 is equiva-

lent to θ1. Moreover, we can derotate the decision boundaries between symbols to

get almost straight line decision boundaries. This approach makes the receiver very

simple to implement. In brief, the NLPN compensator computes the phase rotation of

decision boundaries based on the received amplitude. This rotation is canceled out by

multiplying the received signal rejθ with ejθc(r).
By using (2.9), (2.10), and together with the approximation Ck(r) = kC1(r) [57],

the joint pdf of the amplitude and phase of the signal rejθ
′
= rej(θ−θc(r)) (after the

nonlinear compensator) is obtained by

fR,Θ′(r, θ′) ≈
fR(r)

2π
+

1

π

∞
∑

k=1

|Ck(r)|cos (k (θ′ − θ0)). (2.11)

Figure 2.8(b) shows the joint pdf of the amplitude and phase of the received signal after

NLPN compensation (rejθ
′
) for a 16-point constellation with the transmitted power of

0 dBm and the following channel parameters: L = 5000 km, γ = 1.2 (W km)−1,
α = 0.25 dB/km, and 42.7 Gbaud. As seen in Fig. 2.8(b), the decision boundaries are

either straight lines or circular arcs, and the annular sector region (a sector in the area

between the two concentric circles) can be used to perform the detection in two steps.
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The symbol-error ratios (SER) for this system with the following radii of the rings4:

R1 = 0.28
√
Pt, R2 = 0.66

√
Pt, R3 = 1.06

√
Pt, and R4 = 1.53

√
Pt are shown in Fig. 2.9

for L = 4500 and 5500 km. In the high-SNR regime (Pt > 0 dBm), unlike AWGN

channels, the SER increases. This behavior is due to NLPN effect, which gives a major

degradation at high transmitted powers. Finally, the aforementioned MAP detector

can be used for quadrature amplitude modulation (QAM) signals provided that the

amplitude is detected first and then the NLPN compensation is performed based on

(2.10), leading to a suboptimal two-stage detector. In fact, a coded scheme for such a
system can be designed provided that the statistics of the signal after compensation

are known. For instance, the design of MLCM scheme based on the derived statistics

in (2.11) was introduced in [Paper C].

2.4 Non-dispersion-managed fiber-optic links

Numerical and experimental results [65–67] revealed that bulk chromatic dispersion

compensation, either optically or electronically, referred to as non-dispersion-managed

(non-DM), provides better performance results for the same transmission length than

gradual compensation using inline optical DCFs. This fact convinced system designers

to use links consisting of SMFs with EDFA without inline optical DCFs, known as non-
DM links, which have attracted a global interest in exploiting EDC rather than optical

DCF for next-generation optical networks. More precisely, as it is shown in [66,68,69]

and [Paper B], the accumulated dispersion in a non-DM fiber-optic link, in the absence

of DCFs, turns the distribution of the electric field to a Gaussian distribution. Since

the nonlinear effect is intimately related to the instantaneous power of the electric

field during propagation, having the electric field shaped with a Gaussian distribution
helps to mitigate the distortion caused by the nonlinear effects. Thanks to high-speed

electronic DSP technology, optical links with symbol rates at 32 Gbaud can be realized

with EDC [70]. Hence, a non-DM link with N spans of length L is considered according

to Fig. 2.3. Each span consists of an SMF and an EDFA. Here, we address the Gaussian

noise model depicted in Fig. 2.10 as an equivalent discrete-time model of a non-DM

fiber-optic link.

2.4.1 Gaussian noise model

The distribution of the propagated signal in a non-DM fiber-optic link is shown to be
approximately Gaussian, provided that the accumulated chromatic dispersion is large

enough [66, 68, 69] (as also shown analytically in [Paper B]). Although the nonlinear

effect of each segment (introduced in Fig. 2.3) changes the signal distribution to non-

Gaussian, the channel dispersion in the succeeding segments turns it back to Gaussian.

4This radii distribution is selected by performing a numerical optimization to minimize the SER
for transmitted power Pt = −4 dBm [56].
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Figure 2.10: The introduced Gaussian noise model (ζ is a complex scalar) [Paper B].

Interestingly, the distortion caused by the nonlinear effect can be modeled as an ad-

ditive Gaussian noise–like nonlinear distortion, sometimes called nonlinear noise. In
other words, the nonlinear effect and the chromatic dispersion convert a part of the

transmitted signal to an additive Gaussian noise. Therefore, the received signal can be

represented by

R = ζS+W, (2.12)

where ζ is a complex constant that accounts for the signal depletion as well as aver-
age phase rotation, and W represents a PM complex zero-mean circularly symmetric

AWGN in each polarization. The ASE noise as well as Gaussian noise–like inter-channel

and intrachannel nonlinear interference (see Section 2.1.4) contribute to the noise term

W. As we discuss shortly, the complex constant ζ has been considered unity in some

of the proposed analytical models, neglecting the signal depletion due to nonlinear

effect [66]. This model, which is obtained for a channel with electronic dispersion com-
pensation as depicted in Fig. 2.3, can be considered an approximation with nonlinear

compensation techniques such as digital backpropagation (DBP) [71, 72]. Here, we

review different channel modeling techniques, introduced for a non-DM link with weak

nonlinearity. All these methods leads to a zero-mean additive Gaussian noise for the

nonlinear distortion influence. Thus, the main challenge is to compute the variance of

the AWGN noise W as a function of the transmit power and channel parameters.

2.4.2 Gaussian-noise based channel models

With special interest in non-DM links, we review the available analytical channel

models derived based on first-order perturbation [37, 73] such as the spectral slicing

method [37,73–76], and inter-channel-nonlinearity methods including cross-phase mod-

ulation [77, 78] and four-wave mixing [79]. Further, we provide a quick survey of the

Volterra-series techniques [80, 81] and the orthogonal frequency division multiplexing

(OFDM) [7] method. It is worth mentioning that the common assumption shared by
all the above models is that the electric field (complex baseband signal) is zero-mean

Gaussian. In addition, the nonlinearity is considered weak and the input signal is

assumed to have a specific form [37]. Finally, we investigate the performance of a
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single-channel fiber-optic link and the growth of the nonlinear (Gaussian) distortion

for a non-DM fiber-optic link with linear EDC and nonlinear DBP.

Spectral slicing method [37–39,73, 74, 76, 79, 82]

The pioneering work in modeling the nonlinear interference as a (white) noise–like inter-

ference was performed in 1993 [74]. The analysis was based on the key assumption that

the propagated signal has uncorrelated spectral components. The SNR is computed

for an AWGN consisting of ASE noise and nonlinear distortion and used to estimate

the channel capacity of a DM fiber-optic link. The results revealed that standard SMF

fibers provide better performance compared to dispersion-shifted fibers. The same no-
tion explains the superiority of non-DM over DM fiber-optic links. Almost two decades

later, the key assumption in this model was fulfilled vey well by removing inline optical

DCFs, which were exploited in DM links (with a reasonably large signal bandwidth),

resulting in a non-DM link. This model was studied thoroughly in [73, 76, 82] for a

non-DM link. Different derivations of the model based on the first-order perturbation

method were provided in [37–39] under a weak nonlinearity assumption. A closed-form
expression for the variance of the Gaussian nonlinear distortion was provided in [79]

with a PM signal consisting of delta-like pulses using the first-order perturbation for

both DM and non-DM links. The model is used for the quantitative understanding of

system parameters using different types of modulation formats for which the nonlinear

signal–noise interaction sets performance limits.

The main constraints in the derivation of the Gaussian noise model based on the

first-order perturbation are high accumulated chromatic dispersion, weak nonlinearity,
neglecting signal–noise interaction, and the specific signal form [37]. It is shown in [38]

that a white jointly-Gaussian wide-sense stationary assumption for the propagating PM

signal fulfills the required conditions. This assumption leads to the random processes

in each polarization with uncorrelated spectral lines. Since the channel input signal

is indeed non-Gaussian, the model becomes valid only after a certain propagation

distance. For example, the Gaussian approximation was showed to be accurate enough
after 4LD propagation [Paper B].

Inter-channel-nonlinearity model [83, 84]

The inter-channel interference is the dominant impairment after compensating for the

intrachannel interference by DBP. The methods based on this assumption are studied

in [83,84]. The perturbation of the sampled field, with the only approximation that the

fiber nonlinearity is treated to the first order, is computed analytically. In contrast to

the models devised by the spectral slicing method, this model can be evaluated for any
desired modulation format of the interfering channels. It turns out that the nonlinear

distortion caused by inter-channel interference depends on these modulation formats.

The model is derived for a single polarization signal.
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Look-up table method [6]

To investigate the channel limit of a nonlinear fiber-optical channel, a model was in-

troduced in [6] based on an empirical method. A database of covariance matrices was

computed by a numerical approach, one matrix for each set of channel parameters,

which is also dependent on the amplitude of the input symbol. Exhaustive simulations
were performed using a continuous-time channel model with enough input realizations.

The covariance of the bivariate complex Gaussian is estimated by fitting a Gaussian

distribution to the numerical data. The model was derived for a single polarization

system. To mitigate the computational complexity, the analysis is performed for a

rotational invariant channel with a memoryless discrete-time equivalent model. In a

rotational invariant channel, for a certain transmit symbol Sx in one polarization, ro-
tating this symbol by ∆φ gives rise to an output symbol with the same signal statistics

as before the rotation but now only rotated by the phase ∆φ around the origin of the

complex plane. More precisely, f(Rx | Sx) = f(Rxej∆φ | Sxej∆φ), where Sx and Rx rep-

resent the input and output symbols of a non-DM fiber-optic link for single polarization

x (see Fig. 2.3). This property is considered for a nonlinear fiber-optic channel with

DBP to consider all points with the same amplitude in a ring constellation statistically
equivalent.

2.5 Numerical justification

To investigate the validity of the Gaussian noise model, we provide some numerical
simulations. This investigation deals with the distribution as well as the variance of

the additive noise W in a non-DM fiber-optic link.

2.5.1 Gaussian assumption

We evaluate the accuracy of the Gaussian model introduced in (2.12) for two fiber-

optical links with PM QPSK and PM 16-QAM signals. In the simulations, a root

raised-cosine pulse [40, p. 675] was used with an excess bandwidth of 0.17 and a

truncation length of 16 symbols as well as an input sequence consisting of 8192 discrete-
time symbols. The input bits to the PM QPSK and PM QAM are generated as

independent, uniform random binary digits. The following channel parameters are

used for the numerical simulations: the dispersion coefficient D = 17 ps/(nmkm),

the nonlinear coefficient γ = 1.4 W−1km−1, the optical wavelength λ = 1.55 µm, the

attenuation coefficient α = 0.2 dB/km, and the ASE noise figure Fn = 5 dB. For

the numerical simulation, we use a link consisting of 90 spans of length 80 km at
32 Gbaud and 30 spans of length 120 km at 42.7 Gbaud. The pulse shaping excess

bandwidth and the symbol rates for the numerical simulations are chosen to obtain

signal bandwidths of 37.5 and 50 GHz. It is worth mentioning that, as shown in [85],
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(a) 1 Gbaud (b) 10 Gbaud

(c) 15 Gbaud (d) 20 Gbaud

Figure 2.11: The estimated pdf of the received signal Rx for a non-DM fiber-optic link with
EDC, 25 spans of length 80 km, D = 17 ps/(nm·km), and four symbol rates.

intrachannel effects are dominant for very long optical links, which is why we have

simulated optical links with a large number of spans to provide a realistic numerical

justification of the first-order approximation derived for a single-channel scenario.

The estimated pdf of the received signal Rx for a non-DM fiber-optic link is shown

in Figs. 2.11 and 2.12 for EDC and DBP, respectively. The results are illustrated

for four symbol rates from 1 to 20 Gbaud. As seen, the higher the symbol rate,

the higher accumulated chromatic dispersion, and consequently the better Gaussian

approximation is obtained. For the simulated systems, the circular symmetric Gaussian
assumption becomes quite accurate at symbol rates above 15 Gbaud and 20 Gbaud

for EDC and DBP, respectively. The numerical results show that the discrete-time

additive Gaussian noise channel model described by (2.12) can be used as an accurate

model for a non-DM fiber-optic link with both EDC and DBP. One may apply nonlinear

equalization based on DBP to mitigate the effect of the signal–signal interference. Since

the system performance is significantly improved in this case, the Gaussian assumption
is not sufficiently accurate in the tails of the noise probability density function [72].

Thus, in contrast to linear EDC, the analytical result derived based on the Gaussian

assumption is solely used as a lower bound for the system performance. We have
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(a) 1 Gbaud (b) 10 Gbaud

(c) 15 Gbaud (d) 20 Gbaud

Figure 2.12: The estimated pdf of the received signal Rx for a non-DM fiber-optic link with
DBP, 25 spans of length 80 km, D = 17 ps/(nm·km), and four symbol rates.

illustrated this property of the propagated signal Ux(t, z) in a non-DM fiber-optic link
in Fig. 2.13. This figure has been plotted for a linear channel without any nonlinear

effects. Even without nonlinearity, the tails of the signal distribution at the output of

a single span with a length of 80 km and dispersion coefficient D of 17 ps/(nm·km)

deviate from a Gaussian distribution with the same variance. However, this deviation

vanishes by increasing the number of spans to N = 10.

2.5.2 Nonlinear Gaussian distortion characterization

In general for a WDM system, the nonlinear (Gaussian) distortion consists of inter-

and intrachannel nonlinear noise–like distortion. Here, a PM non-DM fiber-optic link

is modeled using the analytical results introduced in [73] and [Paper B] for a single-

channel case in the absence of inter-channel effect. According to (2.12), the AWGN

noise vector W consists of zero-mean noises Wx and Wy in polarization x and y, re-
spectively. For the same transmit power in the two polarizations, the variance of Wx

and Wy can be computed as σ2
W = E{W†W}/(2T ) = Nσ2 + σ2

NL. The variance of

nonlinear (Gaussian) distortion σ2
NL is computed as the amount of power depleted from
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Figure 2.13: The distribution of the real part of the electric field Ux(t, Lt) in x polarization
for a linear (without nonlinear effect) fiber-optic link with a span length of
L = 80 km, D = 17 ps/(nm · km), and a QPSK signal.

the launched signal due to the channel nonlinear effect. In other words, since the power

loss in the fiber-optic link is compensated by inline amplifiers, the attenuation caused

by the complex scaling constant with |ζ |2 < 1 is coming from the fact that the nonlin-
earity converts a part of the transmitted power to the nonlinear distortion. This can

also be motivated according to energy conservation law, as the advent of this nonlinear

distortion makes a part of the signal power disappear. Thus, σ2
NL = (1− |ζ |2)P , where

the amplitude square of the complex constant ζ is given by [72]

|ζ |2 ≈ 1− 3N1+εγ2α−2 tanh(α4LD)P
2, (2.13)

in which LD = T 2/(|β2|). Here, the linear growth of the nonlinear distortion with N ,

introduced in [Paper B], has been changed to N1+ε [72], where

ε = 3
10 log



1 +
6

αL asinh
(

π2

2αLD

)



 .

As discussed in [73], this takes into account the partially correlated rather than entirely
uncorrelated accumulation of nonlinear noise–like distortions from different spans. The

variance σ2
W is used to compute the a posteriori probabilities of the coded symbols

required for the CM decoder (see Section 3). According to [73, eq. (7), (13), and (23)],
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Table 2.1: The variance of the additive Gaussian noise σ2
W introduced in (2.12) in each

polarization with EDC and DBP consisting of the linear (ASE) and nonlinear
noise–like distortion [72].

EDC aNLP 3 +Nσ2

DBP aNL(N − 1)σ2P 2 +Nσ2

Scale factor aNL = 3N1+εγ2α−2 tanh(α4LD)
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Figure 2.14: The variance of the nonlinear (Gaussian) distortion versus the average transmit
power per polarization P for two non-DM fiber-optic links with EDC and DBP.
The quadratic and cubic growth are observed for DBP and EDC, respectively.

the variance of the nonlinear (Gaussian) distortion is computed as

σ2
NL ≈ 32

27πN
1+εγ2α−1L−1

D asinh

(

π2

2αLD

)

P 2. (2.14)

Finally, the total SNR, |ζ |2P/(Nσ2 + σ2
NL), and the inverse of the normalized non-

linear (Gaussian) distortion variance σ2
NL/P = 1 − |ζ |2 for the system with 38 Gbaud

are plotted versus the transmitted power P in Fig. 2.15. This figure illustrates the

cubic growth of the nonlinear (Gaussian) distortion variance with the input power for
linear equalization (EDC) and the quadratic growth for nonlinear equalization (DBP).

The noise variance σ2
W for a non-DM fiber-optic link with linear EDC and nonlinear

DBP is given in Table 2.1. As seen, the signal–signal nonlinear interference caused by
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Figure 2.15: The total SNR and the normalized inverse variance of the nonlinear (Gaus-
sian) distortion for a system with a symbol rate of 38 Gbaud and a dispersion
coefficient of D = 17 ps/(nmkm).

the Kerr effect can be removed to mitigate the cubic growth of the nonlinear (Gaus-

sian) distortion variance of a system with EDC to a quadratic growth with DBP.

This behavior is intuitively predictable. In fact, within the first-order perturbation

assumption [4, 73, 77, 79], the nonlinear distortion comes from the integration of elec-

tric field terms UU†U whose variance scales as P 3. According to (2.1), in presence of
ASE noise, the nonlinear distortion of the first-order perturbation comes from terms

(U+ n)(U+ n)†(U + n). When the solely signal-dependent nonlinear distortion term

UU†U is perfectly compensated by DBP, then the variance of the leftover nonlinear

distortion scales as P 2.

The SER versus transmitted power per polarization P of two fiber-optical links with

EDC for PM QPSK are shown in Fig. 2.16. The SERs of these two systems with EDC

have also been evaluated analytically using (2.13) and [73, eqs. (7), (13), and (23)].
As seen, the analytical models show a good agreement with the numerical simulations

for low and moderate transmit powers, almost up to the optimal power, the so-called

nonlinear threshold. For high transmit powers, the nonlinear effect is strong such that

the chromatic dispersion cannot return the non-Gaussian distribution resulting from

the nonlinear effect to Gaussian, so the Gaussian assumption is no longer valid and the

analytical models overestimate the actual SERs. Moreover, we investigate the growth
of nonlinear distortion with transmit power for two different system configurations:

(i) 70 spans of 120 km in length with a QPSK signal and DBP at 32 Gbaud (ii) 30

spans of 120 km in length at 42.7 Gbaud with EDC. As seen in Fig. 2.14, the nonlinear
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Figure 2.16: The SERs of two fiber-optic links with EDC and PM QPSK versus transmitted
power per polarization P , consisting of 90 spans of length 80 km at 42.7 Gbaud
and 30 spans of length 120 km at 32 Gbaud. The analytical results using the
introduced model in (2.13) as well as the model in [73, eq. (7), (13), and (23)].

distortion shows a quadratic and cubic growth with the transmit power for a non-DM

link with EDC an DBP, respectively.

2.6 Alternative channel models

In this section, we review a channel model introduced to predict the deterministic

effects of a nonlinear fiber-optic channel. Moreover, we describe a new transmission

scheme built on advanced mathematical tools.

2.6.1 Volterra-series method

A two-dimensional (time and wavelength) discrete-time model of deterministic impair-

ments based on the third-order Volterra-series transfer function is introduced in [81].

The authors managed to overcome the well-known triple integral problem associated

with the Volterra-series transfer function method and reduce it to a single integral. In

contrast to spectral slicing methods, this method takes into account optical filtering,

photo detection, and time-varying system parameters. The transmit pulse p(t) is as-
sumed to be Gaussian. Moreover, no random effect such as ASE noise is considered

for this model. The Volterra-series method introduces a polynomial expansion that

represents the input–output relationship of a fiber-optic link in the frequency domain
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output of the fiber computed by taking the Fourier transform of Ux(t, Lt). Since the

output field can be approximated by the Volterra-series, this model can be used as an
analytical tool to compensate the deterministic nonlinear effects such as intrachannel

signal–signal interference [86].

2.6.2 Nonlinear Fourier transform method

This model [87,88] can be seen as a new transmission scheme, in which the information

is encoded in the nonlinear spectrum of the signal. This approach generalizes the role

of the Fourier transform in linear channels in converting a linear convolutional channel

into a number of parallel scalar channels, to a nonlinear dispersive channel described by

nonlinear Schrödinger equation. This technique takes into account both dispersion and
nonlinearity without the need for dispersion or nonlinearity compensation methods. In

the absence of ASE noise, the signal gets decorrelated by properly choosing the basis

functions in much the same way that the Fourier transform does for linear systems.

This approach may be used for the derivation of signal statistics of fiber-optic channels

in spectrum domain, which has been studied for distributed amplification.



Chapter3
Channel-Aware Coded Modulation

The coding theory for non-Gaussian channels, such as nonlinear fiber-optical chan-

nels, is not well investigated. As discussed in Chapter 2, the lack of an accu-

rate statistical model for a general fiber-optical channel might be the main reason

for the absence of analytical results in the design of forward error correcting (FEC)
codes for these channels. Classic FEC schemes such as Reed–Solomon (RS) and Bose–

Chaudhuri–Hocquenghem (BCH) codes have been widely used in optical communi-

cations. The most common design criterion for classic codes is the maximization of

the minimum Hamming distance of the codewords, while the capacity-achieving codes

such as turbo [89], LDPC [90], and polar codes [91] were originally proposed by in-

spiration from information theory. The capacity-achieving codes were optimized for
binary-input AWGN, binary symmetric, and binary erasure channels. Recently, many

new approaches based on capacity-achieving codes [92] have been proposed for optical

data transmission systems. These schemes intend to increase the performance of the

system in the moderate SNR regime, where the classic RS codes show poor perfor-

mance [6, 93, 94]. Moreover, significant efforts have been devoted to evaluating the

performance of known codes for fiber-optic channels [24, 95–97].

In this thesis, joint coding and (multilevel) modulation, so-called coded modula-

tion (CM), schemes are considered for optical communications. The CM techniques

are known to be superior to conventional approaches with independent FEC and mod-

ulation, in the sense of requiring less SNR for the same spectral efficiency [98]. More

precisely, compared with well-established FEC schemes for optical communications,
CM schemes provide a better trade-off between the DSP complexity and the transpar-

ent reach of the system for a given spectral efficiency [24, 25].

Traditional approaches in the design of CM systems were focused on the minimum

Euclidean distance (MED) and asymptotic gains [21,99], while use of techniques from
information theory have changed these design criteria [100]. It was proven in [101]

that multilevel CM (MLCM) together with multistage decoding (MSD) can approach

the Shannon capacity for the AWGN channel [1]. In fact, for AWGN channels, not

31
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only MED of the generated codewords, consisting of a sequence of symbols, plays an

important role in the performance of a system with multilevel modulation format, but
neighboring coefficients (the number of codewords at a certain Euclidean distance from

a specific codeword, averaged over all the codewords) [102] are relevant, especially in

a low SNR regime [103–105]. In addition, the stochastic channel impairments can be

taken into account in the design of a CM scheme, leading to a channel-aware design

method. Channel-aware CM is a joint coding and modulation scheme that considers

the impairments of a channel.

In this chapter, we first briefly review the fiber-optic system constraints as well

as quality parameters for evaluating the system performance. Then we introduce an

information-theoretic framework to analyze the CM techniques for AWGN and fiber-
optic channels. The framework is used to provide a design guideline for a CM scheme

with a high spectral efficiency and a comprehensive classification of CM techniques

in the literature. Furthermore, four-dimensional (4D) CM schemes constructed for

PM signals are compared with two-dimensional (2D) schemes, using both binary and

nonbinary component codes. In fact, a CM scheme can exploit the four available

dimensions of a fiber-optic link, i.e., two polarizations each consisting of an in-phase and
a quadrature dimension, with more flexibility than conventional schemes. To address

the quest for adaptive, sometimes called elastic, optical transceivers, we investigate

different rate-adaptive CM schemes. Finally, the joint design of 4D CM schemes with

probabilistic shaping is introduced to even further increase the spectral efficiency of

fiber-optic data transmission with a reasonable complexity5.

3.1 System constraints

The transparent reach, i.e., the transmission distance of a fiber-optic link with no inline

electrical signal regenerators, is intimately related to the desired spectral efficiency, as
well as to the digital signal processing (DSP) complexity (depicted in Fig. 3.1). For

example, to obtain a reliable data transmission scheme for a given spectral efficiency,

there is a trade-off between the transparent reach and the DSP complexity. The larger

the transparent reach is, the higher DSP complexity is needed, provided that the desired

spectral efficiency is achievable for this transparent reach.

3.1.1 Channel capacity

As we discussed in Chapter 1, the main motivation for the research on channel coding
was the mathematical theory of Shannon on channel capacity. Despite considerable re-

search efforts, the capacity of fiber-optic channel is still unknown. In fact, the nonlinear

nature of optical fibers makes the capacity much more difficult to determine compared

5The major part of this chapter has been prepared based on the submission [106].
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Figure 3.1: Three main factors in the design of a CM scheme for fiber-optic channel.

to the analytical approach introduced by Shannon for linear AWGN channels. The

lack of an accurate discrete-time model in the presence of channel nonlinear behavior

may be the main bottleneck for capacity studies. More precisely, well-developed signal

space design methods for linear channels are not applicable to nonlinear fiber-optic

channels. However, the common use of the available signal design techniques, due to
their implementation simplicity, has given rise to a widespread belief that the nonlin-

earity limits capacity of fiber-optic channels. As showed in [9, 107, 108], the channel

capacity is a nondecreasing function of SNR for many of the channel realizations of

fiber-optic links. Moreover, it has been suggested [109, 110] that the nonlinear effect

may help to manipulate the inline added AWGN by techniques such as noise squeezing

to change the manifestation of the channel nonlinear effect as a constructive rather
than destructive influence [6, 77, 111–113].

In this chapter, we use the nonlinear and Gaussian channel models introduced in

Sections 2.3 and 2.4 for DM and non-DM links, respectively, to design CM schemes.

Due to a lack of exact analytical capacity result for these channels, we use the AWGN

capacity introduced in 3.1.3 as a reference to compare different systems. We emphasize

here that although the AWGN capacity is popular as a benchmark, it does not represent
the capacity of the nonlinear fiber-optic channel.

3.1.2 Operating transmit power

In the Gaussian noise model for a non-DM optical link with EDC, the variance of the

(nonlinear distortion) noise grows as the cube of the transmitted power (see Section

2.5.2). Therefore, the system performance is, as shown in Figs. 2.16 and 3.2, eventually
degraded at high transmitted power levels. This nonlinear behavior distinguishes these

channels from classical AWGN channels. Clearly, there is an optimum power (shown

by red stars in Fig. 3.2), which yields the minimum uncoded SER or the maximum
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Figure 3.2: The SERs of a nonlinear fiber-optic link with 20 and 53 spans together with the
scatter plots of the received signals at the minimum SER, marked by red stars.

SNR after the EDC. This optimum signal power is almost independent of the transpar-

ent reach [111], and the system is assumed to operate at the optimal transmit power

throughout this chapter. Since a well-designed CM scheme allows reliable data trans-

mission with a higher uncoded SER, an improved system performance by exploiting a

CM scheme can be used to increase the transparent reach as shown in Fig. 3.2.

3.1.3 Quality parameters

We will use three quality parameters to evaluate the performance of optical data trans-
mission systems with HDD and SDD, including FEC threshold, net coding gain (NCG),

and gap to the AWGN channel capacity. These will be discussed separately below.

FEC threshold

Traditionally, due to the use of independent FEC and modulation together with hard-

decision demodulation, the maximum BER of a hard-decision demodulator (the input

BER of the FEC decoder), the so-called FEC threshold, for obtaining an information

BER of 10−15 at the output of the FEC decoder was widely used as a metric for

these channels [2, Ch. 5]. In fact, the main goal of system designers was to meet the
desired FEC threshold for an uncoded system. The advent of CM schemes in fiber-

optic communications with soft-decision decoding enables a different evaluation of these

systems. Since the CM decoder uses soft input, the uncoded BER is not relevant in
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these systems. Instead, the next two metrics are used to benchmark different systems

with the same spectral efficiency η.

Net coding gain

The reduction in the SNR requirement resulting from adding coding at the same in-

formation bit rate and the same (low) information BER for both coded and uncoded

systems is called the net coding gain (NCG). The code rate6 of the coded system is

R = ηuncod/η, where ηuncod and η are the spectral efficiencies of the uncoded and coded

systems, respectively. The NCG is precisely defined as the gross coding gain in bit SNR
scaled by the code rate of the coded system to compare the two coded and uncoded

systems at the same information bit rate [14]. Stating it based on symbol SNR, the

NCG of a system at a certain information BER can be expressed as NCG = R2γuncod/γ,

where γuncod and γ are the required (symbol) SNRs to meet the desired BER for the

given uncoded and coded systems, respectively.

Gap to the AWGN channel capacity

For a system with a rate R, there is a minimum SNR γ to obtain a certain BER,

which is usually computed by numerical simulations. The gap ∆γ between γ and

the minimum SNR obtained using the Shannon formula for an AWGN channel with

spectral efficiency η is a useful measure [114] to compare different CM schemes. This

gap can be expressed as ∆γ = γ/(2η − 1) and it can be related to the NCG as ∆γ =

R2γuncod/((2η − 1)×NCG).

3.2 Design framework

In this section, we exploit the concept of equivalent parallel binary subchannels [101]
to establish a design framework for CM schemes. This framework is built on two

types of decoders, namely multistage and parallel independent decoders, to provide a

channel-aware design method. An accurate channel model (such as those described in

the previous chapter) is necessary to exploit this design framework. More precisely,

this information-theoretic tool requires the signal statistics of the received signal R

from the channel.

Considering the bit-to-symbol mapper shown in Fig. 3.3, the equivalent binary sub-

channels approach introduced in [101] can be applied to represent the mutual informa-

tion (MI) between the channel input and the received signal after EDC as I =
∑m

i=1 Ii,
where Ii = I(Vi;R|V1, . . . , Vi−1) is the conditional MI of subchannel i, provided that

the transmitted bits of the subchannels 1, . . . , i − 1 are given. Clearly, the channel

6The system redundancy overhead is defined as OH = 1/R− 1.
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Figure 3.3: A fiber link including a CM encoder at the transmitter, the fiber-optic link with
EDC illustrated in Fig. 2.3, and the CM decoder at the receiver.

with input S and output R can be modeled as m parallel subchannels with the in-

puts Vi, i = 1, . . . , m and the output R. An alternative parallel subchannel modeling
approach is based on decoding the individual subchannels independently [101, 115],

which yields a sum rate of Î =
∑m

i=1 Îi, in which Îi = I(Vi;R). It can be shown that

I(Vi;R) # I(Vi;R|V1, . . . , Vi−1) [101], implying that Î < I. The gap between Î and I

strongly depends on the selected labeling of the constellation symbols. Caire et al. [115]

showed that this gap is surprisingly small with Gray labeling. However, the multistage

decoding technique is significantly superior to the parallel independent decoding for
a finite length code [101]. The terms (binary) “subchannels” and “layers” are used

interchangeably in this chapter. We explain the three main categories of CM schemes,

exploiting the equivalent subchannels for AWGN channels, as well as two CM schemes

that are constructed from nonbinary component codes separately below. They are all

illustrated in Fig. 3.4.

3.2.1 Multilevel coded modulation (MLCM)

For an arbitrary modulation, the binary subchannels have in general different condi-

tional MI Ii. Hence, to approach the channel MI I, an unequal error-protecting tech-

nique, as depicted in Fig. 3.4 (a), is applied over the m binary subchannels. To this
end, MLCM was exploited consisting of m binary turbo [101] or nonbinary LDPC [116]

codes, originally introduced with classic block codes [21,117], each adapted to the con-

ditional MI (Ii for channel i) of the corresponding subchannels. MLCM has been shown

to be a capacity-achieving scheme theoretically [104] and through simulations [101,116]

for AWGN. An interesting feature of MLCM is the possibility of exploiting a multistage

decoder (MSD). As shown in Fig. 3.4 (a), the decoder of the first layer (subchannel)
can decode the received bits independently of the other layers, then the second decoder

uses the output from the first decoder to decode the bits received in the second layer.

This sequential decoding is followed for the rest of the layers. The MSD has lower
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complexity than the maximum likelihood detector. An MLCM scheme was tailored in

[Paper C] for a memoryless nonlinear fiber-optic channel with RS component codes.
In this paper, an unequal error protection scheme in the phase and radial direction of

a 16-point ring constellation is exploited to optimize the block error rate of the sys-

tem. For non-DM fiber-optic channels, two simplified MLCM schemes were introduced

in [25, 28] with staircase codes and LDPC codes, respectively. The subchannels are

categorized in two groups in [25] and three groups in [28], to reduce the number of

component codes.

3.2.2 Bit-interleaved coded modulation (BICM)

Zehavi [22] introduced BICM as shown in Fig. 3.4 (b) simply by adding an interleaver

between the encoder and the mapper to distribute the coded bits among different

binary subchannels uniformly and exploit the diversity in the subchannels. In the
BICM scheme, the subchannels are assumed to be independent and a simplified model

using m independent decoders of the binary subchannels is used [101] with the MI

I(Vi;R) for subchannel i = 1, . . .m, in which each subchannel has no information from

the input bits of the other subchannels. Usually, the binary decoder uses the log-

likelihood ratios (LLR)7 of the subchannels after de-interleaving to decode the received

bits.

For channels such as wireless fast fading channels, the channel is unknown at the

transmitter, and thus, the MIs of the subchannels are also unknown. BICM was orig-
inally proposed for fast fading channels to exploit the diversity in binary subchan-

nels [115]. In contrast to wireless channels, the optical channel8 can be compensated

(tracked) by adaptive filtering techniques without noise enhancement [34]. Therefore,

one can assume that the channel is almost static and known at the transmitter pro-

vided that the CSI is available. Consequently, the TCM and MLCM techniques are

more effective than BICM with short-length component codes for fiber-optic channels.

Despite this limitation, BICM has been suggested for fiber-optic communications. For
example, a comprehensive study of BICM for fiber-optic communications has been per-

formed in [16] with different modulation formats. The extension to multidimensional

constellation was studied in [26, 118].

3.2.3 Trellis-coded modulation (TCM)

Ungerboeck [20] introduced a new type of binary labeling based on the set partitioning

technique. The subchannels resulting from this labeling have ascending MI values. The

early subchannels (with smaller indices) have lower MI values than the subchannels

with indices close to m. The original version of TCM, shown in Fig. 3.4 (c), splits the

7The LLR of bit v is defined by Pr(v = 1|R)/Pr(v = 0|R).
8With a negligible polarization-dependent loss.
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information bits into two groups of subchannels, where the group with smaller indices,

the so-called “subset selection,” is protected by a convolutional code, while the second
group, denoted as “symbol selection,” remains uncoded. Although this scheme can be

decoded by MSD, Ungerboeck proposed a maximum likelihood decoder. The Viterbi

decoder uses the subset metrics to decode the first group. The second group is decoded

by a simple demapper within the decoded subset.

Later, turbo TCM was proposed [119], by replacing the convolutional code with

a turbo code to decrease the gap from the Shannon limit for AWGN channels. Fur-

thermore, multidimensional TCM was proposed in [120, 121], which allows a higher

spectral efficiency for a given signal constellation than one-dimensional (1D) or 2D
TCM methods. In fiber-optic systems, TCM was proposed in [122] with an 8-point cu-

bic polarization shift keying constellation. The simplest 4- and 16-state TCM schemes

were applied to 8-point phase shift keying (PSK) and differential PSK in [23]. Finally,

the concatenation of 2D TCM with two different outer codes, RS and BCH codes, was

studied in [24], which gives NCGs of 8.4 and 9.7 dB, respectively, at a BER of 10−13

for the AWGN channel.

3.2.4 Nonbinary coded modulation

The codewords of a nonbinary code are sequences of 2q-ary symbols, each representing

q bits. The code is constructed over a Galois field (GF) of the order 2q, denoted by
GF(2q). Binary codes can be considered as the simplest case of these codes, defined

over GF(2) with two symbols 0 and 1. The binary subchannels can be encoded and

decoded jointly using nonbinary codes, at the cost of increased complexity. As shown

in Fig. 3.4 (d), the demapper computes symbol LLRs for each soft received symbol,

retaining the MI between the subchannels compared to the independent bit LLR cal-

culation in BICM. Different types of nonbinary codes such as classic nonbinary codes,
e.g., RS codes with a hard-decision decoding, or modern nonbinary LDPC and turbo

TCM codes with a soft-decision decoding, can be used to construct the nonbinary

CM schemes. Moderate-length nonbinary LDPC codes have been widely proposed for

fiber-optic communications [123], to approach the Shannon limit in AWGN channels.

As discussed, the nonbinary scheme can be used with both 2D [123] and 4D [27, 28]

constellations.

3.2.5 Polar nonbinary coded modulation

Although many techniques have been suggested to mitigate the computational com-

plexity of nonbinary codes, the decoding complexity in the order of O(q2q), for a regular
nonbinary LDPC code designed over GF(2q), makes this scheme unrealistic for large

constellations [124]. To overcome this problem, a mapper, inspired by the polar coding

technique [91], was devised [28] [Paper E] to categorize the binary subchannels into
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three groups, namely ‘bad,’ ‘intermediate,’ and ‘good’ subchannels. The ‘bad’ and

‘good’ subchannels have MIs near 0 and 1, respectively, while the MIs of ‘intermedi-
ate’ subchannels are between 0 and 1. Then, error protection using nonbinary LDPC

coding is performed solely over the ‘intermediate’ subchannels. As shown in Fig. 3.4

(e), the ‘good’ subchannels are left uncoded, whereas no information is transmitted

on the ‘bad’ subchannels denoted by dropped bits, which are fixed to zero and known

to the receiver. Since the nonbinary encoder performs on ‘intermediate’ subchannels

independently of the constellation size [28], the GF can have a lower order with this
design than with the regular nonbinary scheme above, and consequently a CM scheme

with a lower complexity is obtained. We notice that the classification into ‘interme-

diate’ and ‘good’ subchannels was used by Ungerboeck in the design of TCM. Here,

it is extended by introducing ‘bad’ subchannels or dropped bits. In fact, increasing

the number of dimensions in the bit-to-symbol mapper shown in Fig. 3.3, provides

the required freedom in the design of binary labeling to be able to drop some (‘bad’)
subchannels and leave some (‘good’) uncoded, which leads to a system with lower com-

plexity. The decoding of the ‘good’ subchannels (with MI near 1) is performed after

the decoding of the ‘intermediate’ bits. This is because the MIs of these subchannels

are conditioned on the input bits of ‘intermediate’ subchannels.

3.3 Coded modulation for dispersion-managed
links

The design framework can also be used to design a CM scheme for the simplified DM

fiber-optical channels. To this end, one may exploit the statistics of complex received

signal for this channel introduced in (2.11). Moreover, it has been shown [57] that a

ring constellation consisting of many M-PSK constellations with different amplitudes,

sometimes called ring constellation, shows better performance than a square QAM

constellation with the same number of symbols, provided that MSD is used [125]. In
general, a MAP detector for a ring constellation is not a practical scheme in DM fiber

channels. This is due to the non-symmetric decision regions of constellation symbols.

Instead of an exact MAP detector, a two-stage detector is proposed in [57], which

has a performance close to a MAP detector but with much lower complexity (see

Section 2.3.3). In this detector, first the amplitude of the received signal is detected

and then in the second stage. The phase of the received signal is determined based on
the detected amplitude in the first step.

Here, we consider a ring constellation with 2mr rings, each consisting of 2mp equally

spaced phase symbols (as shown in Fig. 2.8(b) for a 16-point ring constellation). More-
over, we assume the first mr bits V1, V2, . . . , Vmr determine the ring amplitude from

{R1, R2, . . . , R2mr} and the last mp bits of the binary labeling, with mr + mp bits,

choose the phase of the symbol inside the selected ring. To determine the component
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code rates of the subchannels in the MLCM scheme, one may use the introduced design

framework to allocate the code rates for different layers (subchannels). To this end,
the MIs are split into two groups. The first mr subchannels are represented by the

conditional MIs between Vi, 0 < i ≤ mr and the amplitude of the received signal |Rx|.
Standard set partitioning techniques for a 2mr -ary pulse amplitude modulation scheme

can be used to decrease the decoding complexity (as discussed in [Paper C]). The second

mp subchannels are described by the conditional MIs between Vi, mr < i ≤ (mr +mp)

and the phase of the received signal ∠Rx. Here, one may exploit set partitioning tech-
niques for a 2mp-ary PSK signal to obtain a low-complexity scheme. Once these MIs

are computed, the rate of capacity-achieving codes can be selected for different layers

corresponding to computed MI.

A set partitioning scheme with a low decoding complexity is introduced in [Paper

C] for an MLCM system in a DM fiber-optic link with no dispersion. The design and

performance analysis of this system is performed based on the signal statistics in (2.11).
The MLCM scheme is constructed using RS codes with HDD and the 16-point ring

constellation of Fig. 2.8(b). Since the exploited RS codes are not capacity-achieving, we

use the Lagrange-multiplier approach, which is an optimum method in the high SNR

regime [126]. Since the traditional criterion for CM design, which is the maximization

of MED, is grossly suboptimal for such a non-Gaussian channel, this design approach

significantly improves the performance of the system in comparison to traditional CM
methods.

3.3.1 Concatenated codes

Concatenation of inner and outer codes, shown in Fig. 3.5, was introduced as a solution
to the problem of finding a coded scheme that has both a rapidly decreasing BER at

moderate SNR , known as the waterfall region, and the possibility of reaching extremely

low BERs without any error floor [12, Ch. 5]. It was suggested in [14] to exploit the

waterfall region of a modern code, e.g., LDPC code, as the inner code to obtain BERs

around 10−3 at the output of the inner code decoder. Then this BER is suppressed using

an outer code constructed based on classic codes with HDD such as RS or BCH codes
to meet the desired BER for optical communications, i.e., 10−15. The CM schemes

discussed here are suitable as the inner code in this structure.
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Figure 3.5: Concatenation of an outer (RS or BCH) and inner (CM scheme) codes.
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3.4 Two- versus four-dimensional schemes

A CM scheme can exploit the available four dimensions in the signal space of a fiber-

optic link either jointly as a 4D channel or separately as two parallel 2D channels.

For the Gaussian noise model introduced in Section 2.4, these parallel channels are
independent, as shown in [101], and one can get close to the MI of an AWGN channel

using both 1D and 2D schemes. Although a 2D CM scheme can achieve the MI of

AWGN channels, a 4D CM scheme has a better trade-off between complexity and

performance as discussed later in the performance analysis. In fact, a 4D scheme can

provide more flexibility, which facilitates the rate adaptation and probabilistic shaping.

To this end, we investigate four different combinations of 2D and 4D CM schemes with
two types of component codes.

3.4.1 Two-dimensional schemes with binary codes

In this structure, classic and modern binary codes as well as their concatenation are

used together with 2D constellations such as QAM signals. This combination is the

most investigated structure in fiber-optic communications and has been realized based
on the three traditional CM schemes, i.e., MLCM [25], TCM [24], and BICM [16]. This

group of CM schemes is capable of approaching the AWGN capacity provided the block

length is large enough. For example, an NCG of 10.8 dB (∆γ = 3 dB) with 20.5%

redundancy overhead is achieved with triple-concatenated codes, (4608, 4080)9 LDPC,

(3860, 3824) BCH, and (2040, 1930) BCH using QPSK signals at a BER of 10−15 [14].

3.4.2 Two-dimensional schemes with nonbinary codes

This family of CM schemes is built by replacing the binary component codes of the

previous family with nonbinary codes such as nonbinary LDPC codes [12, Ch. 14], [127].

Excluding BICM and MLCM, the rest of the CM schemes introduced in Fig. 3.4 belongs

to this family. A better performance for short block lengths is achieved at the cost
of a higher complexity. As discussed in [123], the correlation between bits of 2D

binary labeling is exploited with nonbinary codes. In [123], two 2D CM schemes with

nonbinary codes were proposed for a fiber-optic channel. The (1225, 1088) LDPC code

over GF(23) with 12.6% redundancy overhead provides an NCG of 9.4 dB (∆γ = 2.3

dB) at a BER of 10−10. The improvement over the comparable binary (3136, 2800)

LDPC code from the same family is 0.7 dB at a BER of 10−7. Further performance
improvement was obtained by a longer (29136, 27315) LDPC code over GF(23) with

6.7 % redundancy overhead, which provides an NCG of 9.4 dB (∆γ = 2.1 dB) at a

BER of 10−10.

9(n, k) denotes a block code with a codeword of length n bits and an input information vector of
length k bits.
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3.4.3 Four-dimensional schemes with binary codes

Recently, 4D CM schemes adopted from classical communication have been suggested

for optical communications based on BICM. Here, we discuss the 4D schemes with

binary codes. For example, a 4D BICM scheme with two concatenated codes, an outer

(992, 956) RS code and an inner (9252, 7976) LDPC code, can provide an NCG of 10.5
dB (∆γ = 2.7 dB) at a BER of 10−13 with an overall redundancy overhead of 20% and

QPSK constellation [26]. If a Gray labeling is not used for the 4D constellation, an

iterative decoding between the demapper and the binary code decoder is necessary [26].

As an example, for a PM QPSK with four-bit binary labeling, the conditions of the MIs

(see Section 3.2) for binary subchannels can be removed provided that the Gray labeling

is used, and thus they can be decoded independently, while for a non-Gray labeling
they are dependent. This limitation imposes a higher complexity and consequently a

larger processing latency than a conventional scheme.

3.4.4 Four-dimensional schemes with nonbinary codes

The main difference between this group and the previous 4D scheme is the use of non-

binary instead of binary codes, as in Fig. 3.4 (d) and (e). This provides improvement

in NCG, for example 0.29 dB, 1.17 dB, and 2.17 dB with 16-, 32-, and 64-point 4D

constellations, respectively, at the BER of 10−7 [27]. The nonbinary scheme in Fig. 3.4
(d) suffers from high complexity for constellations with a large number of symbols.

The polar nonbinary CM scheme in Fig. 3.4 (e) decreases the complexity of the non-

binary CM schemes [27, 128] without performance degradation. To this end, the 4D

labeling introduced in [120], [Paper D] is modified in [Paper E] to again categorize

the binary subchannels into ‘bad,’ ‘intermediate,’ and ‘good’ channels. The polar CM

scheme confines the number of ‘intermediate’ subchannels (the required GF order of
the nonbinary block code) to a small number, independent of the constellation size.

The mapper devised for polar CM scheme provides the minimum number of ‘interme-

diate’ subchannels. This 4D set partitioning using the bits V1, . . . , V4 is illustrated in

Fig. 3.6 for a PM-QPSK constellation.

3.5 Rate-adaptive coded modulation schemes

To improve the utilization of optical networks with dynamic or heterogeneous struc-

tures, the rate of the CM scheme can be adapted to the CSI at the transmitter of

each fiber-optic link. Two well-known choices for the CSI are [114] the SNR, which

is estimated after EDC, and the inner code BER in a concatenated coding scheme,
which is computed by a syndrome-based error estimator. Rate-adaptive schemes have

been investigated using multiple codes with different rates [114, 128, 129] or a single

fixed-rate code [Paper E].
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Figure 3.6: 4D set partitioning of a 16-ary 4D constellation representing PM-QPSK
(V4V3V2V1 represents the four bits in the binary labeling of the constellation).

3.5.1 Multiple codes with different rates

CM schemes with multiple component codes to adapt the system rate to the desired

rate supported by the link have been proposed for optical communications. Every code

rate can be constructed either separately or by puncturing or shortening a single mother

code. For example, a rate-adaptive nonbinary scheme with six nonbinary LDPC codes

was proposed in [128] to provide a transmission bit rate between 100 Gb/s and 300
Gb/s in steps of 26.67 Gb/s at a fixed symbol rate. In a more practical scenario, a

rate-adaptive BICM scheme was proposed exploiting six combinations of binary LDPC

and RS codes together with three modulation formats [114]. This scheme was capable

of obtaining ∆γ smaller than 2.9 and 3.9 dB for long and short non-DM single-channel

fiber-optical links, respectively.

3.5.2 Single fixed-rate code

The method based on multiple codes with different rates is demanding in terms of

hardware and thus costly to implement. A 4D scheme with a flexible structure can

perform rate adaptation with a single component code rather than using a different
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Table 3.1: CM schemes for different transparent reach (The number of coded bits is 6 in all
cases). System parameters are given in Table 3.2, BER ≤ 10−15, RS(1022, 1004)
outer code and (1920, 1546) LDPC inner code over GF(26) [Paper E].

Reach CM parameters
(km) Constellation DB UB SE OH% ∆γ (dB) SNR

17 × 80 PM 64-QAM 0 6 5.25 14.3 2.67 17.57
31 × 80 PM 64-QAM 1 5 4.41 36.0 2.13 14.91
44 × 80 PM 64-QAM 2 4 3.74 61.3 2.60 13.41
55 × 80 PM 64-QAM 3 3 3.44 75.4 2.33 12.24
91 × 80 PM 16-QAM 1 1 2.77 44.9 2.41 10.23
112× 80 PM 16-QAM 2 0 2.36 69.5 2.84 9.33

Table 3.2: System parameter values

Symbol rate Rs 32 Gbaud
Nonlinear coefficients γ 1.4 W−1km−1

Attenuation coefficients α 0.2 dB/km
Dispersion coefficient D 17 ps/nm/km
Optical center wavelength λ 1550 nm
EDFA noise figure Fn 5 dB
Span length L 80 km

code for each rate. In fact, the new 4D mapper [Paper E], inspired by the polar coding

technique [91], can be exploited to devise a rate-adaptive scheme with a single fixed-

rate encoder. In contrast to [114], this approach exploits a simple circuitry to provide

a rate-adaptive CM scheme. More precisely, the number of bits in the different ‘good’
and ‘bad’ groups introduced in the polar CM scheme in Section 3.2.5 are adjusted

according to the CSI such that the number of ‘intermediate’ bits is always the same.

Since the mapper is solely a simple look-up table, the rate adaptation is straightforward

to implement.

Furthermore, as discussed in the previous section, the probabilistic shaping is per-

formed over ‘good’ subchannels to increase the system’s spectral efficiency or reduce
its ∆γ. Interestingly, this rate adaptation can be seen as a proper selection of 4D con-

stellations extracted from well-known lattices [98]. Table 3.1 indicates how the number

of dropped bits (DB) in the 4D mapper needs to be changed to support spectral ef-

ficiencies (SE) from 2.36 to 5.14 per polarization. As seen, for high SNRs, the PM

64-QAM constellation extracted from the 4D cubic lattice is used with 12 bits carried

with each 4D symbol, while by decreasing the SNR, simply by changing the mapper
and decreasing the number of uncoded bits (UB) with 1, we remove half of the 4D

symbols to obtain a constellation with a dense packing, extracted from the so-called

D4 lattice with 2048 symbols, which is the best 4D packing lattice [130, 131]. The
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Figure 3.7: The spectral efficiency per dimension versus the transparent reach and the SNR
for a non-DM link with EDC. The CM scheme curves are based on the results
given in Table 3.1 and the spectral efficiency for the Gaussian noise model is
computed by log2(1 + SNR)/2, where SNR = P/σ2 [Paper E].

number of coded bits, i.e., ‘intermediate’ subchannels, is fixed to 6, and these bits are

coded by a fixed-rate nonbinary LDPC code.

In Fig. 3.7, the AWGN capacity (spectral efficiency) per dimension is illustrated

versus the transmission length as well as the SNR for the rate-adaptive CM scheme

introduced in [Paper E] over a non-DM fiber-optic link with the parameters given

in Table 3.2. The spectral efficiency of the system with standard constellations, 4-

PAM and 8-PAM, with or without probabilistic shaping are also plotted in this figure.
The results show that the rate-adaptive CM scheme using single nonbinary code with

probabilistic shaping can achieve ∆γ < 3 dB for transmission lengths from 17× 80 to

112× 80 km.

3.5.3 Signal shaping

Signal shaping in data transmission systems with AWGN refers to the manipulation

of the symbol distribution to make it as close as possible to a Gaussian distribu-

tion [98, 132–136]. Two types of shaping methods have been proposed for optical
communications: probabilistic [25, 28], [Paper E] and geometric [137] shaping. Proba-

bilistic shaping means changing the symbol probabilities for a standard constellation

such as QAM, while geometric shaping implies changing the coordinates of the points
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Figure 3.9: The 2D symbol probabilities of the probabilistically-shaped 4D CM scheme for
the fiber-optic link with 17 spans (first row in Table 3.1).

in the constellation, which typically results in irregular constellations. In general, geo-

metric shaping requires more complex hardware, such as higher-resolution ADC, than
probabilistic shaping. Here, we describe probabilistic shaping and its combination with

a CM scheme.

With probabilistic shaping, instead of having a uniform distribution for the input

symbols, the symbols close to the origin of the constellation (with small amplitudes) are

sent more often than the symbols far from the origin. This reduces the average trans-
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mitted power compared with a uniform distribution. Bearing in mind that the variance

of the introduced nonlinear distortion is cubic with input power (see Section 2.5.2), the
system performance improves by performing probabilistic shaping as shown in Fig. 3.7.

Two well-established probabilistic shaping methods, shell mapping [132] and trellis

shaping [133], have been applied to fiber-optic communications in [28] and [25], re-

spectively. As shown in Fig. 3.8, the binary shell mapping method [28], [Paper E] is

applied to the ‘good’ subchannels, i.e., V3. As an example, the 2D symbol probabilities

of 64-QAM with shell mapping are plotted in Fig. 3.9 for the system with 17 spans
(first row in Table 3.1).

3.6 Performance and complexity analysis

We compare the BER performance for three CM schemes: 2D BICM, 2D nonbinary
CM, and 4D polar nonbinary CM schemes, illustrated in Fig. 3.4 (b), (d), (e), respec-

tively. All schemes were simulated with PM 64-QAM and an overall coding redundancy

overhead of 21% over a single-channel non-DM fiber-optic link with the system param-

eters given in Table 3.2. Here, the schemes are compared based on two constraints:

latency and complexity.

3.6.1 Latency-constrained comparison

Three systems are simulated with a small information block latency (consisting of

inner and outer codes together with an interleaver as in Fig. 3.5) for the following
scenarios: (i) a 2D BICM scheme with a (3, 21)-regular quasi-cyclic10 binary (10752,

9236) LDPC inner code concatenated with a (1016, 980) shortened RS outer code over

GF(210), to bring down the output BER of the inner code from 2.2×10−4 to 10−15; (ii)

a 2D nonbinary CM scheme with a (3, 9)-regular quasi-cyclic nonbinary (2688, 2309)

LDPC inner code over GF(26) concatenated with a (970, 930) shortened RS code over

GF(210), to bring down the output BER of the inner code from 1.9×10−4 to 10−15; (iii)
a 4D polar nonbinary CM scheme with a (3, 9)-regular quasi-cyclic nonbinary (1728,

1162) LDPC inner code over GF(26) concatenated with a (963, 949) shortened RS

code over GF(210), to bring down the output BER of the inner code from 1.5 × 10−5

to 10−15. The length of the interleaver between the inner and the outer code is 11

times the inner code length for the 2D BICM and 7 times the inner code length for the

2D nonbinary CM schemes, resulting coded block lengths of 11× 10752 = 118272 and
7 × 2688 × 6 = 112896 bits, respectively. The interleaver length is 5 times the inner

code length for the 4D polar nonbinary CM scheme, resulting a coded block length

of 5 × 1728 × 12 = 103680 bits. Considering transmission of every 12 bits by a 4D

symbol at 32 Gbaud, we obtain latencies of 308, 294, and 270 ns for the 2D BICM,

10A (γ, ρ)-regular quasi-cyclic LDPC code has γ nonzero elements in each column and ρ nonzero
elements in each row of its parity-check matrix [12, Ch. 5].
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Figure 3.10: (a) The BER of three CM schemes with latency constraint. (b) The BER of
2D and 4D CM schemes with binary and nonbinary LDPC codes, respectively
and similar complexity. All the CM schemes use PM 64-QAM with 21% coding
redundancy overhead.

2D nonbinary, and polar 4D nonbinary schemes, respectively. According to the BER

results shown in Fig. 3.10(a), the polar 4D nonbinary is superior to the 2D BICM and

2D nonbinary CM schemes with nearly the same latencies.

3.6.2 Complexity-constrained comparison

We designed the following 2D and 4D schemes with similar complexities: (i) a 2D
BICM scheme consisting of a (3, 21)-regular quasi-cyclic binary (16128, 13844) LDPC

inner code concatenated with a (1015, 977) shortened RS outer code over GF(210), to

bring down the output BER of the inner code from 2.3× 10−4 to 10−15; (ii) a 4D polar

nonbinary CM scheme consisting of a (3, 9)-regular quasi-cyclic nonbinary (1152, 778)

LDPC inner code over GF(26) concatenated with a (1011, 995) shortened RS outer

code over GF(210), to bring down the output BER of the inner code from 2.5×10−5 to
10−15. As seen in Fig. 3.10(b), the 4D polar nonbinary scheme performs slightly better.

Since the GF order can be kept fixed in this scheme, i.e., GF(26), independent of the

constellation size, the 4D scheme is superior to the 2D scheme for large constellations.
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Figure 3.11: The information rate of binary channels for a 4D mapper with PM 16-QAM
constellation and a fiber-optical link with 15 spans of length 100 km at 28
Gbaud.

3.6.3 Performance improvement using probabilistic shaping

In this section, we evaluate the performance of the polar CM scheme in Fig. 3.8 for

a single-channel fiber-optical system with PM 16-QAM constellation, 32-ary (1024,

928) NB-LDPC code designed using the method introduced in [12, Sec. 14.4.2], and

three different probabilistic shaping schemes: no probabilistic shaping and probabilistic

shaping of rates 0.9375 and 0.875 [28]. The numerical results are extracted for a non-
DM link with 15 spans of 100 km in length at 28 Gbaud. In Fig. 3.11, the information

rates of the binary channels of the described fiber-optical link are plotted versus the

transmit power Px = P/2 in one of the polarizations (assuming the same transmit

power in the other polarization). As shown in this figure, a CM scheme with a total

rate of 0.941 was selected for numerical simulations. At this rate, we protected five

bits by a 32-ary NB-LDPC code and the rest of the bits can be left uncoded. The bit,
symbol, and frame error rates (BER, SER, and FER) of this system are evaluated for

three different scenarios: the CM scheme with a total rate of 0.941 but no probabilistic

shaping and the CM scheme with probabilistic shaping and total rates of 0.926 and

0.934. The SER is measured by adding an HDD in parallel to the CM decoder. We

emphasize that the CM decoder uses soft input symbols and this HDD is only used

to measure the uncoded system SER. As seen in Fig. 3.12, exploiting a probabilistic
shaping with an overhead of 0.016 can improve the system performance around 0.4 dB

at BER = 10−5. This improves the uncoded 4D FEC threshold of the system from a

SER of 0.058 to 0.072 at the information BER of 10−5.
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Figure 3.12: The performance of CM with PM 16-QAM constellation, 32-ary (1024, 928)
NB-LDPC code, without probabilistic shaping and with two shaping rates.
The fiber-optical link has 15 spans of length 100 km at 28 Gbaud.

3.6.4 Hardware complexity

The hardware requirements and electronic processing complexity of CM schemes play a

crucial role for fiber-optic communications. Although the semiconductor technology is

capable of providing ultra-high-speed ADC and massively parallelized DSP circuits, the

system power consumption and hardware cost also need to be taken into account. In

particular, since high-resolution ADC and DSP are costly for high-speed data transmis-
sion, the performance sensitivity of CM schemes to quantization errors has become an

important factor in the design of these schemes [14]. The impact of quantization errors

on the performance of a concatenated TCM scheme with two interleaved BCH outer

codes was evaluated in [24], and it was shown that 4-bit quantization was sufficient to

approach the infinite precision performance to within 0.15 dB.

The complexity of a CM scheme is dominated by its two main components: LLR
calculation from soft received symbols and the encoder and decoder of the component

codes. Since the complexity of LLR calculations considering well-known approxima-

tions [12, Ch. 7] is almost the same for the studied schemes, one may compare the

complexity of the CM schemes with different dimensions by taking into account solely

the complexity of the component code decoders per dimension [120]. The complexity

of LDPC and RS codes have been well studied [12, Ch. 14], [138].





Chapter4
Conclusions

To efficiently utilize the available resources in an optical network, the trade-offs be-

tween spectral efficiency, DSP hardware complexity, and transparent reach need to be

considered for the different links in the network. Joint coding and modulation schemes

offer more freedom to exploit the available four dimensions in these channels than tra-

ditional independent FEC and modulation techniques. As discussed, a CM scheme can
enable a link with a larger transmission distance than conventional schemes but with

the same (or even lower) complexity, for a wide range of spectral efficiencies. The aim

of this work was to design a rate-adaptive CM scheme with a higher spectral efficiency

than existing methods, while keeping the system complexity affordable. In order to

achieve this goal, an accurate channel model is essential, which was developed as part

of this work as well. The main contributions of the thesis are summarized in this
chapter.

Summary of Contributions

We reviewed well-established and novel CM schemes for AWGN channels and their

adoption in optical communications consisting of MLCM, BICM, TCM, nonbinary,

and polar nonbinary schemes using an information-theoretic design framework. MLCM

with a small number of component codes is an attractive solution for fiber-optic com-

munications because of its low-complexity multistage decoding. The main bottleneck

of nonbinary schemes is the decoder and its high complexity for large constellations.
Although BICM has been widely investigated using two- and four-dimensional constel-

lations for fiber-optic channels, channel-aware designed schemes such as turbo TCM or

polar nonbinary schemes provide better error performance for short-length component

codes.

In order to design a channel-aware CM scheme for a PM DM fiber-optical link,

statistics of the received signal are derived in [Paper A] with a negligible chromatic

dispersion. This makes it possible, for the first time, to analytically evaluate the perfor-

53
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mance of data transmission systems over PM fiber-optic channels with phase noise and

low enough symbol rate, and to optimize the performance of such systems. Moreover, a
quantitative approach is proposed to measure the accuracy of the analytically derived

pdf for different DM links using the SSFM. The derivations are performed for both

lumped and distributed amplifications. These statistics consist of the pdf of the non-

linear phase noise and the joint probability density function of the received amplitudes

and phases given the SNR of both polarizations.

Including chromatic dispersion and nonlinear Kerr effect, an analytical approach
is introduced in [Paper B] to model a non-DM fiber-optic link in the pseudolinear

regime based on the SSFM. According to this model, for high enough symbol rates,

a fiber-optic link can be described as a linear dispersive channel with AWGN and a

complex scaling. The variance of this AWGN noise and the attenuation are computed

analytically as a function of input power and channel parameters. The results illustrate

a cubic growth of the noise variance with input power. Moreover, the interchannel
effect between the two polarizations and the intrachannel effect between the amplifier

noise and the transmitted signal due to the nonlinear Kerr effect are described. In

particular, it is found that the channel noise variance in one polarization is affected

twice as much by the transmitted power in that polarization than by the transmitted

power in the orthogonal polarization. The effect of pulse shaping is also investigated

through numerical simulations. The SSFM numerical results justify the accuracy of
this model for a symbol rate of 28 Gbaud and above.

Exploiting the signal statistics of highly nonlinear single-polarization fiber-optic

links and the information-theoretic design framework, we devised an MLCM scheme

with a hard-decision multistage decoder in [Paper C]. More precisely, an unequal error

protection in the phase and radial direction is exploited to optimize the performance

(block error rate) of the system. It is shown that the new MLCM system can give better
performance with lower complexity than independent FEC and modulation. Hence,

the MLCM scheme provides the possibility of reliable data transmission in a longer

fiber or at a higher spectral efficiency.

To decrease the complexity of the MLCM scheme, an algorithm is proposed in

[Paper D] with a multidimensional set partitioning method. This multidimensional

MLCM shows better trade-off between performance and complexity for classical codes
such as RS and BCH codes. The numerical results illustrate that for practical SNRs,

we can design four-dimensional MLCM schemes with lower complexities and a higher

power efficiency than the one-dimensional systems.

A better trade-off between DSP complexity and transparent reach of 4D CM schemes

makes them superior to 2D schemes. In [Paper E], we addressed this result and used

the introduced design framework to devise a new 4D mapper inspired by polar coding
to reduce the computational complexity of the nonbinary CM schemes without perfor-

mance degradation. A distinct contribution of the new CM scheme is in providing a

flexible 4D structure, using the 4D mapper and a probabilistic shaping method based
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on the shell mapping algorithm. In contrast to the existing rate-adaptive schemes in

the literature, the proposed scheme used solely a single nonbinary LDPC code rather
than several binary or nonbinary component codes. Finally, simulation results are pro-

vided over a non-DM PM single-channel fiber-optic link. According to the numerical

results, the proposed scheme can operate within 2.7 dB from the AWGN capacity,

showing 1 dB performance improvement compared to existing results with the same

system constraints.
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