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Abstract

The importance of environmental awareness is today undisputed and manifests in

tighter legislations for emissions of pollutants in stationary and automotive sources.

This coincides with introduction of lean burn combustion engines in order to enhance

the energy efficiency. These type of engines, however, pose a challenge due to inefficient

reduction of nitrogen oxide species (NOX) using the conventional three-way catalyst.

Selective catalytic reduction (SCR) with either ammonia (NH3) or hydrocarbons (HC)

as reducing agent offers a possible solution to the NOX reduction issue. A promising

candidate for NOX reduction under HC-SCR and lean conditions, is silver supported

on γ-alumina (Ag/Al2O3). However, despite much effort, many fundamental properties

of the catalyst remain elusive. This includes the active phase, the role and charge state

of Ag and the reaction mechanisms during reduction. Previous studies have suggested

the presence of small Agn clusters, metallic, ionic, and oxidized silver phases. However,

the importance and role of each phase is unclear. In order to understand and improve

the catalyst, these issues, among others, need clarification.

Electronic structure calculations are performed in order to address the active site, the

charge state of Ag, and to probe different reaction mechanism for lean NOX reduction

over Ag/Al2O3. Structural, energetic, electronic, and thermodynamic properties of

Ag phases in different size and oxidation regimes are investigated and their reactivity

towards O2, NOX , CO, and H2 is evaluated. Based on NH3 assisted SCR, reduction

of NOX is calculated to be facile over partially oxidized Ag and hydroxylated Al2O3

with intermediate formation of NH2NO. Reduction over alumina requires the presence

of NO and NO2 wheras nitrites are suggested to limit the reduction over oxidized Ag.

The results are used to make general conclusions about lean NOX-SCR over Ag/Al2O3.

Keywords: Ag, silver, oxygen, clusters, lean NOX , reduction, alumina, catalyst, HC-

SCR, NH3-SCR, density functional theory, DFT, XPS, core level shifts
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1 Introduction

Catalysis exists today as an almost silent technology that forms the basis of chemical

industry and provides viable routes for sustainable energy systems and pollution con-

trol. The catalytic synthesis of ammonia is one example. It is an essential constituent

in the production of inorganic fertilizers, and rated as one of the most important find-

ings during the 20th century [1]. This particular catalytic process was discovered by

Fritz Haber in 1908 and later adapted for industrial production by Carl Bosch, Alvin

Mittasch and their coworkers at BASF (Badische Anilin- und Soda- Fabrik). The

process is a product from a technological era primarily characterized by experimental

trial- and error. It is said that the team, led by Bosch, performed more than 6500

experiments, considering over 2500 catalyst formulations in their research, finally lead-

ing to the accepted iron-based catalyst [2]. At the present, research within catalysis,

and, in particular, heterogeneous catalysis has entered a phase marked with a vision

of directed catalyst design. Thanks to the rapid development of surface science and

vacuum technology during the 70’s, novel possibilities to probe surface phenomena,

and characterize matter with atomic resolution are at hand. Staying with the ex-

ample of ammonia synthesis, the initial dissociation of N2 is often considered as the

rate determining step (RDS) of the reaction. Dahl et al. [3] have demonstrated that

the dissociation reaction over a Ru(0001) surface is completely dominated by atomic

steps, which is a consequence of the geometrical and electronic structure of surface

edge atoms. The example shows how progress of experimental techniques give access

to fundamental atomic scale knowledge and enables catalyst design. Another example

of this approach is Haldor Topsoe’s BRIM catalyst. Based on atom-resolved scanning

tunneling microscopy (STM) images, hydrotreating reactions over MoS2 nano-clusters

could be assigned to specific sites on the edges of these structures [4]. As a consequence,

it was possible to develop preparation techniques that led to catalysts with increased

hydrogenative activity.

Today, experimental progress is often made together with atomistic calculations.

In fact, in the studies by Dahl et al. [3] and Lauritsen et al. [4], it was the combina-

tion of experiments and theoretical first principles calculations lead to the fundamental

understanding of the active sites. It could therefore be argued that it is the parallel

advancements in experimental surface science and the the rapid development of elec-

tronic structure software and computer processors that have paved the way for directed

catalyst design. Computational catalysis offers a unique possibility for atomistic char-

acterization of active sites and reaction mechanisms. Consequently, with the combined

effort, crucial steps can be understood and ultimately used to improve the selectivity
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and activity of a catalyst.

However, the lack of clear connection between surface science experiments, often

based on UHV (ultra high vacuum) measurements involving clean and conducting sam-

ples,1 and the situations2 present during common catalytic processes, creates the so

called pressure and materials gaps. More recent efforts and development of exper-

imental analysis tools, and setups, have allowed for in situ measurements that can

address the pressure and, to some extent, the materials gap. Measurements using com-

mon techniques such as STM, TEM (transmission electron microscopy), XRD (x-ray

diffraction), and XPS (x-ray photoemission spectroscopy) can now be performed under

fairly high pressures (10−3 atm), which allows for studies of many systems that are

relevant for heterogeneous catalysts. In fact, the active phase of Pd during methane

(CH4) oxidation was recently unravelled in a combined DFT and in situ XRD study [5].

Also from purely a theoretical point of view, recent progress has made it possible

to target the pressure and materials gap. With multiscale modelling, there is an es-

tablished route to combine theoretical methods to address questions that span over

several time and length scales. In heterogeneous catalysis, quantum mechanical cal-

culations, such as density functional theory (DFT), can be used to understand the

electronic structure of atomic complexes and surface structures. Adsorption energies

and reaction barriers can be coupled to properties at the mesoscopic level via ab initio

thermodynamics, Monte Carlo methods, and, in particular, kinetic modelling. Finally,

at the macroscale, continuum-based models can be applied to address, for example,

transport phenomena and mechanical properties.

1.1 Background

Using first principles electronic structure calculations, based on DFT, this thesis aims to

address a particular issue that is related to exhaust-gas after-treatment. The problem

stems from the early 70’s when the U.S. Environmental Protection Agency set forward

the first legislation to reduce the toxic emissions of CO and hydrocarbons (HC) in the

major urban areas of California [6]. Driven by next-coming legislations, improvements

in engine control, gasoline composition, and materials developments eventually resulted

in the introduction of the three-way catalyst (TWC) [7, 8]. Characterized by a simul-

taneous ability to convert HC and CO through oxidation, and NOX by reduction, this

catalyst formulation has become a milestone in catalytic emission control technology.

In a TWC, however, high conversion is only possible in a balanced red-ox exhaust.

This is ensured by stoichiometric air-to-fuel ratio of ∼14.7 in the engine combustion

chamber. Higher fuel contents (rich conditions) are generally associated with a fuel

1Real catalyst often consist of inhomogeneous, porous, multiphase materials in order to increase
surface area and consequently activity and selectivity.

2Catalytic processes often occur at high pressures and elevated temperature, e.g. 1 atm and 500 K.
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penalty and unwanted emissions of CO and HC while a high oxygen content (lean

combustion) shifts the reaction equilibrium in favor of CO and HC oxidation reactions,

and the NOX conversion falls off rapidly. Because of this, only limited NOX reduction

is possible under oxygen excess by use of the TWC technology. Nevertheless, as lean

combustion offers an advantageous fuel economy, lower exhaust gas temperatures, and

reduced CO2 emissions (per driven km), particular interest has been devoted to diesel

and lean-burn engines where the air-to-fuel ratio is as high as 20. In order to allow for

energy efficient combustion and still meet the continuously harder emission regulations,

new technologies are needed.

Today, two main technologies are used for NOX reduction in oxygen excess, namely

NOX storage and reduction (NSR) and selective catalytic reduction (SCR). In the NSR

process [8], the engine is run under cyclic lean/rich conditions, shifting the air-to-fuel

ratio from high to low. Following lean operation (∼1 min), where a NOX storage ma-

terial is used to trap the nitrogen oxide species, a short rich phase (∼1-2 s) allows for

reduction of NOX to N2. In SCR, small amounts of a reducing agent, ammonia (NH3)

or hydrocarbons (HC), are injected into the engine exhaust. Due to infrastructure

and transportation difficulties, NH3-SCR has mostly been implemented in stationary

applications such as power-plants and industrial plants. For mobile applications, the

caustic and hazardous ammonia is replaced by aqueous urea that, by high temperature

hydrolysis, forms NH3 and CO2. Today, ammonia SCR is the most effective lean NOX

technique and implemented in modern trucks. HC assisted SCR however, provides

an appealing solution from an economical and a practical stand point given that all

the necessary components already are present on the vehicle. Further development is,

however, needed in order to increase the NOX conversion and durability of a suitable

catalyst.

In the literature, several different catalyst materials have been considered for HC-

SCR. This includes zeolite-based [9–11] and refractory oxides such as zirconia [12,13].

However, catalyst formulation based on a γ-alumina support has received particular

attention owing to the high thermal and mechanical stability and favorable chemical

properties. Alumina oxide is present in many phases of which mainly three are con-

sidered in catalytic applications. This includes α-, γ-, and η-alumina. α-alumina is

the thermodynamically stable phase. It is crystalline, has a high thermal stability, and

a low surface. The γ- and η-phases are porous and not yet structurally determined.

For HC-SCR, the γ-alumina support has shown particular promise. The oxide has

an inherent activity that is promoted by addition of transition metals, Co [13, 14],

Cu [13, 15], Pt [13, 16–18], Pd [13, 16], Ir [16], Ru [16], Rh [13, 16], Mn [13], Ni [13],

and in particular Ag [8,11,19–51]. In the case of silver, presence of small silver clusters

(Agδ+n ) [25,29,38,39], metallic silver (Ag0) [25,31,36], oxidized silver (O-Ag) [25,34], and

silver aluminate phases [29,31] have all been suggested and linked to the NOX reduction

activity. The existence of small Ag clusters has been demonstrated by various types
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of experiments. In Ref. [39], characterization of Ag/Al2O3 using UV-vis spectroscopy

indicates the presence of small silver clusters (Agn, n<10) as the optical spectra shows

agreement with that of a zeolite structure in which one can assume to have atomic Ag.

Extended X-ray adsorption fine structure (EXAFS) measurements [38] further support

this claim as the average Ag-Ag coordination number is found to be ∼2.4, indicating

the presence of trimers, Ag3, and/or tetramers, Ag4. Although the catalytic activity of

Ag/Al2O3 is believed to be best facilitated by presence of both large particles and small

clusters, this issue remains unclear. In the literature, Ag clusters are suggested to pro-

mote selectivity towards NOX reduction under lean conditions [52], whereas metallic

silver is known to facilitate oxidation reactions [19,25,26,29,31]. The optimal loading

for NOX chemistry during HC-SCR is reported to be ∼2 wt.% Ag. However, the cause

remains under debate as recent report [53], based on XPS and UV-vis measurements,

indicates a similar Ag size distribution despite an alternating metal loading.

At this point it is clear that despite the immense effort, where many properties of

the Ag/Al2O3 system have been clarified, several fundamental aspects remain elusive.

Commercial implementation of this particular catalyst is conditional on further devel-

opment, which includes increased activity, selectivity, and stability. The most urgent

issue is the lack of consensus regarding the active phase, and the elementary reac-

tions. Unfortunately, direct surface science measurements over a γ-alumina supported

sample are still not realistic as the oxide is nonconducting and structurally ill-defined.

Instead, available information originates from measurements based on traditional cat-

alyst testing methods. For example, the coverage and the nature of hydroxyl groups

on the Al2O3 surface has proven important for the acid-base properties where as many

as seven OH-stretching bands are reported by IR [54, 55]. Moreover, proton and alu-

minum NMR spectra [56] have provided the average Al-OH surface coordination, as

well as local coordination of Al atoms in alumina bulk and presence of vacancies. This

collective information has been important not only for the experimental work but also

the theoretical progress where coordination numbers, oxidation states, vibrational data

provide a basis on which a structural, atomistic model can be constructed.

An additional aspect of the Ag/Al2O3 catalyst, initially observed by Satokawa and

coworkers [28, 29], and later repeated in several experiments [33, 36, 38–40, 46–49] is

that addition of H2, in small amounts, further promotes NOX conversion with hydro-

carbons and shifts the activation to lower temperatures. The origin of the ”H2-effect”

is unknown but similar results are observed for NH3 assisted reduction over silver alu-

mina where almost 90% conversion, already at 200 ◦C, can be achieved in the presence

of hydrogen [50, 57–60]. In fact, several publications indicate that NH3-SCR also is

an intermediate reaction in HC-SCR [30, 61, 62]. As ammonia assisted SCR proba-

bly presents a reduced complexity in reductant-NOX interactions, it provides possible

route in which to address some of the issues related to HC-SCR.

Several extensive reviews are available on the subject of lean NOX reduction [8,11,
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63,64], covering the history, the problems, and advances throughout the decades.

1.2 Objectives

This thesis focus on two different but important aspects of the Ag/Al2O3 catalyst

which are relevant in connection to NOX-SCR catalysis. One part is based on joint

experimental and theoretical work, where well-defined atomistic models of the silver

component are considered in order to study specific SCR reactions, such as CO and

NOX oxidation, but also to identify thermodynamically stable structures in the pres-

ence of O2. Using models with reduced complexity enables studies where a direct

comparison at the atomic level can be made between theory and experiments. This

provides a route to understand the elementary properties of Ag within the context of

SCR catalysis.

The second part is based on theoretical investigations of more complex systems

that cannot easily be studied experimentally with atomistic control. This includes e.g.

the structure and stability of oxidized sub-nano sized Ag clusters, and possible sites

for H2 dissociation over Ag/Al2O3. Finally, the two aspects are combined in a study

of the SCR process over Ag/Al2O3, using NH3 as a reducing agent. Possible reaction

pathways for NO and NO2 reduction are presented and the importance of the different

components, such as the alumina substrate and the Agn clusters are investigated.
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2 Electronic Structure Calculations

The electronic structure reflects how the electrons of an atom, a molecule or a piece

of bulk material are spatially and energetically distributed. Based on the concepts of

quantum mechanics, density functional theory (DFT) [65,66] provides a framework in

which the electronic structure and, in particular, the total energy can be obtained.

The theory can be used, for example, to determine stable geometries, calculate binding

energies, mechanical, optical, magnetic, and electronic properties of atoms, molecules,

and condensed matter. Thanks to the general formulation, a large variety of systems

and problems can be addressed, leading to an expanding user community with back-

ground in physics, chemistry, biology, and materials science.

This section provides a short summary of the fundamental points of the density

functional formalism. Detailed treatment of the DFT can be found in the litera-

ture [67–70]. Here, focus will be placed on a particular scheme for implementing

the density functional theory: the Kohn-Sham approach [66] where special atten-

tion is placed on formulations using linear combinations of atomic orbitals (LCAO)

or plane-waves (PWs). The plane-wave formulation is considered in combination with

pseudopotentials (PPs).

2.1 The Many-Body Problem

To study and analyze the stationary properties of matter, we need to solve the time-

independent Schrödinger equation:

HtotΨtot(R, r) = EtotΨtot(R, r), (2.1)

where Htot is the total Hamiltonian, Ψtot the total many-body wavefunction, and Etot
the total energy of the system. Eq. 2.1 is a second order, partial differential equation,

here written in the eigenvalue form. The many-body wavefunctions, Ψtot, are eigen-

functions with the corresponding energy eigenvalue Etot. The lowest energy eigenvalue

is the ground-state energy of the system E0. All energies higher than E0 correspond to

excited states. Knowledge of Ψtot implicates that all physical and chemical properties

of the system are determined.

Realizing that the electronic and nuclear degrees of freedom can be separated, ow-

ing to the the much larger mass of the nucleus as compared to the electron (at least

three orders of magnitude), the problem can be simplified. This separation leads to a
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many-body wavefunction in a separable form:

Ψtot(R, r) = Ψe(R, r)Λ(R). (2.2)

The total wavefunction is separated in an electronic, Ψe(R, r), and a nuclear part, Λ(R).

This separation is referred to as the Born-Oppenheimer approximation (BOA) [71]. The

initial problem can in this way be simplified to the time-independent, non-relativistic

(or simply electronic) Schrödinger equation1:

HeΨe(ri) = EeΨe(ri), (2.3a)

where

He = Te + Ve−e + Vext, (2.3b)

Te = −1

2

∑
i

∇2
i , (2.3c)

and

Ve−e =
1

2

∑
i 6=j

1

|ri − rj|
, (2.3d)

are the kinetic energy (Te) and the classical electron-electron Coulomb potential. Vext
is an external, time-independent potential, experienced by the electrons due to e.g.

nuclei in the system. Solving the electronic problem yields the potential that the

nuclei move in. Consequently, in a system of N nuclei located at Ri, the total ground-

state energy, Etot can be expressed as a function of nuclei coordinates E(Ri). This

yields the potential energy surface (PES).

However, even within the BO-approximation, the task at hand remains a formidable

many-body problem for systems with more than one electron. Here, the solution is

based on one of two theoretical routes. Within the chemistry community one has

pursued a solution based on approximations of the electronic many-body wavefunction.

These approximations are often based on the Hartree-Fock approach [69,70,72–76]. The

other route, often applied in the physics community originates from early attempts

to solve the electronic problem based on the total electron density. Independent of

each other, Thomas [77] and Fermi [78] simultaneously suggested that it is possible

to utilize the electron density n(r) as the basic variable rather than the many-body

wavefunction. This resulted in the most rudimentary version of the density functional

theory; the Tomas-Fermi model. In a system of N interacting electrons, instead of

having to solve a 3N-dimensional problem, as would be the case in a wavefunction

approach, the problem is reduced to only 3 dimensions.

1Here, atomic units are used: ~ = me = e = 1
4πε0

= 1
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2.2 The Density Functional Formalism

Solutions to the N electron system defined by Eqs. 2.3a-d can in principle be used to

construct an electron density n(r). This implies that the external potential determines

n(r). Two theorems, proved in 1964 by Hohenberg and Kohn [65] state that also the

opposite is true, thus that the external potential is defined by the density. Formally, the

total energy of a system is a unique functional of the electronic density (to an additive

constant) and by knowing the ground-state density (n0) the ground-state energy (E0)

is unambiguously known. In mathematical terms:

E[n] =

∫
drn(r)vext(r) + F [n], (2.4a)

and

E0[n0] =

∫
drn0(r)vext(r) + F [n0], (2.4b)

where

F [n] = Te[n] + Ve−e[n]. (2.4c)

F [n] is a universal functional with no dependence on the external potential. It contains

both the kinetic and the Coulomb energy of the system. The ground-state energy is,

thus, obtained through a minimization problem:

E0 = min
nεN

E[n]. (2.5)

A possible route to formally calculate n0 and E0 within the DFT formalism was put

forward by Kohn and Sham [66] (KS) in 1965. In the present, most DFT implemen-

tations use this approach. The idea was to construct an effective potential veff for a

fictive system (a KS system) of non-interacting electrons, so as to obtain an electron

density that is identical to that of the real interacting system. The suggestion was to

express the universal functional F [n] as:

F [n] = T̃e[n(r)] +
1

2

∫
dr

n(r)

|r− r′|
+ Exc[n(r)]. (2.6)

T̃e is the kinetic energy of the non-interacting system with a density n(r). The second

term, often referred to as the Hartree energy, contains the classical, direct Coulomb en-

ergy. The exchange-correlation (xc) energy, Exc, collects the difference in kinetic energy

between the true (interacting) and fictions (non-interacting) systems (T̃e - Te) as well as

the non-direct electron-electron interaction; exchange and correlation contribution. As

the Coulomb term includes the density of all electrons in the system, each electron is

interacting with itself. This is referred to as self-interaction. In a Hartree-Fock formu-
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lation, self-interaction is canceled thanks to the exact treatment of exchange. In DFT,

these contributions will cancel if the true form of the exchange-correlation potential

is known. Unfortunately, the exact form, including all the many-body effects, is un-

known. Consequently, a critical point within density functional theory is to adequately

approximate the exchange-correlation potential, defined by:

Vxc =
δExc
δn(r)

. (2.7)

One of the first approaches was suggested by Kohn and Sham [66] and goes under the

name local density approximation (LDA):

ELDA
xc [n] =

∫
drn(r)εxc[n(r)]. (2.8)

The idea is to consider the inhomogeneous system as locally homogeneous. Conse-

quently, the local terms are calculated via an integral over the exchange-correlation

energy per electron (εxc). Many of the problems related to the LDA approximation

are due to the asymptotic, exponential decay of the constructed density. In reality

it should fall off in a Coulomb-like (1/r) manner. Improvements over LDA have been

suggested [68], where the most commonly used approach is to include density gradients.

The energy within the so called generalized gradient approximation (GGA) is defined

as:

EGGA
xc [n] =

∫
drf(n(r), |∇n(r)|). (2.9)

Several functionals according to the GGA idea are available, including Perdew-Wang-91

(PW91) [79], Perdew-Burke-Ernzerhof (PBE) [80], revised PBE [81], and RPBE [82].

Calculations performed for different molecules and extended system, within LDA and

several forms of and GGA functionals, compared to experimental data, are presented

in Ref. [82–84]. Throughout the work presented here, PBE [80] has been used. In

general, the success of GGA functionals, as compared to LDA, is improved agreement

with experimental chemisorption, binding, and atomic energies, and bond lengths and

angles. However, there is a limiting accuracy of the GGAs. It is traced back to the

the exchange term and an inadequate description of the non-local contribution and

presence of self-interaction in the Hartree term. Improvements to the xc-energy can

be made at different levels of theory and generally they increase the computational

cost. Beyond the GGAs are the meta-GGAs that also take into consideration the

kinetic energy density. At even higher levels, using hybrid functionals involves adding

a portion of exact exchange from Hartree-Fock theory to the exchange and correlation

energy calculated from e.g. GGA calculations. The most common hybrid functional

within DFT are PBE0 [85] and B3LYP [86].

With a form for F [n] (Eq. 2.6) it can be shown that the minimization problem

10



suggested by Hohenberg and Kohn (Eq. 2.4a), under the constraint that the total

number of electrons is conserved, leads to a set of KS-equations that can be solved for

the KS-orbitals: [
−1

2
∇2 + veff

]
φi(r) = εiφi(r), (2.10a)

where

veff = vext + ve−e + vxc. (2.10b)

The density is given by:

n(r) =
N∑
i=1

φ∗i (r)φi(r). (2.11)

The energy eigenvalues εi have no obvious physical meaning, they are a consequence of

the applied variational principle and appear as Lagrange multipliers. In similarity, the

physical meaning of the KS-orbitals [φi(r)] is unclear. They are constructed to satisfy

the KS-equation (2.10a) and provide the correct electron density (Eq. 2.11). Despite

this, practical experience indicates that much information is present in εi and φi(r),

and they can be used to draw qualitative conclusions. After all, the KS-orbitals. φi(r),

are associated with the electron density, n(r), and the sum of εi is a large part of the

total energy.

To solve the one-electron KS-equations (2.10a) the Hartree- and the xc-potentials

need to be evaluated. However, they are a subject of the electron density. The density,

is given by the KS-orbitals which in turn are obtained by solving the KS-equations. To

break the circle, an iterative approach is used where the initial density is constructed

using a set of trial orbitals {φi}j. The KS-equations are thereby solved for a new set

{φi}j+1. If the new set is consistent with the old set the solution is found and the

ground-state density has been obtained. In practice, the iterations are performed by

mixing of new and old densities until calculated orbitals do not change from one cycle

to another. This is referred to as the self-consistent field (SCF) loop.

2.3 The LCAO Approach

In application of DFT, the choice of expansion functions for the KS-orbitals [φ(r)]

is centered around two main formulations. In computational chemistry, it is most

common to expand the φ(r) in terms of localized orbitals ϕ(r). This approach is

referred to as linear combination of atomic orbitals (LCAO) [87]:

φj(r) =
∑
i

cijϕi(r), (2.12)
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where the basis functions ϕ(r) are centered at the atomic nuclei and cij are the corre-

sponding expansion coefficients. The idea is that the distribution of electrons within

a molecule, to a large extend, is correlated with the positions of the individual atoms.

Consequently, a natural starting point is to generate a local basis set that reproduces

the atomic orbitals (AOs). The basis can then be exported to molecular and bulk

phases. Most common basis functions are analytic, such as Gaussians [88], or Slater-

type of orbitals [89], but also numerical representations are available [90]. In Papers 5,

6, and 7 we have used the LCAO implementation with a numerical basis set where each

orbital corresponds to an atomic orbital. As the variational freedom increases with the

number of basis functions, often a second set of orbitals is generated, resulting in a

double numerical basis (dn). Moreover, in order to allow for polarization effects on an

specific atom, the basis is often complemented with functions for the it’s ions; a dnp

basis. Such a basis is associated with a computational cost but is in general considered

to be more accurate. A large advantage with a numerical basis is it’s compact form;

few basis functions are needed for a good description of the KS-orbitals. For example,

CO can be accurately described by 12 basis functions within a dnp basis. However, a

drawback it that there is no systematical way to improve the basis set.

2.4 The Plane-Wave Basis

The second major route to orbital expansion is by means of plane-waves (PWs). If the

LCAO method was ”chemical” in it’s approach, the plane-wave method is certainly

more ”physics-based” and originates from calculations of extended bulk and surface

systems. Using Bloch’s theorem, the KS-orbitals can be expressed as a product of a

cell-periodic and a wave-like part:

φj(r) = uj(r)eik·r. (2.13)

The cell periodic contribution can be written as a sum using a basis set of plane-waves

where the wave vectors are the reciprocal lattice vectors G:

uj(r) =
∑
G

cj,Ge
iG·r. (2.14)

The reciprocal vectors are defined such that G · a = 2πn, where a are the real space

lattice vectors and n is an integer. This leads to the final expression of the KS orbitals

where each electronic wavefunction is written as a sum of plane-waves:

φj(r) =
∑
G

cj,k+Ge
i(k+G)·r. (2.15)
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The summation runs over all wave vectors (G). In practice, the expansion coefficients,

cj,G, will decrease with increasing |k + G|. This suggests that a reduced set of plane-

wave expansion terms needs to be considered: |k + G|2 ≤ 2Ecut. This is fortunate,

as it provides a very simple way of controlling the computational accuracy. By tuning

the cut-off energy, the basis set size changes accordingly together with the accuracy.

One additional advantage with plane-wave expansion is that the basis is not dependent

on atomic positions, which makes this method highly suitable for molecular dynamics

calculations [91]. However a large number of plane-waves are needed. For example, in

order to describe CO, around 18 000 plane-waves are needed.

2.5 Pseudopotentials

Core states are not affected by changes in bonding, nor do they directly contribute to

bonding properties. Their importance is instead correlated to screening of the nucleus

charge, forming an effective potential for the valence states. It is from the interactions

between the valence states that the physical and chemical properties of molecules and

solids are derived. Because the core states are of limited interest for bonding properties

they are separated from the valence and initially considered to be frozen (frozen core

approximation). Subsequently, they are entirely removed and the interactions between

the valance electrons and the core are replaced by a fictitious, weaker potential; a

pseudopotential. This is fortunate, because the rapid oscillations of core and valence

states in the core region are difficult to describe and, for example, a plane-waves basis

would require an impossible basis-set size. As the core is replaced by a pseudopotential

it leads to a highly reduced basis set. For this reason, a plane-wave basis is always

used with pseudopotentials. However, pseudopotentials are also used with in LCAO

calculations, in which case they are referred to as effective core potentials. As opposed

to plane-waves, localized basis functions already exhibit the sharp features in the core

region, but because all-electron calculations in many cases are not practical it is de-

sirable to use pseudopotentials. Finally, as the core is removed and modeled via an

effective potential, it presents a very intuitive way to include relativistic effects which

are important for heavy atoms.

Potentials are constructed such as to model the effect of the nucleus and core on

the states in the valence:

V PP (r) = vPPL (r) +
∑
l

vPPNL(r)P̂l, (2.16)

where vPPL (r) is the local part. Orthogonality between the valence and core states are

accounted for via a non-local part. The projection operators (P̂l) is used to project
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out the different angular components of the wave function. When constructing pseu-

dopotentials several conditions need to be fulfilled. The integrated charge within a

cut-off radius, rc, should agree between the all-electron (AE) and pseudo-descriptions.

This property is often referred to as norm-conservation and among other things insures

correct scattering properties. Moreover, calculations performed with the pseudopoten-

tials should provide the same KS-eigenvalues, εi. Finally, it is important to choose a

proper pseudization radius that will not affect the valence region and consequently the

bonding states. However, with a smaller radius, a larger basis is needed, i.e. more

plane-waves (larger cut-off); a property referred to as hardness. The construction pro-

cedure is based on first solving the Schrödinger equation for the atom in question (in

an all-electron formulation). This allows for a formal expression of the nodeless pseudo

Figure 2.1: All electron (broken line) and pseudo wavefunction (solid line) for 5s elec-
tron of silver (Ag). The 5s pseudopotential is displayed (solid line) as well as the
classical Coulomb potential (V) (broken line). rc represents the cut-off radius.

wavefunctions that fulfill the mentioned requirements. The pseudopotential is finally

obtained by inverting the Schrödinger equation. Hopefully the constructed pseudopo-

tential has high transferability, meaning that the same potential can be transferred

between different chemical environments and still produce accurate results. As the

pseudopotentials are generated with a specific electronic configuration, the idea that

the same potential could describe different configurations sometimes becomes question-

able. For example, in an ionic material, such as MgO, the crystal contains Mg2+ and

O2− ions and not the neutral Mg and O atoms which often are used to construct the

pseudopotentials. Thus, the chemical environment should be taken into account when

generating the potentials.

Beyond the theoretical implementation, the most common potentials are norm-
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conserving [92,93] and ultrasoft [94]. Due to practical reasons, and often better trans-

ferability, ultrasoft pseudopotentials (UPPs), an plane-waves, were used in Papers 1-4.

As the norm-conservation conditions are ”softer” for UPPs, they require a smaller

number of basis functions and thus smaller cut-off energies. This considerably affects

the computational effort. The ultrasoft potentials, are, however, more difficult to con-

struct.

Fig. 2.1 displays generated pseudopotentials [VPP
5s ] and wavefunctions [φPP5s ] for

5s electrons of silver (Ag). The all-electron (AE) counterparts (Coulomb potential

(V), and wavefunction [φAE5s ] of Ag 5s), are also presented, displayed as broken lines.

Within the cut-off radius (rc) φ
AE
5s displays oscillatory variations, that would be diffi-

cult to handle within an AE description using plane-waves. The pseudo wavefunction,

on the other hand is much smoother at r < rc and more attractive. The generated

pseudopotential [VPP
5s ] is very different from the unscreened Coulomb potential (V) at

r < rc as it is generated to emulate how the 5s electron experience their surrounding.

Owing to classical and quantum effects they should consequently experience a repulsion

when moving towards the core.
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3 Modeling Materials Properties

Density functional theory is a first principles approach for electronic structure calcula-

tions. The theory is based on fundamental laws of physics and no fitting of parameters

is used1. However, in order to perform DFT calculations, atomic structural models are

necessary. In catalysis, this issue sometimes poses a true barrier as the materials often

are ill-defined and sometimes even without proper long-range ordering, e.g. γ-alumina.

3.1 Cluster and Slab Approaches

Modeling all atoms in a large particle is not realistic. Consequently a strategy is needed

to reduce the system size. At the present, most DFT calculations are centered around

either a cluster- or a slab-approach where the choice is largely coupled to the basis set

and the level at which exchange-correlation effects are included. A schematic repre-

sentation of the two methods is shown in Fig. 3.1 in a top and side view. In order

to further illustrate the idea, an adsorbate is added and shown as a black ring. Both

methods can be used regardless of the atomic system at hand, and both can be im-

plemented together with any method of solving the KS-eqs. 2.10a (most importantly

the choice of basis set). The inclusion of periodic boundary conditions (PBC) is not

restricted to one method or the other. Most commonly, however, the cluster models are

associated with calculations in the gas-phase and do not involve periodic conditions.

Molecules, clusters, and other gas-phase species are most suitably treated within this

approach which was applied throughout Paper 5 when considering the structure of Agn
clusters. The method can also be used for extended systems, such as surfaces, with

the hope that only a limited number of atoms is needed to describe the local chemical

and mechanical properties of a material. In that case, the cluster is often embedded in

an array of point charges to simulate a crystalline environment and retain long-range

electrostatics. This particular methodology has not been applied in any of the publi-

cations presented here.

For practical reasons the cluster approach is most often used in combination with

local basis functions whereas the slab approach has no such preference. Most often

the slab method is chosen in order to describe surfaces with periodic structure in the

surface plane, see Fig. 3.1 (right). The broken lines represent the computational cell

and can be taken as the crystal unit cell or integer repetitions of it, in which case it is

1Some xc-functionals within the density functional theory are, however, empirical in the sense that
coefficients in the functional are fitted to reproduce experimental bond strengths and distances.
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referred to as a supercell. The cell is repeated in the three spatial directions such as

to imitate an infinite two dimensional surface.

The surface slab model is created by truncating the corresponding bulk mate-

Figure 3.1: A schematic drawing, with top and side views, of a cluster and slab approach
respectively. The cluster is composed of 46 atoms (12 atoms in each layer and three
layers), whereas the slab approach displays a computational cell containing a slab with
three atomic layers. Gray (rings) balls represent the substrate (adsorbate). The figure
is inspired by [95].

rial in the desired crystallographic direction. However, in order to obtain a proper

description of surface properties, also a correct description of the bulk material is vi-

tal. One main concern is related to electrostatic effects. For example, in oxides, the

long-ranged Madelung contribution is of great importance for the electronic structure

and consequently all properties derived from it. Truncating the bulk (in z-direction)

leads to loss of long range ordering. To retain as much of these effects as possible, the

slab thickness needs to be large enough, where often the bottom layers of the slab are

kept fixed to their bulk positions in order to aid the description of the bulk material.

Moreover, in a surface slab model, due to symmetry, one is always confronted with a

slab containing two surfaces. Unless the number of atomic layers in the slab is large,

unphysical interaction could take place between the two surfaces of the same slab. In

general, the effects can take place whenever charged, or polar systems such as oxides

and molecules, but also defects and steps are present. In any case, sufficient decay

of the charge density can be ensured by placing a large enough vacuum width in all

directions perpendicular to a surface or other truncation.

Similar electrostatic interactions can also propagate over the cell boundaries in the

surface plane, i.e. xy direction. For example, modeling adsorption [Fig. 3.1 (right)] is

always associated with coverage effects originating from electrostatics between adsor-

bates in neighboring computational cells. The effects of coverages can be modeled by

considering the dilute case.

In any case, in a full modeling process, the atomic system is tested with respect

to several modeling parameters where many of the electrostatic effects in the direction
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of the surface normal are removed. This is illustrated in Fig. 3.2 where convergence

with respect to differences in total energy (∆E) per atom is [96, 97] considered as the

vacuum size (top), number of atomic layers (middle), and k-point sampling (bottom)

is changed. The calculations are performed for a metallic surface slab of Mg(0001)

(left) and a metal-oxide MgO(100) surface (right). The results show that for a metallic

Mg(0001), with a uniform charge distribution, an 8 Å vacuum distance and 5 atomic

layers are sufficient to obtain convergence in energy differences, whereas the MgO(100)

oxide surface (ionic) needs a substantially larger vacuum and should be modeled with

a thicker slab, e.g. seven atomic layers.

Finally, total energy calculations involve evaluating integrals over the Brillouin

Figure 3.2: Convergence tests performed for a Mg(0001) surface (left) and MgO(100)
surface (right). Energy convergence is considered for vacuum distance (top), number
of atomic layers (middle), and k-point sampling (bottom). All energies are provided in
eV and display the change (∆E) in total energy per atom.

zone. Several approximations exist that allow us to consider a reduced set of k-points

and replace the integration with a summation. The scheme suggested by Monkhorst

and Pack [98, 99] is most widely used and has been applied throughout this work. In

Fig. 3.1, bottom two panels, the k-point convergence test is displayed. The number of

k-points used depends on the size of the computational cell but also on the material

under scrutiny. Metals in general require a higher number of k-points owing to the

dispersion relations that apply for electrons in metals. The large energy span over the

y-axis in Fig. 3.1 (bottom) fails to correctly display the effects, but the metal does

requires a larger set of k-points than the oxide in order to reach convergence.
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3.2 Bridging DFT and Experiments

The density functional theory formalism allows to calculate the total energy and the

corresponding ground-state density of an assembly of nuclei and electrons. Forces can

later be evaluated and meta-stable structures can be obtained. With the structures

and the electron density at hand, also other properties, besides the total energy, are

available; many of which can be experimentally measured. This includes the struc-

tural information that can be correlated to measurements using imaging techniques

e.g. diffraction (LEED) and microscopy (STM, TEM). Calculated adsorption energies

and activation barriers can be experimentally determined with TPD and calorimetry.

Measurements using spectroscopic methods such as IR and Raman spectroscopy, UPS,

and XPS can be matched to calculated vibrational frequencies, density of states, and

core-level binding energies, respectively.

3.2.1 The Potential Energy Surface

As mentioned, the solution of the electronic problem (KS-eq. 2.3a), yields the potential

experienced by the nuclei. Comparing total energies of different geometrical structures

as the nuclei are moved within that potential provides a possible route towards the low-

est energy structure. However, more automatized and efficient procedures are present.

In general, optimization is done by evaluating the forces (F) acting on the ions:

F = −∇Ri
E. (3.1)

The calculation is done according to the Hellmann-Feynman theorem [69,70]:

F(Ri) = Zi
∑
ij

Zj
Ri −Rj

|Ri −Rj|3
+ Zi

∫
drn(r)

r−Ri

|r−Ri|3
, (3.2)

and in a plane-wave description this is straightforward. However, as the force in an

LCAO approach depends on the wavefunctions as well as the expansion of the basis

set [100], Eq. 3.2 needs to be corrected with a term that depends on the basis. Mini-

mizing the forces leads to a local minimum that could be the ground-state. However,

often a local minimum, i.e. a metastable configuration, is reached. As there is no

simple way to determine whether a minimum is the ground-state, some care is neces-

sary. Probing the potential energy surface for small clusters (n < 10) is nowadays a

rather facile process. By randomly generating hundreds, even thousands of geometrical

shapes it is probable that ground-state is obtained. Still, as small clusters might have

several closely lying electronic states, the issue of spin states needs special attention.

This procedure was applied for all Agn structures in Paper 5. Unfortunately, this line
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of action is not possible for larger systems due to high computational cost. In this case,

atomistic modeling has to rely on experimental data where measured lattice distances,

coordination numbers, and in the best of cases, visual data in form of STM images

provides a basis for creating structure models.

3.2.2 Adsorption Energies

When an atom or molecule approaches a surface the combined system will rearrange

so as to minimize the total energy. The adsorption energy is calculated by taking

the differences in total energy between the two extremes, the non-interacting and final,

relaxed systems. More formally, the adsorption energy Eads for an adsorbate A is given

by:

Eads(A) = EA/S − ES − EA, (3.3)

where EA/S, ES, and EA are the calculated total energies of the combined system

(adsorbate and substrate), the bare substrate, and the adsorbate in the gas-phase. If

the adsorption reaction is energetically favorable, the adsorption energy is negative;

corresponding to the amount of energy required to pull the adsorbate (A) from the

surface and put it into vacuum. To compare the stability of having a molecule in the

gas-phase or dissociated on the surface, it is instead, convenient to use:

Eads(A) = EA/S − ES −
1

2
EA2 , (3.4)

where EA2 is the total energy of A2. The values of the adsorption energies calculated

with Eqs. 3.3 and 3.4 will differ owing to the the binding energy of the A2 molecule.

3.2.3 Vibrational Frequencies

Vibrational frequencies are another good example of properties that can be obtained

from electronic structure calculations. Using Eq. 3.2 and searching for stationary

points on the PES, i.e. ∆F = 0, one can construct a second-derivative (mass-weighted)

matrix of the energy, often referred to as the Hessian matrix [101]:

Hij =
1

√
mimj

δ2E

δqiδqj
. (3.5)

Here, qi and qj refer to two coordinates of atoms i and j, with corresponding masses

mi and mj. The second order derivatives are estimated with use of finite differences.

Diagonalizing the Hessian matrix yields the corresponding eigenvalues (εk) and eigen-

vectors, which are the vibrational frequencies, εk = ω2
k, and normal mode eigenvectors.
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The frequencies are often calculated in the basis of the harmonic approximation

where the limit of small atomic displacements is assumed. In classical mechanics, the

equilibrium solution is defined by the potential energy of the system. However, in a

quantum mechanical description,2 the ground state solution for a harmonic oscillator

has a kinetic contribution of size hω/2 (h is Planck’s constant and ω is the calculated

normal mode) and referred to as zero-point energy. Calculated adsorption energies via

Eqs. 3.3 and 3.4 do not consider the zero-point contribution and are often corrected.

3.2.4 Activation Barriers

Density functional theory is routinely used to calculate transition barriers of chemical

reactions. Beyond the mathematical and numerical implementation the ultimate goal

is to find the energetically lowest first-order saddle point, along a path on the potential

energy surface that connects a reactant and a product structure. This means that we

are looking for a point on the PES at which the curvature, in all directions besides one,

is positive. The idea is illustrated in a schematic representation of a potential energy

surface in Fig. 3.3. The reactant structure, for example molecular adsorption of O2 on

Ag(111), is a local minima on the PES. In order to dissociate and reach the product,

there is an activation barrier that needs to be climbed. We are looking for a path that

renders the lowest possible barrier. The point along that path at which the first deriva-

tive of the energy changes and becomes negative is the transition state (TS) energy.

Several methodologies have been developed to find transition states [102,103]. All the

transition barrier presented in this thesis, are estimated by a linear synchronous transit

and quadratic synchronous transit method (LST/QST) [104]. Using linear interpola-

tion, one can estimated the shortest possible path along the PES. This produces the

LST path at which the energy maximum is a first guess of the TS state. In conjunc-

tion with a QST, that uses the same methodology but interpolates using three points,

the LST-maximum is used during the QST-procedure as the intermediate structure for

finer optimization and consecutive gradient minimization using conjugate gradient [105]

method. So, by means of derivatives, interpolation and minimization procedures it is

possible to estimate the transition state structure and the reaction path (QST path).

To validate the TS, one can perform a frequency analysis on the TS-structure. If in-

deed it is the true energy maximum between the reactant and product the vibrational

frequency calculation should yield at least one imaginary frequency. The other fre-

quencies should be positive as a consequence of the gradient requirement. On a PES

maximum (minimum), local or global, all frequencies are imaginary (real).

2In the classical case, the position and the momentum are both specified exactly. This is forbidden
by Heisenbergs uncertainty principle in the case quantum mechanics.
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Figure 3.3: A schematic representation of a potential energy surface (PES). The RE-
ACTANT and PRODUCT energies are presented as local and absolute minima respec-
tively. Transition barrier paths according to the LST and QST methods are presented
along with stationary points that have been pointed out in order to aid further discus-
sion.

3.2.5 Ab initio Thermodynamics

In our strive to use DFT results to predict properties at environmental conditions,

the data obtained at zero Kelvin has to be coupled to the theory of thermodynamics.

This is done within ab initio thermodynamics [106,107]. It is based on the fact that in

thermodynamical equilibrium with surrounding reference phases i, a system adopts the

lowest free energy. It can do so by changing the number of atoms (ni) of a particular

reference phase as long as the minimization criterion is fulfilled. In a two-component

systems, containing a surface slab under reaction conditions, pressure p and temper-

ature T, and surrounding reference systems, i.e. bulk material and adsorbate, the

surface free energy can be expressed as:

γ(p, T ) = [Gslab −
∑
i

niµi(p, T )]/A, (3.6)

where Gslab is the Gibbs free energy of the slab and A is the area of the computational

cell. Moreover, the surface slab is in thermodynamical equilibrium with the surround-

ing atmosphere as well as the bulk material. This suggest that the chemical potentials

[µi(T, p)] need to be included. As µi(T, p) depends on external conditions, temperature

and pressure effects are included. The method was employed in Papers 1 an 5 to eval-

uate the thermodynamical stability of oxidized silver systems (clusters, surfaces and

bulk oxide). In order to estimate the chemical potential of oxygen, the first approx-

imation is to assume an ideal gas. The temperature dependence at p0 (atmospheric
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pressure) leads to:

µO2(T, p) = µO2(T, p0) + kBT ln(p/p0), (3.7)

expressed in terms of DFT energy, adding entropy (S) and enthalpy (H) effects:

µO2(T, p) = EO2 + ∆H − T∆S + kBT ln(p/p0), (3.8a)

where

∆H = H(T, p0)−H(0, p0), (3.8b)

and

∆S = S(T, p0)− S(0, p0), (3.8c)

are taken from thermodynamical tables [108]. With this approach, all the translational,

rotational and vibrational effects owing to temperature are included. This provides a

way to investigate effects of temperatures and pressures, but also how the surface

composition depends on these properties. The internal energies (enthalpies) are the

calculated total energies in DFT calculations. Thus the Gibbs free energy of the slab,

Gslab, can be written as:

Gslab = Eslab − Esurf , (3.9)

where the calculated total energies of the slab, Eslab, and the clean substrate surface,

Esurf are used. This approximation is valid for crystal phases, mainly because the

differences in internal energy between different structures is larger than the entropic

difference.

3.2.6 The Electronic Structure

One way to investigate the character of the bonds in the systems is to analyze the

electronic density of states (DOS). As every element in the periodic table possess a

unique electronic configuration, so do all material compositions. A hypothetical DOS

is presented in Fig. 3.4 where also the corresponding energy states (En) are shown. A

direct projection of the state-density on the energy provides the number of states per

energy E, normalized to the total number N :

DOS = D(E) =
1

N

∑
n

〈φn|φn〉δ(E − En). (3.10)

φn are the KS eigenstates. This representation allows for quick visualization of the

electronic structure. Further information can be obtained by calculating the local or

projected (LDOS/PDOS) density of states. Here, the nature of electron hybridiza-

tion as well as correlation to experimental spectroscopic data can be derived. The
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Figure 3.4: A schematic representation of a number of available states within an energy
interval and the corresponding density of states (DOS).

LDOS demonstrates contribution of states derived from specific atoms in the system,

to various regions of the energy spectrum:

LDOS = D(r, E) =
1

N

∑
n

〈φn|r〉〈r|φn〉δ(E − En), (3.11)

where the orbital projection (PDOS) can provide further resolution by considering

contributions from different angular momenta:

PDOS = Dlm(E) =
1

N

∑
n

〈φn|ψlm〉〈ψlm|φn〉δ(E − En). (3.12)

Geometry and electronic structure optimization as well as interpretation of the elec-

tronic structure are very important as they aid the understanding of materials prop-

erties, help to clarify experimental results and, in the best of cases, predict new and

stable structures. In this thesis, the access to the DOS (including the projected and

local contributions) has been helpful on several occasions. This includes evaluation of

Ag-O interaction in Papers 1, 2, and 5, and understanding H2 dissociation in Paper

6. Moreover, it was via a combination of experimental measurements and DFT calcu-

lations that the surface structure of oxidized Ag(111) could be solved [109, 110]. By

means of total energy comparison and supporting calculations of core level excitations
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(addressed later), a final structure, called p(4×4)-O/Ag(111), could be proposed. A

similar methodology was used in Papers 3 and 5 in order to propose surface recon-

structions of Ag(111) with one monolayer of carbonates/nitrates.

3.2.7 Scanning Tunneling Microscopy

The STM instrument was developed at IBM (Zürich) in 1981 by Gerd Binnig and

Heinrich Rohrer for which they received the Nobel Price in Physics (1986) [111]. In

short, a conducting metal tip is brought sufficiently close to the sample surface (<1

nm) to generate a finite probability for quantum mechanical tunneling. As a small

voltage is applied over the junction, it results in a measurable current between the tip

and the sample. Considering that the tunneling probability is exponentially dependent

of the tip-sample distance, it is possible to scan the surface with the tip, and obtain a

surface topology of the sample.

The quantitative theory of STM and in particular the tunneling current is often

discussed on the basis of Bardeen’s model [112]. He initially assumed that the solution

to the Schrödinger equation is known for the two separate systems, the sample (S) and

the tip (T ) and, using time dependent perturbation theory, it can be shown that the

probability of an electron to tunnel between sample state ψS, at ES, and the tip state

ψT , at ES, is given by Fermi’s golden rule:3

w = 2π|M |2δ(ES − ET ), (3.13)

where M is the tunneling matrix, calculated via a surface integral:

M =
1

2

∫
d~S · (ψ∗T ~∇ψS − ψ∗S ~∇ψT ). (3.14)

at a surface within the vacuum (Fig. 3.5). By modelling the tip as a piece of Sommerfeld

metal, where the electronic wavefunctions of the tip are assumed to be spherically

symmetric functions, i.e. s-type functions (Fig. 3.5), Tersoff and Hamann [113] were

able to apply Bardeen’s results to STM. Under low applied bias this assumption leads

to a tunneling current, that at the tip apex has the form of:

I(R, V ) ∝
∫ EF

EF−|eV |
dE ′|ψS(R, E ′)|2. (3.15)

The position of the tip is given by R, and ψS(R, E ′) denotes the sample state function

at some given energy E ′. Lastly, EF refers to the Fermi level of the sample and V is the

applied voltage. Eq. 3.15 suggests that the signal of the simulated current is directly

3In atomic units.
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Figure 3.5: Bottom left: a schematic energy diagram of Bardeen’s model with the sam-
ple (ψS) and tip states (ψT ) separated by a potential barrier. Also, here, a (negative)
voltage is applied (V ), thus showing a situation where the occupied sample states are
probed. z is the physical separation between the tip and sample. Top right: a two
dimensional image of the Ag(111) surface where one constant density surface is shown
(transparent grey). Right: simulated STM of Ag(111) with a negative bias of -0.10 eV
and a constant height of 2.5 Å. The bright features represent the Ag surface atoms in
a fcc lattice.

proportional to the local density of states at R. Here, the integration is considered

over occupied sample states E ∈ [EF −|eV |, EF ] with a negative applied bias (positive

tip). A schematic representation of the situation is presented in Fig. 3.5 (left). In par-

ticular, in the left top panel, a schematic representation of the tip is shown along with

a simulated Ag(111) surface with one isosurface of the density. During simulations, the

LDOS is probed with the tip apex a distance R from the sample surface. The image

in Fig. 3.5 (right) is a simulated STM spectra of the Ag(111) surface with V = -0.10

V, taken at a distance 2.5 Å from the surface. If the bias is positive (negative tip) one

is instead probing the unoccupied states of the sample.

Simulating STM, in combination with DFT calculations is today possible in many

first principle codes and provides in most cases reliable and good guidance of the sample

structure, as shown in Fig. 3.5 (right). However, despite the agreement with experi-
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mental STM spectra Ag(111) [114,115] the formula by Tersoff and Hamann has severe

limitations that need to be considered. The model assumes low bias and consequently

simulations need to be restructured to e.g. < |±0.10| V. Because of this, the method is

not suitable for semiconductor. Moreover, a long lasting debate is the symmetry of the

tip state. In the Tersoff-Hamann approach, the detailed structure of the tip wavefunc-

tions is not included. Experimental STM tips, however, are often composed of tungsten

(W) or an Pt/Ir alloy where d-derived states are present near the Fermi level. It has

been suggested that the simulated tip states should have the symmetry of elongated

d-like states [116, 117]. The subject is, however, under extensive research and several

methods are being developed to accurately capture the interactions between the tip and

the sample [118,119] including the possibility to explicitly model the tip structure [120].

3.2.8 Photoemission Core Level Shifts

Photoemission spectroscopy is an excellent experimental method for studying the ge-

ometry and the electronic structure of atoms, molecules, and surfaces. The shifts in

core level signatures can also be calculated using first principle methods. In this thesis

a PW-PP approach has been used. In order to calculate the shifts, pseudopotentials

are generated based on the desired electronic configuration. In the case of Ag 3d (Pa-

pers 1-4) a pseudopotential with a 3d9 configuration is generated. Silver will be used

throughout this section as an example where ultrasoft potentials are utilized. Shifts

in core level binding energies of Ag surface atoms are calculated with respect to a

reference state, often an atom deep in the bulk. The shift is given by:

∆cls = Ebulk − Esurf , (3.16)

where Esurf and Esurf are the total energies of two separate calculations with a core

hole in a bulk and surface atom, respectively.

When generating pseudopotentials with an altered electronic configuration in the

core we can choose i) a neutral or ii) an ionic potential. The two possibilities are

presented in Fig. 3.6 for the Ag 5s electrons and denoted Vn
5s and Vi

5s, respectively.

They are generated with a 3d9 configuration in the core. In the valence, however, Vn
5s

is taken to be 4d105s2 whereas the ionic Vi
5s potential is 4d105s1. In order to discuss

the difference, Fig. 3.6 is complemented with the regular Ag 5s potential (V5s), with

a 3d10 core and a 4d105s1 valence configuration.

Removing a Ag 3d core electron results in increased Coulomb attraction of valence

states to the nucleus. The question then is how to best describe this state. With a 3d9

configuration in the core, a 4d105s2 valence is perhaps most appropriate as it reproduces

the electronic relaxations and consequently the final state of the atom. For that reason,

the Vn
5s pseudopotential largely overlaps with V5s beyond the pseudization radius (r
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> rc). The ionic potential, Vi
5s, does, however, not explicitly account for decreased

screening of the nucleus. This motivates the deviation from the V5s potential in Fig.

3.6. Comparing the performance of the two potentials, the calculated core-level shifts

for surface Ag(111) atoms (with respect to the bulk) are, however, similar with the

two core-excited pseudopotentials. They are -0.17 and -0.19 eV using Vn
5s and Vi

5s,

respectively. Moreover, Vn
5s and Vi

5s are found with the similar scattering properties

and energy spectra. This suggests that the potentials have good transferability. In

Papers 1-4, an ionic pseudopotential, with an 4d105s1 valence configuration is used.

Generating a pseudopotential with a desired core configuration and a suitable

Figure 3.6: Generated pseudopotentials with an Ag 3d10 configuration (V5s), and two
PPs generated with a core hole in the Ag 3d: the neutral (Vn

5s) and the ionic (Vi
5s)

pseudopotentials are shown. Also the corresponding Coulomb potentials are shown
(broken lines). rc represents the cut-off radius.

description of the final state is a very important step in order to calculate core level

shifts. However, the generated potential can only account for the local changes in the

electronic structure as a core electron is excited. There are also global effects that

originate from the changes in the net charge of the system. The two approaches to

address this issue are often referred to as i) neutral and ii) ionic ones. However, it

should be noted that neither these approaches nor the global charge effects that they

address are coupled to the choice of pseudopotential. In the neutral approach, the

system, with a core hole, is calculated as formally anionic. This means that states

above the Fermi energy will be populated during the calculations. In a metal, where

there is no band-gap at the Fermi level, this can easily be accommodated via electronic
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relaxation. In a semiconductor, or insulator, however, this approach could lead to

new and unphysical properties, as one is occupying states in the conduction band.

Consequently, the method is best suited for calculations of core level binding energies

involving metallic systems. In the ionic approach a uniform electron gas, a jellium,

is added to the computational cell in order to compensate for the net charge. This

method is more general and can be applied to metals and oxides because the jellium

does populate any electronic states. However, the uniform electron does interacts with

the surface slab via the electrostatic potential. Consequently, it can be difficult to

fully converge the calculated core level shifts with respect to the cell size, but also

when comparing surfaces with different surface structures due to defects, vacancies,

reconstructions, and adsorbates. However, as the effect of the jellium often are small,

the work in this thesis is based on the ionic approach.
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4 NOX Reduction over Ag/Al2O3

Despite an extensive literature concerning NOX catalysis over Ag/Al2O3 there is still a

clear lack of consensus regarding several fundamental issues. Unfortunately, the issues

are closely intertwined. There is uncertainty regarding i) the active phase, ii) the role

of Ag, iii) the elementary steps, and iv) how H2 promotes the reaction. These are issues

that slow down the catalyst development.

This thesis contains a theoretical approach to NOX reduction over Ag/Al2O3 and

the mentioned issues. In Fig. 4.1, a schematic representation of the silver alumina

catalyst is presented, based on the existing experimental and theoretical suggestions.

It should be mentioned that an unambiguous structural characterization of the cat-

alyst components is hindered by the ill-defined structure of γ-alumina. Evidence of

small silver clusters (Agn) [25, 29, 38, 39], metallic silver (Ag0) [25, 31, 36], oxidized sil-

ver (Ag-O) [25,34], and even silver aluminate phases [29,31] has been found. However,

the importance of these phases has not been established. Unfortunately, neither has

Figure 4.1: A schematic representation of the Ag/Al2O3 catalyst.

the role of the support (γ-alumina) which is known to be active towards NOX re-

duction [50]. In the presence of water, Al2O3 is known to be hydroxylated [55] (Fig.

4.1). Using traditional experimental methods, e.g IR [54,121], XRD [55], temperature-

programmed desorption (TPD) [122], electron energy loss spectroscopy (EELS) [123],

and NMR [56,124], electronic and structural properties of γ-alumina has been investi-

gated. For example, the coverage and average Al-OH coordination of hydroxyl groups

on the Al2O3 surface has been probed and suggested [54, 55]. Moreover, beyond the

catalyst structure and the active phase, the reaction mechanisms of NOX-SCR have
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received much attention (see Refs. [11,41] for review). The experimental characteriza-

tion is often based on in situ techniques, especially FTIR (fourier transform infrared)

spectroscopy with focus on adsorbed NOX species and intermediates during reduc-

tion. However, at this point, there are no generally accepted mechanisms. There are

several HC-SCR reaction schemes proposed in the literature [11, 43, 125] where, the

intermediate formation of amines and ammonia along the reduction path is accepted.

This suggests that NH3-SCR is part of HC-SCR. In the case of ammonia assisted SCR

several experimental [126–132] and theoretical [133–140] studies have been able to es-

tablish the main NOX reduction reactions. These are generally discussed on the basis

of different NO:NO2 ratios, namely standard- (1:0), fast- (1:1), and NO2-SCR (0:1):

2NH3 + 2NO + 1/2O2 → 2N2 + 3H2O (standard− SCR) (4.1a)

2NH3 +NO +NO2 → 2N2 + 3H2O (fast− SCR) (4.1b)

4NH3 + 2NO2 +O2 → 3N2 + 6H2O (NO2 − SCR) (4.1c)

The standard-SCR route (Eq. 4.1a) is often considered to be dominant as most of

the exhaust from diesel and lean burn engines is composed of NO. The reaction is,

however, associated with high temperatures [128]. Instead, much attention attention

has been devoted to a fast-SCR scheme that where, for example, 80% NOX conversion

can be achieved at 225◦C over a V-based catalyst [128]. NH3-SCR is also considered

over Ag/Al2O3 with even higher conversion (almost 90%) at temperatures as low as

200◦C. However, reduction is only observed in the presence H2. [50,57–60]. Despite the

general reactions in Eq. 4.1, the detailed understanding of NH3 reduction mechanisms

is lacking, including knowledge of NH3 and NOX adsorption sites and intermediates.

4.1 State and Role of Ag

With the uncertainties, a natural starting point is to establish the stable structures

and chemical states of the different catalyst components during SCR conditions. This

includes [11] high temperatures (200-500◦C) and most importantly, the presence of

oxygen (∼10%) and water (∼6%) that are believed to influence the catalyst surface

morphology. Furthermore, the performance of the catalyst is often correlated to the

loading of silver [25, 26, 37, 51] where high NOx conversion with HCs is reported with

2-4 wt.% Ag. At this point, a fair amount of both small Ag species and large particles

are formed [38–40,141,142]. In the regime of large particles (5-20 nm) it is most likely

that the equilibrium particle shape is based on a Wulff-construction, exposing common

low surface-energy facets. As Ag(111) is the stable surface of silver, it is expected

to dominate silver crystallites [143]. However, owing to the presence of O2 during

NOX-SCR it is probable that Ag is oxidized.
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4.1.1 Oxidized Ag

The subject of Ag oxidation is covered extensively in the literature [106, 109, 110,

144–167] from both a theoretical [106, 150, 152, 157, 158, 165, 166] and an experimen-

tal [144,145,148,149,151] point of view, mainly in connection to oxidation reactions such

as methanol to formaldehyde, and ethylene to ethylene epoxide over silver supported on

α-alumina. In particular, it is suggested that the oxidation activity is associated with

oxide-like surface reconstructions of silver. However, despite numerous studies and at-

tempts to characterize the stable Ag-O phases (oxidized surfaces, surface oxides, bulk

oxides) the detailed structural information remained under investigation for more than

30 years. Initial reports by Rovida et al. [168] suggested an oxygen induced p(4×4)

reconstruction of Ag(111). Later, using STM measurements and DFT calculations a

surface model with a Ag1.83O stoichiometry was proposed [169] based on the structure

of Ag2O(111). However, recent findings [109, 110] show this not to be correct as the

stable model presents no resemblance the oxide phase of Ag. Instead, the configura-

tion consists of an Ag12O6 overlayer with two silver hexamer subunits, still in a p(4×4)

periodicity. The structure is shown in Fig. 4.2 (a) where also the Ag 3d5/2 photoe-

Figure 4.2: a) Ball model of the p(4×4)-O/Ag(111) structure presented in Refs. [109,
110]. O (Ag) atoms are colored red (grey). b) The Ag 3d5/2 photoemission spectra
associated with the structure in (a). Ag atoms assigned to α and β components are
indicated in (a).

mission spectra is given. However, under specific preparation conditions, in particular

when using atomic oxygen, measurements also show [167] a set of other, coexisting

oxide structures, e.g with p(4×5
√

3)rect, c(3×5
√

3)rect, or c(4×8) periodicity and a

puzzling ”striped” phase which is believed to contain a higher oxygen content (∼0.8

ML) [167]. The particular chemical properties, and structures of these phases are of

great interest in the context of lean NOX reduction over Ag/Al2O3 as they potentially

could be present on the silver crystallites. In Paper 1, combined HR-XPS measure-

ments and DFT calculations were used to study and characterize these structures, with

focus on the high coverage (> 0.5 ML) c(4×8) and striped structures. By comparing
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measured and calculated core level signatures, complemented with STM simulations

and thermodynamical stability, the c(4x8) model previously suggested by Schnadt et

al. [167] was confirmed. However, despite a good match to the experimental photoe-

mission shifts, and previous STM measurements, no thermodynamically stable atomic

structure of the striped phase was obtained. Instead, the experimental and theoretical

SCLSs suggested presence of a silver oxide phase. Nevertheless, as the different surface

reconstructions displayed similar core level shifts as well as thermodynamical stabil-

ity and local configuration, it seems unlikely that the chemical properties of different

Ag-O surface structures will differ to a large extent. In particular, as the measured

core level binding energies hold an unique signature for each element [170] they contain

information on local atomic environment. For Ag, oxidation leads to negative shifts as

compared to the bulk, as observed in Fig. 4.2 (b) for the p(4×4)-O/Ag(111) structure.

The Ag atoms denoted α have higher coordination to O atoms than Ag atoms in the

furrows (β) and display larger shifts with respect to the bulk component. The decon-

voluted red feature in the spectra is assigned to a coexisting, more oxidized phase. The

higher the oxidation, the larger is the shift [144, 151, 171–174]. It can be noted that

these shifts are reversed with respect to other metals, which show positive shifts upon

oxidation, e.g. oxidation of palladium results in Pd 3d5/2 signatures located at higher

binding energies. Understanding the origin of the reversed shifts of Ag can prove im-

portant for the particular properties of silver on the basis of the electronic structure.

In Paper 2, the long-standing question of the reversed Ag 3d core level shifts upon

oxidation (towards lower binding energies) was elucidated and indeed the results can be

used to explain the character of silver reactivity. In a simple electrostatic picture [175],

the sign (and to some extend size) of the core level shifts can be correlated to the net

atomic charge as (ionic) bonds are formed. In Ag2O, Ag is cationic and thus positive

shifts are to be expected with respect to the metallic Ag bulk. However, this simple

model has proven wrong on several occasions [176, 177] and a more detailed picture is

necessary. The shift in the binding energy of the photoemitted core electron (ECLS)

can be represented by:

ECLS = ∆E −∆Er, (4.2)

where ∆E is the change in the on-site electrostatic potential, often referred to as ini-

tial state effects, and ∆Er represents the electronic relaxation around the core hole,

i.e final state effects. Calculations of the Ag 3d and Pd 3d shifts were performed

at different levels of oxidation and the subsequent analysis of the initial state effects

(position of the d-band center) as well as the valance electronic structure shows that

silver is insensitive to oxidation despite a substantial charge transfer from Ag to O.

In Fig. 4.3, selected data from Paper 2 is presented for Pd and Ag. In particular,

the structural models for O adsorption (a-d), the calculated core level shifts (e) and

changes in the the d-band center (f) upon metal oxidation. For Pd (broken lines), the
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Figure 4.3: Structural models for O adsorption a) clean Ag(111), b) 0.25, c) 0.50, and
d) 0.75 coverage. O (Ag) are colored red (grey). Calculated core level shifts (e) and
center of d-band (f) are presented for Pd (broken lines) and Ag (full lines). Number of
oxygen bonds refers to the coordination of Ag to O.

shifts (e) can be almost entirely coupled to the initial picture, where SCLSs and the

position of the metal d-band center (f) are strongly correlated. The origin of the Ag

SCLSs (full line) is attributed to the final state where screening of the core hole takes

place in bonding states of sp-type. The results clearly displays the sp-nature of silver

where bonding and consequently chemical reactivity of the metal is associated the spa-

tially delocalized 5s electrons and an ”inert” d-band. In ionic bonds, such as oxidized

silver phases, the location and width of the d-band remains virtually unaffected. In

hindsight, these results can be used to explain the oxidative properties of silver. Any

silver(-oxide)-catalyzed reaction that leads to formal reduction of the metal occurs on

the basis of increased occupation of sp-derived metal bonding states.

4.1.2 Reactivity of Oxidized Ag

The subject of Ag reactivity and, in particular, the initial stages of oxidation, i.e. O2

adsorption, can be discussed in light of the Newns-Anderson [178] (NA) and the simpler

Hammer-Nørskov [179–181] d-band model that has proven useful in qualitative under-

standing of chemisorption but also the difference in chemical properties of materials.

At this point though, the discussion is limited to the electronic structure effects, but

it is important to emphasize existence of structural effects, that will discussed later in
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this section. The d-band model is an attempt to understand adsorbate-adsorbent inter-

actions in terms of Molecular Orbital theory. Within the model, coupling of adsorbent

and adsorbate electronic states is correlated to their relative position (in energy). In

particular, the position of metal d-states, with respect to the Fermi energy, is consid-

ered and used as a measure of reactivity. In the case of O2, also applicable to e.g. H2,

CO, and NO, the strength of the adsorption over metallic Ag is derived from a large

coupling to the d-states which is promoted by a d-band at higher energies (closer to

Fermi). For Ag, however, top of the band is calculated to be at ∼ -3 eV (Paper 2).

Consequently adsorption of O2 over Ag(111) is weak. Within the LCAO and PWPP

implementations considered in this thesis, the adsorption energies are calculated to be

-0.17 and -0.20 eV, respectively. However, in the presence of subsurface oxygen (Osb),

defects or other impurities near the Ag(111) surface, Xu et al. [163] have shown that

adsorption energies of H, C, N, O, O2, CO, NO, C2H2, and C2H4 and dissociation

barriers of O2, H2m and NO can be lower. The increased reactivity was attributed to

an induced shift of the silver d-band owing to the presence of Osb and consequently

larger coupling to adsorbate states. In this thesis, however, effects of subsurface oxygen

has not been considered. Consequently, only minor changes of the electronic structure

of Ag are observed as compared to the clean Ag(111) surface. Owing to the weak

adsorption energies of O over low-energy silver facets oxidation reactions occur readily.

4.1.3 CO and NO Oxidation over Oxidized Ag

In Papers 3 and 4 oxidation of CO and NO was investigated and found to be highly

facile over a model silver surface oxide. In both cases, the stable p(4×4)-O/Ag(111)

reconstruction, shown in Fig. 4.2 (a), was considered.

The oxidation of CO to CO2, is a common model reaction in surface science ex-

periments and calculations which often proceeds via a Langmuir-Hinshelwood scheme.

For example, on Pt(111), the CO2 formation at low CO coverage is measured to be

an activated process with a barrier of ∼1 eV [182]. On the oxygen induced surface re-

construction of Ag(111) CO adsorption was weak over Ag and the the barrier for CO2

was calculated to be only 0.28 eV (Paper 3). Subsequent formation of a carbonate

specie was calculated to be highly exothermic with a low barrier. Furthermore, the

theoretical results are in excellent agreement with the experimentally observed car-

bonate formation at low temperature (100 K) CO dosage. At room temperature (RT)

experiments, however, no carbonate formation was observed. This is consistent with

the low adsorption energy of CO2, which consequently desorbs before reacting with O

to form CO2−
3 .

Similar results were obtained in the case of NO adsorption over p(4×4)-O/Ag(111)

(Paper 4) where the initial barrier for surface nitrite formation was found to be intrinsic

and estimated to 0.58 eV. This was consistent with the experimental findings where no
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nitrates could be observed at 100 K. Instead, the measured low temperature photoe-

mission shifts were best correlated with NO dimerization. At RT, the recorded N 1s

and O 1s spectra indicated a complex interconversion between adsorbed NOX species,

that with increasing NO pressure, could be rationalized with partial decomposition of

surface nitrates to nitrites and subsequent NO physisorption, leading to formation of

N2O3-like structures.

For CO as well as NO adsorption, the uniqueness and close relation of photoemis-

sion shifts and the changes in the local atomic environment provided a rare opportunity

to understand the carbonate and nitrate formation. In particular, the collected spec-

tra suggest a reconstruction of the initial p(4×4)-O/Ag(111) surface and formation

of epitaxial CO3 and NO3 overlayers where the XPS peak intensities indicated that

nearly all surface oxygen was bound in carbonates/nitrates. The structures and the

corresponding C1s/N1s and O1s spectra before (bottom) and after CO/NO exposure

(bottom) are shown in Fig. 4.4. Before exposure, no signatures of carbonates and

nitrates can be seen in the C1s and N1s spectra and a clear signature of oxygen in the

p(4×4)-O/Ag(111) can be observed at 528.4 eV in the two O1s spectra. However, as

CO/NO reacts, the oxygen signature at 528.4 disappears and peaks assigned to car-

bonates and nitrates (and NO) are observed in all corresponding spectra. It should be

noted that the CO and NO data were taken at 10−6 and 0.01 mbar and temperatures

of 100 and 300 K, respectively. Owing to the higher pressure during NO exposure,

there is considerable amount of contamination on the p(4×4)-O/Ag(111) surface prior

to the NO measurements. This is observed in the O1s spectra around 531 eV. In the

case of carbonates (Paper 3), the Ag 3d5/2 shifts also indicated presence of a highly

oxidized Ag specie on the surface (CLS = -0.95 eV). In Fig. 4.4, the specie is marked

with a ring. This unique signature, was a key factor when constructing the Ag(111)

reconstruction with a carbonate monolayer. In the case of nitrates (Paper 4), the initial

surface geometry was based on that for carbonates, but it was later revised, due to an

inadequate match to existing STM measurements. Instead, guided by simulated STM

and XPS signatures, a modified p(4×4)-NO3/Ag(111) surface was suggested, seen in

Fig. 4.4 (right). The new structure was found to be preferred by -0.20 eV as compared

the surface geometry with carbonates.1 The difference between the two surface struc-

tures are the positions of surface carbonates/nitrates within the p(4×4) cell were the

proposed configurations can be viewed as a Ag(111) surface with three point vacancies

in each surface cell, each occupied with a carbonate/nitrate molecule. Using bulk Ag

as a reservoir, the number of Ag atoms in the reconstruction was allowed to vary. A

reasonable question is the validity of this assumption as Ag atom diffusion in the bulk

is associated with barriers and the experiments are performed at relatively low temper-

ature. The process is justified by comparison of the free energy of carbonate/nitrate

1In hindsight the carbonate structure was considered in a surface geometry based on that for nitrates.
The two structures were found within 0.05 eV.
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Figure 4.4: The calculated structures with a carbonate (CO3) and nitrate (NO3) over-
layer. Color codes: C (brown), N (blue), O, (red), and Ag (grey). The p(4×4) is
indicated. For reference, the C 1s, N 1s and O 1s spectra are shown in the bottom
panels for the clean p(4×4)-O/Ag(111). Moreover, the spectra are presented after ex-
posure of the p(4×4)-O/Ag(111) surface to 100 L of CO (at 100 K) and 0.01 mbar of
NO (at 300), respectively.

formation (-2.63 eV/CO3 and -1.59 eV/NO3), and the Ag bulk cohesion energy, which

is calculated to 2.50 eV.2 The difference between the structures containing carbonates

and nitrates is the relative position of the vacancies. It is worth mentioning that in

both cases, formation of higher order COX and NOX species results in formal reduction

of the Ag surface. In the initial stage, the p(4×4)-NO3/Ag(111) structure holds six

oxygen atoms, each formally in a -2 state. Hence, the oxidation state of the p(4×4)

structure is -12. With formation of carbonates (CO2−
3 ) or nitrates (NO−3 ) the surface

is reduced, as observed in the measured and calculated photoemission spectra.

4.1.4 Oxidized Agn Clusters

Thus far, only the state and reactivity of Ag atoms originating from the pristine low en-

ergy (111) orientation have been discussed. In general, however, metal crystallites con-

tain atomic steps, kinks, corners, row-reconstructions, impurities, and defects where the

2Note that three carbonates/nitrates are formed per p(4×4) where only diffusion of one Ag atom is
necessary.
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average coordination, i.e. number of nearest neighbors, is lower as compared to terrace

atoms. Consequently, these special sites have a more narrow and shifted d-band [183]

(towards Fermi) with increased reactivity (higher adsorption energies). These are of-

ten referred to as geometrical effects and in many cases the catalyst activity is directly

proportional to the amount undercoordinated sites, for example during synthesis of

ammonia [184]. Based on these, and other similar findings, it is often suggested that a

metal particle based catalyst should be formulated such as to increase the active metal

surface area, maximizing the number of active sites and hopefully activity. Realiza-

tion of such a catalyst consequently implies a high dispersion of the metal particles.

However, as the particles size is reduced to the region of cluster phase, averaging few

nanometers (or even Ångtröm) in size, the question of finite size effects becomes highly

relevant.

It is often suggested that the activity in alumina is associated with presence of small

Agn (n = 1-10) clusters, indicated by UV-vis and EXAFS measurements [38, 39]. In

the literature, Ag clusters are suggested to promote selectivity towards NOX reduction

under lean conditions [35, 52, 185–187]. In order to clarify the the role of Ag clusters,

it is necessary to investigate the size-dependent catalytic reactivity, and stability of

Ag in the smallest, sub-nano regime, in the presence of oxygen in particular. How-

ever, despite all work related to extended Ag surfaces, little information is available

on the oxidation of small silver clusters. General geometrical and electronic charac-

ter of Agn clusters have been addressed [188–190], as well as oxygen adsorption on

small silver clusters [147,191–201]. However, the question as to how the catalytic and

adsorption properties of silver change with reduced size has not been considered. As av-

erage coordination in small cluster is significantly lower than in the corresponding bulk

phase, one could assume that the clusters are more reactive than the corresponding

bulk. However, this should be investigated explicitly as properties such as ionization

potentials [202, 203], electronic affinities [204], magnetic moments [205], and reactiv-

ity [206,207] may change from one cluster size to another. Electronic and geometrical

structures are closely coupled at the sub-nano scale. In Paper 5, it is shown that

the geometrical shape of neutral Agn clusters (n < 10) can be directly linked to the

electronic structure of the clusters. The results are rationalized by formation of shell

closings that originate from spatial confinement of electrons and subsequent spin pair-

ing in electron levels [208–212]. Again, mainly the 5s electrons contribute to chemistry,

and any bonds that are derived from interactions between these electrons, constitute

delocalized states over the clusters, leading to shell closings: 1S, 1P, 1D, 2S, 1F etc.

corresponding to 2, 8, 18, 20, 34 etc. electrons. In the size interval considered in Paper

5, this implies a high stability, and low reactivity, for the dimer and octamer.

Hence, also for small Ag clusters, oxidation appears to be a competition between

silver to oxygen charge transfer and Ag-Ag cohesion. This is clearly illustrated in Fig.

4.5 where the thermodynamical stability is a direct consequence of this competition.
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3 Fig. 4.5 shows that Ag2O (bulk oxide) is the stable bulk phase of silver (in the

Figure 4.5: Relative thermal stability of stoichiometric clusters, the bulk and oxidized
surfaces of Ag(111). The insets show the stable structures for AgnO0.5n. In addition to
the clusters considered in Paper 5, the stoichiometric decamer and dodecamer clusters
are presented. Color codes: O (Ag) in red (grey). The decomposition temperature is
considered at an O pressure of 0.001 atm.

presence of oxygen) at low temperatures. The bulk oxide decomposes around 300 K,

forming oxidized surface reconstructions of silver. The oxygen coverage of these sur-

faces decreases with increasing temperature. At 590 K, and above, the calculations

suggest that metallic Ag(111) is stable phase of silver. The thermal decomposition

of oxidized, stoichiometric Agn clusters is calculated as the temperature at which O2

desorbs, i.e. γ = O (3.6). In general, the stability is calculated to be size dependency.

The results can be understood from from the electronic structure. For small clusters,

cohesion originates from delocalization of electrons, forming jellium-like states. Dis-

sociative adsorption is associated with substantial charge transfer from the metal to

oxygen, formally four electrons per oxygen molecule. This type of adsorption is better

accommodated on larger clusters and extended Ag systems where charge transfer and

formation of local ionicity, as a consequence of oxygen adsorption, can be efficiently

screened. As a consequence, the larger clusters and the extended systems display higher

oxygen adsorption energies and thermodynamical stability. Oxidation of clusters, at

least partial oxidation, is favorable as long as some Ag cohesion is maintained. This

is the case in e.g. the tetramer and the hexamer. Hence, formal oxidation through

dissociation and consecutive O adsorption is a balance between metallicity and ionicity.

3To enable direct comparisons between theoretical and experimental stability, all energies have been
corrected to reproduce experimental O2 and Ag-bulk binding energies of 5.17 and 2.80 eV [108,213],
respectively.
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The results show that despite lower average coordination, the reactivity and towards

oxygen adsorption is lower over the small clusters owing to finite size effects. Thus, the

oxidation reaction, NOX to NOX+1, is calculated to occur readily over the clusters, in

similarity with the extended surfaces.

Besides providing direct sites for catalytic reactions, it is often speculated that sup-

ported metal particles and clusters could lead to formation of special sites at the metal-

substrate interface region. This has theoretically been shown for Au particles [214–216]

over MgO and TiO2. Increased reactivity could also be attributed to ”thin film effects”

where oxide induced polarization in the monoatomic metal layer leads to higher ad-

sorption energies [217]. If the reactivity of Ag/Al2O3 is primarily associated with the

existence of small Ag clusters and the formation of interface regions, then this issue

needs special attention in the case of silver supported on alumina. However, before ad-

dressing this subject, a short review on the atomistic modeling of γ-alumina is needed.

4.2 Modeling Ag/Al2O3

Using traditional experimental methods, e.g. IR [54, 121], XRD [55], TPD [122],

EELS [123], and NMR [56,124], electronic and structural properties of γ-alumina have

been investigated. Based on that information, several atomistic models for γ-alumina

have been put-forth in the literature [218–222]. In this work, the spinel structure pro-

posed by Digne et al. [223] has been used. The model has been employed on several

occasions [55, 223–225] and calculated properties, such as thermodynamical stability

and vibrational frequencies of adsorbates (CO and OH) are in good agreement with

experimental findings. Moreover, with the correct acid-base properties and perhaps

even local structure and coordination, it is possible that the model proposed by in

Digne et al. [223] could be of relevance when modeling γ-alumina systems.

In experimental situations, any local changes in material electrostatics, due to e.g.

doping or defects, are compensated and stabilized by a long-ranged response of the

surrounding atoms. However, as theoretical atomistic modeling involve size-restricted

models, any induced changes to the slab structure need ”manual” care, as is the case

for the Ag/Al2O3 model presented in Paper 4. The bonding in alumina is ionic between

Al3+ cations and O2− anions. For charge neutrality, the Al2O3 slab needs to be modeled

such as to sustain the stoichiometric 2:3 conditions. However, when one Al atom in the

alumina matrix is replaced by the monovalent Ag, the overall balance between supply

and demand of electrons is disturbed. The supercell is, so to speak, two electrons

”short”, and due to lack of global stabilization, the model surface slab might present

unrealistic properties as initially non-existing electronic states, and electrostatics are

induced. The solution, although crude, is simple and effective. By compensating every

”missing” electron by a H-atom, adsorbed somewhere on the slab, the charge neutrality
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as well as bandgap are kept. In Fig. 4.6 (a) the total density of states if presented for

the bare Al2O3 surfaces, along with local DOS for the different dopant atoms: Ga (b)

, Y (c), Ag (d), and Ag compensated with two H (e). Gallium and Yttrium are both

tri-valent and although they impose local structural changes, no evident discrepancies

in the electronic structure are observed. The bandgap is kept close to that of clean

alumina. In Fig. 4.6, also the atomic model of the ”compensated” structure shown in

Figure 4.6: The densities of states of bare alumina (a), with a Ga dopant (b), with an
Y dopant (c), with an Ag dopant (d), and finally with an Ag dopant but stabilized
by two H atoms (e). The local DOS for the respective dopant atoms (checked), and
additionally on hydrogen (red) is also displayed. In the case of bare alumina (a), the
projection is done on the Al atom at the dopant position. All energies are aligned
to the Fermi level. Also the atomistic model of the ”compensated” system system is
presented. Color codes: H (red), O (black), Al (grey), Ag (checked).

a side view. However, when aluminium is substituted for Ag, a monovalent s-metal,

states are induced at Fermi that could lead to different chemistry. By compensating

the system with two hydrogen atoms, the bandgap is restored.

4.3 Reactivity of Ag and Ag/Al2O3

In the case of Ag(111) and p(4×4)-O/Ag(111), low adsorption energies are calculated

for molecular chemisorption of CO (Paper 3), NO (Paper 4), O2 (Paper 5), and H2

(Paper 6). Moreover, high barriers for O2 and H2 dissociation are found over Ag(111)

the Agn clusters. However, as these studies mostly include well defined Ag(111) re-

constructions and gas-phase clusters, it is reasonable to question the transferability

of these results to the Ag/Al2O3 system, containing interfaces and interaction effects

between the alumina and the silver. One possible route to rationalize these effects and

probe the reactivity of Ag/Al2O3 can be via the changes in the electronic structure,

and in particular the Ag d-band center as silver-alumina interfaces are formed. If the
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interactions between the two components are strong, the changes to the Ag density of

states (as compared to the corresponding gas-phase structure) should be observable.

For that reason, Fig. 4.7 presents the calculated low-energy structures of Ag in dif-

ferent phases: nanoparticle (NP), Ag10, and Ag1 cluster over Al2O3(100). To follow

the changes in the electronic structure the corresponding DOS is presented. The total

DOS (Ag and Al2O3) is shown in black. Moreover, projections are made onto Ag d-

(grey), p- (orange), and s-states (broken red). The important results are observed in

DOS diagrams (E)-(L), however, for reference, also the clean Al2O3(100) [A] and Ag

at different levels of oxidation: (B) full [Ag2O(111)], (C) partial [p(4×4)-O/Ag(111)],

and (D) no oxidation [Ag(111)] are displayed. In general, with reduced level of Ag oxi-

dation the characteristic delocalization of sp-derived states is observed and the d-band

narrows and shifts towards lower energies. In (E), (F), and (G) the DOS is presented

for the gas-phase structures of AgNP , Ag10, and an Ag atom, respectively. Notably, the

electronic structure in (E) and (F) is similar to that of Ag(111) (D), suggesting that

these systems could have comparable reactivity.4 In order to investigate the effects of

the Ag-alumina interface these three Ag structures are supported on the Al2O3(100)

surface. However, the the corresponding projected DOS, shown in (H), (I), and (J) for

AgNP/Al2O3(110), Ag10/Al2O3(110), and Ag/Al2O3(110), respectively, are very simi-

lar to those of the gas-phase counterparts [in (E), (F), and (G)]. The PDOS of the Ag

nanoparticle (H) shows that the metallic Ag interacts weakly with the alumina sup-

port as also the d-band center remains virtually unaffected. By comparison with the

p(4×4)-O/Ag(111) (C) and the clean Ag(111) (D) surface it can be concluded that the

alumina supported Ag nanoparticles can be modeled by extended low energy facets.

However, this observation is not general and at this point only restricted to Ag particles

and attributed to a low lying 4d-band and delocalized 5s electrons that efficiently can

screen any effects of the substrate. For Ag10/Al2O3(110) (I) and Ag/Al2O3(110) (J),

interactions with the support takes place in the Ag sp-levels with some minor changes

of the electronic structure, primarily by a small shift and broadening of the d-states.

Summarizing, the electronic structure of considered Ag phases suggests that the for-

mation of interfaces has minor effect on the electronic structure.

However, as some literature suggests presence of sliver-aluminate phases [29, 31],

the clusters, Ag10 (K) and Ag atom (L), are also considered when anchored in the

alumina matrix. This is performed by creating an Al vacancy and and putting the

silver atom into the defect. In both cases, (K) and (L), the electronic structure shows

a larger broadening and shift of Ag d-states (towards Fermi) as compared to the sup-

ported structures [(I) and (J)], indicating that also the d-electrons could be involved in

hybridization and bond formation to the surface. The results suggest a a larger extent

of Ag oxidation and consequently higher chemical reactivity for anchored species.

4The Ag10 has s-derived jellium states (in red), and the reactivity could also depend on the particular
symmetry of these states.
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In summary, the investigation of the electronic structure predicts weak interaction

Figure 4.7: Total density of states (full black line) and projections on Ag s- (red
broken line), p- (orange), and d-states (grey). Fermi energy is indicated at 0 eV. (A)
Al2O3(110), (B) Ag2O(111), (C), p(4×4)-O/Ag(111), (D) Ag(111), (E) AgNP (gas-
phase), (F) Ag10 (gas-phase), (G) Ag atom (gas-phase), (H) AgNP/Al2O3(110), (I)
Ag10/Al2O3(110), (J) Ag/Al2O3(110), (K) Ag10@Al2O3(110), and (L) Ag@Al2O3(110).
The d-band center is given in eV. The corresponding structures are shown for (A)-(D)
and (H)-(L). In the case of (E), (F), and (G) the structures are the gasphase Ag
components presented in (H), (I), and (J), respectively. Color codes: O (red), Al (dark
grey), Ag (grey).

between supported Ag and Al2O3, with only minor effects of the metal-substrate inter-

face. However, if Ag clusters are anchored to the surface there are observable changes
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in the PDOS, similar to those observed during oxidation of gasphase Agn (n = 1-9)

clusters (Paper 5), which were found to be reactive for NOX oxidation reactions. Also,

H2 adsorption and dissociation is found to be similar over Ag(111) (D) and supported

Ag nanoparticle (H), presumed to be metallic, while dissociative chemisorption of H2

takes place over Ag@Al2O3(110) (L) (Paper 5).

The reactivity of the different Ag phases has been discussed on the basis of the

electronic structure, and to some extent, the d-band model. However, a small note of

caution is needed with respect to the d-band picture. Within the general assumption,

the contribution of the sp-band is assumed constant. Hence, changes are the reactivity

is directly correlated with changes in the d-electrons. For small clusters however, this

is not necessarily true. Based on laser ionization and MS measurement in combination

to DFT calculations, Holmgren et al. [226] showed that size dependent variations of the

CO adsorption energy over Cun (n=15-21) clusters mainly originates from differences

in sp-contributions. The d-contribution varies also, but to a smaller extent. Conse-

quently, to a certain approximation, for small free electron metal clusters such as Cun,

Agn and Aun the reactivity is correlated with changes in the sp-band, i.e. the jellium

states. Formation of these states, will generally affect several electronic properties,

such as ionization potentials (IP) and adsorption energies. As these properties have

clear size dependent odd-even alternation (Paper 5), the position of e.g. HOMO from

one size to another could move. As the projected DOS plots for clusters, in Fig. 4.7,

are presented with respect to the Fermi energy (taken at HOMO-level) the absolute

position of the different states (d, s, and p) could, in fact, be different with respect to

a constant energy reference, say the vacuum level. Thus, the position of the d-band

can vary with cluster size and, on the same argument, differ for isomer structures. In

the case of extended systems, bulk and surface slabs, this effects is minor as the silver

d-band remains constant for the bulk.

If Ag exists in/on the Ag/Al2O3 catalyst with varied size and oxidation level, defin-

ing an appropriate descriptor can be difficult. As the d-band is largely affected by size

effects probably another descriptor is more suitable. However, during HC-SCR, the

NOX reduction reactivity is highly influenced by the reducing agent. This suggests

that the different reactions and even the rate determining step (RDS) can shift. As

there is no general agreement as to what the RDS, or steps, can be, it seems unlikely

that the d-band model can be applied to connect the different reactions and interme-

diates.
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αa dbAg−C dbC−O Ec
ads ωd ±∆ωd

CO - - 1.14 - 2117 0
Ag4 linear 2.05 1.15 -0.90 2046 -71
Ag+

4 linear 2.13 1.13 -0.85 2139 +22
O2/Ag4 141 2.17 1.15 -0.72 2049 -68
4O/Ag8 linear 2.18 1.14 -0.40 2114 -3
Ag(111) linear 2.17 1.15 -0.24 2038 -79
p(4×4)e 159 2.45 1.15 -0.23 2093 -24
Ag2O(111) linear 2.03 1.14 -0.67 2111 -6
Ag@Al2O3 169 2.05 1.14 -0.81 2138 +21

Table 4.1: aThe Ag-C-O angle. bBond lengths measured in Ångström. cThe adsorption
energy in reference to CO in the gas phase (eV). dThe calculated vibrational frequency
in cm−1. eThe p(4×4) refers to the p(4×4)-O/Ag(111) surface. The corresponding
structures for Ag(111), p(4×4), Ag2O(111), and Ag@Al2O3 are shown in Fig. 4.7.

4.4 Probing the Structure and Chemical Properties of Ag/Al2O3

4.4.1 CO Adsorption

A possible route to understand the individual components and the combined Ag/Al2O3

is by using a probe molecule. In this context, CO is often used. In fact, the study

presented in Paper 3, originates from an idea to use CO as a probe molecule to inves-

tigate oxidation of silver in the Ag/Al2O3 catalyst. The reason was the link between

CO vibrational frequency and the amount of charge transfer between CO and the

metal [202]. Donation from the HOMO [227] level of CO (5σ) to the metal LUMO

level is accompanied by shortening of the C-O bond, with a general blue-shift in vi-

brational frequencies. Back-donation on the other hand, is related to filling of the

CO antibonding 2π∗ state, generating repulsion between C and O and consequently

longer bond distances and red-shifted CO vibrational frequencies. Utilizing the CO re-

sponse of the adsorption site, a possibility could be to track the level of oxidation [228].

In Tab. 4.1, a summary of the computational results is presented [229]. In general,

adsorption on Ag in a higher oxidation state displays more donation and blue shift

of the vibrational frequencies in reference to the gas phase. On the O2/Ag4 cluster,

where molecular oxygen is adsorbed, the CO frequency displays no shift as compared

for the neutral Ag4 cluster. However, when adsorbed on the cationic Ag+
4 cluster the

shift is large and ”blue” and the C-O bonding distance is shortened. On the ther-

modynamically stable 4O/Ag8 cluster (Paper 5), the CO frequency shift is calculated

neutral with respect to gas phase CO trial (-3 cm−1). Adsorption on Ag(111) displays

a clear back-donation signature with a ”red” vibrational frequency shifts (-79 cm−1)

and prolonged bonding distances as compared to the gas phase (1.15 Å). Oxidation of
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the Ag(111), towards the stable oxidized surface reconstruction, p(4×4), and finally

the fully oxidized Ag2O(111) is also displayed in the CO vibrational frequencies with a

general trend towards less negative values. Lastly, calculated CO frequency and bond

length over an Ag atom embedded in alumina matrix displays a large blue-shift (+21

cm−1) and a shortened bond (1.14 Å). This result suggests that the 5s electron has

been stripped from silver and a locally positive Ag+ is left. In this case, adsorption of

CO is largely dominated by donation effects.

Based on the calculated shifts, it seems possible to probe the alumina surface us-

ing CO. In particular, if there is presence of cationic Ag (here modeled via Ag+
4 and

Ag@Al2O3), the shifts are distinctly separated from the other systems. However, our

joined theoretical and experimental attempts have indicate that low temperatures (<

100 K) are necessary to clearly differentiate the vibrational signatures.

4.4.2 H2 Adsorption

Another process, used commonly for educational purposes, often over metal surfaces, is

adsorption of H2. Interestingly, for SCR catalysis it has been shown that hydrogen also

has important properties that affect the overall SCR reaction over Al2O3. In general,

addition of H2, in small amounts further promotes NOX conversion with hydrocarbons

and shifts the activation to lower temperatures. The origin of the ”H2-effect” is un-

known but similar results are observed for NH3 assisted reduction over silver alumina

where almost 90% conversion, already at 200 ◦C, can be achieved in the presence of hy-

drogen. The first step in a hydrogen assisted SCR should be H2 dissociation. In Paper

6, a systematic investigation of this particular process was considered over a representa-

tive set of sites over Ag/Al2O3. In summary, the calculations showed that dissociation

over bare alumina and metallic Ag is associated with substantial barriers. Moreover,

based on a nanoparticle model previously used by Molina and co-workers [214–216],

no changes in the dissociation energetics were calculated in the presence of the Ag-

alumina interface. Instead, low barriers were calculated over Ag-ions in the alumina

matrix, and partially oxidized silver [p(4×4)-O/Ag(111)]. The results were rational-

ized by analysis of the electronic structure (PDOS) within the NA-model. When H2

adsorbs on Ag(111) and alumina the discrete adsorbate state, bonding and antibond-

ing, fall well below the Fermi energy and consequently the dissociation barrier is high.

Over ionic Ag, the adsorbent states are initially higher up (d-band shifted up) and the

formed antibonding states depleted. This gives rise to strong chemisorption and low

H2 dissociation barrier.

In general, the results suggest that H2, most probably, is found in the close vicinity

of partially oxidized silver and that H2-effects is largely absent over bare owing to a

high dissociation barrier. Because the dissociation was found similar over extended Ag

surfaces and a model nanoparticle, the study also indicates that the catalytic proper-
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ties of large Ag particles can be explored on a separate basis, modeled by extended Ag

and Ag-O surfaces.

Finally, in the adsorption of CO and H2 was considered over the surface atoms

of alumina in the presence of an Ag ion. The goal was to estimate the effects of Ag

doping, owing to induced geometrical and electronic changes, on the reactivity of the

surrounding alumina. However, no such effects were observed in adsorption energies,

geometries, nor vibrational frequencies of CO and H2. This suggests that the effects of

Ag doping is local and that any increase in catalytic activity, in the presence of Ag, is

most probably related to the Ag-phase itself.

4.5 NH3 Assisted Selective Catalytic Reduction of NOX over

Ag/Al2O3

The work in Paper 7 was largely initiated by a recent report from Doronkin et al. [50]

where it was suggested that the NH3-SCR activities (already at 200 ◦C) over Ag/Al2O3

and pure Al2O3 are similar under fast-SCR like conditions, i.e. mixtures of NO and

NO2, and the advantageous effect of H2 only was observed for Ag/Al2O3. In the ab-

sence of NO2, no activity was observed over bare alumina, regardless of H2 content.

These results suggest that the activity over Al2O3 is conditional on fast-SCR conditions

by NO to NO2 oxidation. We have calculated that NO oxidation is facile over over

partially oxidized Ag (Papers 3 and 5).

With the results from Papers 1-6 at hand, sufficient understanding of the cata-

lyst components and their reactivity was obtained to allow for a more detailed study

of NOX reduction over Ag/Al2O3 (Paper 7). In particular, reduction was considered

based in NH3-SCR and performed in view of available sites and components presented

in Fig. 4.1. Ag clusters were, however, not considered as the previous studies (Paper

5) could not identify any new catalytic SCR properties associated with the smallest

Ag sizes. Moreover, small Agn clusters have strongly size-dependent fluctuations in

physical and chemical properties. At the present, however, the detailed structure of

these clusters in Ag/Al2O3 is unknown.

The reaction mechanisms were developed on the basis of previous density functional

theory calculations where standard- and NO2-SCR reaction schemes were considered

over V2O5 [133–136, 139, 140], H- [137] and Fe-exchanged [138] zeolites. These studies

suggested that formation NH+
4 was a crucial reaction step were reduction occurs via

an intermediate formation of nitrosamine (NH2NO).

Our calculations over an Ag/Al2O3 model show that the initial formation of ammo-

nium (NH+
4 ) indeed is important for the NH2NO formation over hydroxylated alumina.

The reaction is, moreover, found to be greatly stabilized in the presence of NO2, i.e.

fast-SCR stoichiometry. The process proceeds though an Eley-Rideal mechanism and
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displays substantially lower energetics than a reduction scheme based on standard-

SCR. The results also suggest that the presence of NO2 reduces ammonia poisoning of

the alumina surface with stabilization of ammonium (NH+
4 ).

Reduction of NOX was also considered over partially oxidized [O-p(4×4)] and hy-

droxylated [OH-p(4×4)] Ag. Over O-p(4×4), Eley-Rideal and Langmuir-Hinshelwood

mechanisms were considered, whereas the OH coverage on OH-p(4×4) was found to

block the initial NO adsorption and oxidation reaction. The formation of NH2NO was

calculated with low barriers over both surfaces via an Eley-Rideal route. Adsorption of

NO and the subsequent formation of stable surface nitrites over O-p(4×4) resulted in

high barriers towards a surface nitrosamine. This suggests that one role of H2 could be

to reduce the formation of stable nitrites (and subsequently nitrates) as these species

were not formed over OH-p(4×4). However, despite the presence of H2, it is noted

that hydrogen on the Ag surfaces shows no effect in the SCR energetics, indicating

that it probably does not actively take part in reduction reactions. Finally, reduction

over partially oxidized and hydroxylated silver was calculated to proceed without a

precursor ammonium adduct.

For reference, NO reduction over the silver oxide phase, modeled with Ag2O(111),

was considered via an Langmuir-Hinshelwood mechanism and the formation of NH2NO

was calculated with low barriers (0.38 eV). However, owing to the H2O content during

SCR reactions, the surface will probably contain a coverage of hydroxyls that could

affect the adsorption of NO and NH3. At this point, the thermodynamical stability of

OH groups and the corresponding structures of hydroxylated Ag2O(111) have not been

established. This could be a relevant theoretical study in order to ultimately determine

the charge state of Ag during lean NOX reduction over Ag/Al2O3.

Analysis of the electronic structure and the reaction geometries shows that the

surface acidity plays a crucial role. Alumina is hydroxyl-covered and offers little in am-

monia dissociation, i.e. formation of NHX species. Thus, the presence of ammonium is

found to be important over hydroxylated Al2O3, perhaps it even is a rate-determining

step. In the case of Ag, the unsaturated, Lewis acidic, Ag atoms in the Ag6 units of

the p(4×4)-O/Ag(111) reconstruction are highly reactive towards NH3 adsorption. In

reaction with NO, the presence of nearby surface oxygen promotes the formation of

OH groups and water, which leads to a highly exothermic reaction landscape and low

barriers. On the metal, the charge transfer related to formation of bonds, is diluted

within the broad bonding resonance while in the oxide (with a large bandgap and no

defects) any transfer of electrons between the adsorbent and adsorbate occurs on tak-

ing/putting electrons from/in the conduction- or valance band. Without defects or

impurities such adsorption is related with high energetic costs. It is possible that small

Ag clusters, embedded in the alumina matrix could induce the change to the electronic

structure of alumina such as to stabilize e.g. ammonium ion formation. This aspect

has not been investigated, but calculated adsorption energies and vibrational frequen-
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cies of CO adsorbed over Al2O3(110) showed minor changes when the alumina surface

was doped with an Ag ion. This suggests that effects of Ag are only local, perhaps as

local as merely nearest-neighbor atoms.
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5 Conclusions and Outlook

HC-SCR over Ag/Al2O3 is a promising alternative for lean NOX reduction. However,

as several fundamental issues with respect to the active phase and reaction mechanisms

remain unclear, the catalyst development in terms of activity, selectivity, and stability

is slowed down and HC-SCR over Ag/Al2O3 is still not used for lean NOX reduction.

The experimental and theoretical studies have given a large collection of data which has

generated experience as to how the Ag/Al2O3 catalyst will perform in terms of activity

and selectivity depending on various parameters such as the preparation method, Ag

loading, type of reducing agent, and reduction conditions. However, no fundamental

breakthroughs have been made so far and the fundamental, atomistic knowledge and

understanding about the catalyst and the ongoing reaction mechanisms is largely ab-

sent, hindering the design of improved catalysts.

This thesis contains a density functional theory study of lean NOX reduction over

Ag/Al2O3. Several fundamental issues are clarified with respect to the Ag component

and the reaction mechanisms. The work contains a systematic approach to this partic-

ular catalytic system where DFT is initially combined with surface science experiments,

based on x-ray photoemission spectroscopy and scanning tunneling microscopy, in order

to study the oxidation of metallic silver (Paper 1), understand the chemical signatures

(Paper 2), and finally probe the catalytic reactivity of oxidized Ag(111) (Papers 3

and 4). In detail, XPS and DFT were used in Paper 1 to characterize the structures

of oxidized silver in the limit of high coverage (> 0.5 ML). Based on agreement of

measured and calculated core level signatures, complemented with STM simulations

and thermodynamical stability, a c(4x8) surface reconstruction is verified. Moreover,

experimental and theoretical SCLSs suggest presence of a silver oxide phase. Compar-

ing the SCLSs and thermodynamical stability of these phases to already established

surface reconstructions of Ag(111) shows that the difference in signatures and stability

is minor. This suggests that the chemical properties, thermodynamical stability, and

local configuration of different Ag-O surface structures are similar.

The relative photoemission signatures of O and Ag are explored extensively in Pa-

pers 1-4. However, upon oxidation, Ag shifts are reversed as compared to other metals.

The Ag 3d shifts are towards lower binding energies (with respect to bulk). This sug-

gests that the electronic structure of silver is of unique character. Understanding the

origin of these shifts can also provide insight on to the catalytic properties of Ag. In

Paper 2, calculations were performed in order to separate the initial and final state ef-

fects that are believed to contribute to the core electron binding energy. In particular,

a comparative study of Pd 3d and Ag 3d CLS was performed. The initial state effects,

51



often ascribed to changes of the on-site core potential, are shown to be substantial for

oxidized Pd, with marked broadening and shift of the Pd 4d-band. For Ag, the on-site

core potential is found to be insensitive to oxidation, and consequently the shift in Ag

core levels is attributed to final states effects; electronic relaxations around the core

hole.

Joint theoretical and experimental studies of low- (100 K) and room temperature

CO and NO adsorption on oxidized Ag(111) are presented in Papers 2 and 3, respec-

tively. The measured photoemission spectra of CO/NO dosage indicated CO2−
3 /NO−3

on the surface with subsequent reconstruction and formation of an epitaxial layer with

carbonates/nitrates. Calculated potential energy surfaces and core level shifts are used

to verify and understand adsorbate oxidation and furthermore clarify the formation

process and structures with carbonate/nitrate overlayers.

Having established the structure, stability, and reactivity and reviewed the elec-

tronic structure of silver phases at the nano-scale, the aims of Papers 5-7 was to in-

vestigate some of the issues that cannot easily be resolved experimentally. In Paper

5, oxidation of small Agn clusters (n < 10) is considered where low energy structures

of molecular and dissociated oxygen are calculated. The electronic and geometrical

results of the clean and oxidized clusters are explained via delocalization of 5s electron

and subsequent formation of a shell structure. As a consequence of the jellium-like va-

lence states, the calculated adsorption energies of oxygen show pronounced odd/even

alternation. Using ab initio thermodynamics, we are able to show that the relative

stability of oxidized clusters, as compared to that of extended Ag-O phases, in general,

is lower. Moreover, the barrier for O2 dissociation is calculated to be higher over the Ag

octamer than an Ag(111) surface. Finally, adsorption of NO and NO2 onto oxidized

clusters results in formal reduction of silver based on nitrite and nitrate formation,

respectively.

Several experimental studies indicate that small amounts of H2 leads to a lower

light-off temperature and increased lean NOX reduction activity over Ag/Al2O3 irre-

gardless of reducing agent, i.e. NH3 or HCs. The first step in such a reaction pathway,

H2 dissociation, is investigated with DFT (Paper 6) where relevant Ag phases and

possible sites for dissociation are considered. In general, dissociation over metallic Ag

phases and bare alumina is calculated to be activated whereas silver-oxide and atomic

Ag in alumina display a facile reaction landscape for H2 dissociation. The effect of the

Ag-Al2O3 interfaces is shown to be minor with respect to H2 adsorption energies and

dissociation barriers.

Finally, the generated knowledge and understanding from the model studies in

Papers 1-4 and the theoretical investigations in Papers 5 and 6, correlated with a

large literature review, presented an opportunity to theoretically probe NOX reduc-

tion pathways Ag/Al2O3 using NH3 as a reducing agent. The calculations are based

on a reduction path containing intermediate formation of NH2NO. Reduction of NO is

52



found to be facile over partially oxidized and hydroxylated Ag via an Eley-Rideal mech-

anism and a Langmuir-Hinshelwood route is evaluated over oxidized Ag. However, this

route involves high barriers which are attributed to formation of stable surface nitrites.

These results suggest that nitrite, and subsequently nitrate formation, can poison the

oxidized Ag components in the absence of H2, which is shown to promote hydroxyls

(Paper 6) on the Ag surface and consequently could reduce poisoning. Furthermore,

reduction of NOX is considered over hydroxylated Al2O3 and shown to occur accord-

ing to fast-SCR conditions, i.e. equal amount of NO and NO2. The importance of

NO2 is associated with reduced ammonia poisoning of alumina and lower energetics as

compared to standard-SCR conditions (only NO). Barriers for NH2NO decomposition

are calculated to be high over Ag. However, via proton exchange reactions with the

hydroxylated alumina surface, the barriers are calculated to be substantially lower as

compared to the gas-phase isomerization and decomposition of NH2NO.

Should the scheme in Fig. 4.1 be revised on the basis of this thesis? No, not re-

ally, but perhaps the roles of the different components should be modified. Initial

reduction of NO (and NO2) is possible over γ-alumina, but substantially increased in

the presence of Ag. However, the alumina support is of equal importance as decom-

position of intermediates, such as nitrosamine (NH2NO) only is found viable over the

alumina. This shows that the porous oxide is far from just a support material.

The particular role and importance of small Agn clusters is, at this point, highly

questionable. In the literature, the existence of such sub-nano Ag phases on Ag/Al2O3

is well documented [25, 29, 38, 39] and often discussed in terms of the active phase.

The calculations presented in this thesis, however, suggest that silver clusters in the

subnano regime have similar chemical properties with respect to SCR reactivity as

does metallic and (partially) oxidized silver. Consequently, no particular importance

of small Agn clusters is found in the context of lean NOX reduction over Ag/Al2O3.

However, this does not exclude the possibility that their presence could be vital. Over

O- and OH-p(4×4), the reduction takes place over step Ag atoms (in the Ag6 subunit),

which shows the importance of undercoordinated metal sites. Thus, it is possible that

presence of small Agn clusters increases the number of such sites, leading to an increased

reduction activity. Moreover, as the alumina is shown to be the active component for

isomerization and decomposition of intermediates, it is likely that the vicinity of alu-

mina, to the clusters, leads to a higher N2 yield. Finally, several reports suggests that

conversion over high Ag-loading catalysts (>10%) is limited by unselective combustion

of the reducing agent [30, 49], correlated to presence of large Ag particles. Thus, it

is possible that the presence of silver clusters promotes NOX reduction selectivity. In

order to really understand the role of the Agn clusters, more detailed theoretical studies

are necessary. First principles calculations are, however, largely dependent on accurate

atomistic models because of the size dependent reactivity of Agn clusters that have
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clear odd-even alternations in e.g. adsorption energies. Consequently, calculations of

combined Agn/Al2O3 systems will have to rely on further experimental effort and input

regarding the structure and size of these sub-nano clusters.

In a broader context, the presence of partially oxidized silver is shown to increase

the activation of the reducing agent. Based on literature data, where the light off

temperature for ammonia [50, 57, 59], longchain- [29, 44, 230, 231], and oxygenated hy-

drocarbons [19–21], is reported around 200 ◦C, the catalytic reduction activity could

be determined by direct access of active sites, i.e. partially oxidized Ag. The role

of H2 could be connected to formation of such an Ag charge state. It is known that

H2 lowers the thermal decomposition temperature of silver oxide (Ag2O) from 330 ◦C,

measured in N2, to 10◦C in pure H2 [232]. Moreover, when shorter hydrocarbons are

used, e.g. propene or even methane, the RDS is the partial oxidation and activation

of the reducing agent, even in excess of active sites. In this case, the reduction often

takes place at high temperatures [44, 230], where unfortunately also direct unselective

combustion of the hydrocarbons takes place.

One possibility to increase the low temperature activity, even in the presence of

shorter hydrocarbons, could be by doping of Ag/Al2O3 with a more potent oxidation

metal, e.g. platinum. This is currently being done at the Competence Centre for

Catalysis and so far with the desired effects [53]. However, with Pt (and other oxida-

tion metals) it is possible that more unselective oxidation takes place; perhaps the very

reason why NOX-SCR over alumina, doped with Ag, shows best results. Furthermore,

despite low barriers for NH3/HC activation and access to important sites, the catalyst

surface could be poisoned by the reducing agent; limiting the reduction rate. In order

to further improve the Ag/Al2O3 catalyst, it would, consequently, be desirable to re-

duce the poisoning. How to do this is, however, an open issue at this moment.

At this point we have calculated one theoretically viable route for lean NO and NO2

reduction over Ag/Al2O3 with NH3. This includes the formation and decomposition of

NH2NO and possible effects of H2. The most natural next step would be to expand this

this reaction scheme by including other molecules and intermediates such as NO3 and

NH4NO2, among others, and consequently predicting the reaction landscape, based on

solely calculations. However, this would essentially lead to a trial- and error approach,

which we are trying to avoid in the first place. Perhaps a more suitable next project

is to consider the reaction kinetics via a microkinetic model. Such a model would be

able to translate the calculated adsorption energies and transition barriers into reac-

tion rates. These rates could then be correlated to experimental data and possibly give

further support to the DFT results and provide guidance for future calculations. For

example, the calculated barriers for NH2NO decomposition over Al2O3 are low, but be-

cause the reaction is calculated to be concerted with four simultaneous proton transfer

reactions, it is reasonable to analyze the probability of that reaction. Access to the

pre-exponential factors would be of great help. If the factors are calculated to be low, it
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is possible that the decomposition reaction is slow and possibly even rate-determining.

Another possibility to address this particular problem, involving NH2NO decom-

position, is via Molecular Dynamics simulations. Constraining one of the four proton

reaction coordinates and changing it stepwise for each dynamics simulation will clarify

if the concerted reaction occurs as a domino effect, i.e. as soon as one proton transfer

occurs it drives the reaction of the consecutive ones.

Because this particular catalytic system is difficult to approach from both an experi-

mental and theoretical point of view much of the current scientific activities are still

based on a trial- and error approach. However, there are projects at the Competence

Centre for Catalysis, among others, where chemical engineering and surface science

experiments are combined with theoretical approaches in order to understand catalytic

processes and characterize catalyst materials on a fundamental level. This thesis is

part of one such project where the combination of experiments and theory was funda-

mental in order to reduce the complexity of the Ag/Al2O3 system and enable direct

comparison between measurements and calculations. After all, the pressure and ma-

terials gaps are still largely present and, consequently, the notion of catalyst design

is still confined to well defined catalysts materials and conditions that can be probed

experimentally and theoretically with comparable atomic resolution. Experiments and

theory are thus strongly correlated. Experimental spectroscopy measurements based

on e.g XPS and IR, are often difficult to interpret and assignments to measured sig-

natures are often based on tradition and literature. With theoretical first principles

calculations these signatures can, however, be separated and assigned to individual

species. In return, the complexity of a catalytic system, such as NOX reduction over

Ag/Al2O3, is a clear limiting factor for atomistic calculations where input from exper-

imental measurements plays a key role. Today, calculations with up to ∼1000 atoms

are possible with quantum mechanical description depending on xc-functionals, pseu-

dopotentials, basis-sets, and sometimes even the practical numerical implementation

and the computer architecture (software and hardware). However, what is critical for

theoretical first principles calculations is access to accurate atomistic models. These

models are largely derived from experimental characterization measurements. To some

extent, DFT can be used to probe the potential energy surface and calculate the low

energy atomic structures, but this is limited to clusters and simple surface structures.

For large, multicomponent systems, such as Ag/Al2O3 this is not realistic.

Density functional theory calculation have numerous times proven to be highly

valuable for characterizing, probing, verifying, and understanding chemical structures,

properties, and reactions at the atomic scale. DFT can be used to understand and

even predict experiments, but also to derive trends and draw qualitative conclusions

regarding the reactivity of molecules and solid materials as changes in composition and

structure are induced. However, density functional theory can also be used to study
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a specific questions and address a problem that cannot be approached experimentally.

This thesis contains several such studies, for example: the reversed core level shifts of

oxidized Ag, the structure and reactivity of small Agn clusters, sites on Ag/Al2O3 for

dissociation of H2, adsorption of NH3 and NOX , and the role of Ag and Agn for the

lean NOX-SCR activity.
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sätt. Vad säger det om din kunskap? Det har varit ett sant nöje och en stor förmån
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[102] Henkelman, G., Jóhannesson, G., and Jónsson, H. (2002) Theoretical Methods on
Condensed Phase Chemistry 5, 269.

[103] Olsen, R. A., Kroes, G. J., Henkelman, G., Arnaldsson, A., and Jónsson, H.
(2004) J. Chem. Phys. 121, 9776.

[104] Halgren, T. A. and Lipscomb, W. N. (1977) Chem. Phys. Lett. 49, 225.

[105] Hestenes, M. R. and Stiefel, E. (1952) J. Res. Nat. Bur. Stand. 46, 409.

[106] Reuter, K. and Scheffler, M. (2002) Phys. Rev. B 65, 035406.

[107] Rogal, J. and Reuter, K. (2007) Educational Notes RTO-EN-AVT-142, Neuilly-
sur-Seine pp. 2–1.

[108] P.J. Linstrom and W.G. Mallard, Eds., NIST Chemistry WebBook, NIST
Standard Reference Database Number 69, National Institute of Standards
and Technology, Gaithersburg MD, 20899, http://webbook.nist.gov, (retrieved
February 15, 2010).

[109] Schnadt, J., Michaelides, A., Knudsen, J., Vang, R. T., Reuter, K., Lægsgaard,
E., Scheffler, M., and Besenbacher, F. (2006) Phys. Rev. Lett. 96, 146101.

[110] Schmidt, M., Reicho, A., Stierle, A., Costina, I., Klikovits, J., Kostelnik, P.,
Dubay, O., Kresse, G., Gustafson, J., Lundgren, E., Andersen, J. N., Dosch, H.,
and Varga, P. (2006) Phys. Rev. Lett. 96, 146102.

[111] G. Binnig, H. R. (1986) IBM J. Res. Dev. 30, 355.

[112] Bardeen, J. (1961) Phys. Rev. Lett. 6, 57.

[113] J. Tersoff, D. R. H. (1983) Phys. Rev. Lett. 50, 1998.
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[202] Geusic, M. E., Morsé, M. D., and Smalley, R. E. (1985) J. Chem. Phys. 82, 590.

[203] Jackschath, C., Rabin, I., and Schulze, W. (1992) Z. Phys. D 22, 517.

[204] Taylor, K. J., Pettiette-Hall, C. L., Cheshnovsky, O., and Smalley, R. E. (1992)
J. Chem. Phys. 96, 3319.

[205] Billas, I. M. L., Châtelain, A., and de Heer, W. A. (1994) Science 265, 1682.

[206] Whetten, R. L., Cox, D. M., Trevor, D. J., and Kaldor, A. (1985) Phys. Rev.
Lett. 54, 1494.

[207] Panas, I., Schule, J., Siegbahn, P., and Wahlngren, U. (1988) Chem. Phys. Lett.
1149, 265.

[208] de Heer, W. A. (1993) Rev. Mod. Phys. 65, 611.

[209] Brack, M. (1993) Rev. of Mod. Phys. 65, 677.

[210] Fedrigo, E., Harbish, W., Belyaev, J., and Buttet, J. (1993) Chem. Phys. Lett.
211, 166.

[211] Grönbeck, H. and Rosen, A. (1996) Z. Phys. D 36, 153.

[212] Alonso, J. A. (2000) Chem. Rev. 100, 637.

[213] Lide, D. R. (1990-1991) Handbook of Chemistry and Physics, CRC Press, Inc.,
71 edition.

[214] Molina, L. M. and Hammer, B. (2003) Phys. Rev. Lett. 90, 206102.

[215] Molina, L. M., Rasmussen, M. D., and Hammer, B. (2004) J. Chem Phys. 120,
7673.

[216] Broqvist, P., Molina, L. M., Grönbeck, H., and Hammer, B. (2004) J. Catal.
227, 217.

[217] Hammer, B. (2002) Phys. Rev. Lett. 89, 016102.
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