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Introduction

Water vapour is the most important greenhouse gas in
the atmosphere. It efficiently absorbs thermal radiation
in the troposphere leading to higher near-surface temper-
atures than what would otherwise be the case. In addi-
tion to this, water vapour plays a key role in the energy
balance of the climate system by transporting heat from
the surface to the atmosphere through latent heat release.
Furthermore, latent heat transport is the most important
process for redistributing heat from low to high latitudes.

As the water vapour content of the atmosphere is reg-
ulated by the temperature, global warming will have
an impact on the atmospheric water vapour content.
For each 1◦C of temperature increase the water vapour
content will increase by 6–7% which in turn acts to heat
the climate system even more thus amplifying the change.
Connected to such changes in the water vapour content
are changes in the hydrological cycle, i.e. evaporation
and precipitation (e.g. Bengtsson, 2010). The gradient
in evaporation-precipitation increases proportionally to
the lower tropospheric water vapour leading to larger dif-
ferences between dry and wet areas. As a consequence,
a good knowledge about the regional distribution of the
water vapour content of the atmosphere — in the follow-
ing referred to as Integrated Water Vapour (IWV) — is
crucial as it ultimately determines the rate of precipita-
tion.

Traditionally radiosondes and satellite observations
have been used to observe the IWV. Ross & Elliott
(1996) and (2001) found an upward trend in in the IWV
from radiosonde measurements from 1973 to 1995 over
North America except for north-eastern part of Canada.
For Eurasia they found increases over China and the Pa-

cific Islands. Over the rest of Eurasia a mixture of posi-
tive and negative trends were found, with a tendency for
negative trends over eastern Europe and western Rus-
sia. Trenberth et al. (2005) found that ocean satellite
observations have a positive trend of 0.40 kg/m2 in IWV
per decade from 1988 to 2003. However, despite a large
radiosonde network the temporal resolution is low and
differences in calibrations can give systematic errors in
humidity. Satellites are able to observe water vapour
globally. Some remote sensing methods, observing in
the infrared and the optical frequency bands, are lim-
ited to clear sky conditions. Other methods, using mi-
crowave remote sensing techniques, can be used also dur-
ing cloudy conditions. On the other hand they only pro-
vide high accuracy over oceans. New methods, such as
ground-based observations of signals from Global Naviga-
tion Satellite Systems (GNSS), can provide IWV obser-
vations with high accuracy that complement radiosonde
and satellite measurements. As the time series of GNSS
data grow longer they can also be used for the detection
of trends and other systematic effects. So far, the only
GNSS which has provided large amounts of data is the
Global Positioning System (GPS).

The advantages of the GNSS measurements are that
they are weather independent and have a high temporal
resolution. The disadvantage is the limited spatial reso-
lution. The GNSS observations can provide time series of
the IWV that can be used to investigate the diurnal and
seasonal cycles and to compare with the representation of
the water vapour in climate models and help to improve
these models. One of the first climate related IWV re-
sults inferred from GPS data were made by Gradinarsky
et al. (2002) and Elgered et al. (2003) whom showed an
increase in the IWV of 7–14% per decade over Scandi-
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navia for the time period 1993–2002. More recently Vey
et al. (2010) used GPS based IWV data to evaluate the
seasonal and inter-annual variations in NCEP model data
(NCEP=National Centers for Environmental Prediction
of the US Weather Service). They found good agreement
except in the tropics and in Antarctica where the NCEP
model underestimated IWV by 40 and 25%, respectively.

In this review we focus on the use of ground-based
GPS data for a future assessment of the quality of cli-
mate models used for simulations of future climate con-
ditions in the region of Fennoscandia. First we sum-
marise the status of climate modelling. Thereafter, we
present selected results of IWV time series from Sweden
and Finland, e.g., an assessment of the correlation be-
tween trends in the IWV with the corresponding trends
in the temperature measured close to the ground. We dis-
cuss some of the identified systematic errors affecting
the long term stability of IWV time series inferred from
GPS/GNSS data. The paper is ended by the conclusions.

Status of Climate Models

The climate system involves a large number of processes
operating on different temporal and spatial scales. Nu-
merical climate models include descriptions of the most
relevant processes and can therefore be used to simu-
late the climate system including its evolution over time.
Simulations for past and present conditions contributes
to our understanding of the climate system and causes for
climate change. Climate models are also extensively used
to simulate the response of the climate system to cur-
rent and future changes in radiative forcing (e.g. Meehl
et al., 2007). Different processes in the climate system
can amplify or dampen the climate response to an exter-
nal perturbation such as the increase in greenhouse gases.
The climate sensitivity depend on radiative feed-backs
associated with water vapour, lapse rate, clouds, snow,
and sea ice, but global estimates of these feed-backs differ
among the General Circulation Models (GCMs).

Bony et al. (2006) compared global climate feed-backs
for coupled GCMs participating in the IPCC Fourth As-
sessment Reports (AR4). The water vapour feedback
constituted by far the strongest feedback. Their results
showed that, the combined water vapour feedback plus
the lapse rate feedback amplifies the Earth’s global mean
temperature response by 40–50%, the surface albedo
feedback amplifies it by about 10%, and the cloud feed-
back amplifies it by 10–50%. Water vapour also takes
part in the hydrological cycle by transporting water in
the atmosphere and redistributing energy through evap-
oration and condensation and it affects the precipitation
and soil moisture. The vital role of water vapour in the
climate system requires that GCMs can represent these
atmospheric processes ranging from scales of micrometres
up to a few thousands of kilometres. This demands both
advanced physical parameterisations of processes on sub-

Figure 1: The vertically integrated water vapour (IWV),
for the northern hemisphere summer months of June,
July, and August 1990–1992, inferred from (top) the EC-
EARTH model, and (bottom) SSM/I observations.

grid scale as well as high horizontal and vertical resolu-
tion to resolve the transport of water in the atmosphere.
GCMs typically operate on spatial scales of 100–300 km.
The heavy computational demand in long-term climate
change simulations implies that they cannot be run at
finer resolution, at least not for the large number of sim-
ulations required to sample the uncertainties connected
to future climate change.

As a means to get to the higher resolution needed for
many impact and adaptation studies, regional climate
models (RCMs) operating on finer horizontal resolution
(typically 10–50 km) are employed (e.g. Rummukainen,
2010). Given appropriate boundary conditions RCMs
have been shown to reproduce many important features
of the regional/local climate (Christensen et al., 2010).

Many GCMs simulate the evolution of the global mean
surface temperature and pressure in the 20th century
(Räisänen, 2007). The detailed geographic pattern of
change vary between models but the observed changes in
temperature, precipitation, and pressure during the last
50 years fall within the range of model results. Other
studies (e.g. Johnson & Sharma, 2009) using simula-
tions from several GCMs also find that the best model
skill scores are the near-surface variables such as pres-
sure, temperature, and humidity. Confidence in GCM
simulated large-scale features of water vapour is rela-
tively high, at least in the boundary layer and in the
extra-tropics. Figure 1 depicts an example of the IWV
for the climate model EC-Earth (Hazeleger et al., 2010)
and from the Special Sensor Microwave/Imager (SSM/I)
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Figure 2: The 33 sites used is the Finnish and Swedish
ground-based GNSS networks.

satellite measurements (Wentz & Spencer, 1998).

This also holds true for RCM simulated water vapour,
as exemplified for the Arctic by Wyser et al. (1998).
In the upper tropical troposphere, on the other hand,
confidence in GCM simulated water vapour is lower and
this is a region where the water vapour feedback is strong
(Randall et al., 2007). Bony et al. (2006) suggest that us-
ing new observational data sets, would improve the un-
derstanding of the origin of the inter-model differences,
and our assessment of the reliability of the climate feed-
backs produced by the different GCMs. Apart from serv-
ing as input for model evaluation, long-term time series
of IWV can be used in order to detect changes in the
climate.

Examples of IWV Observations

We use ground-based GPS data acquired at 33 sites:
21 sites in Sweden and 12 sites in Finland during the
ten year period from November 17, 1996, to November
16, 2006. Figure 2 depicts the location of the receiver
sites and their coordinates are listed in Table 1. The
data were processed with the GAMIT/GLOBK version
10.1 software (King, 2002) and provided estimates of the
equivalent zenith total delay with a temporal resolution
of 2 h (Lidberg et al., 2007). Using model data obtained
from the Swedish Meteorological and Hydrological Insti-
tute (SMHI), for the ground pressure at these 33 sites,
equivalent zenith wet delays were derived and the IWV
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Figure 3: IWV time series from (top) Arjeplog and
(bottom) Hässleholm. The original time series of IWV
data are denoted by green dots. The periodic function
(blue line) is the model in accordance with Equation 1.
The dashed red line is the estimated linear trend (from
Nilsson & Elgered (2008)).

time series were calculated (Nilsson & Elgered, 2008).
Thereafter, linear trends and seasonal components were
estimated from the IWV data using the model:

V = V0 + a1 t + a2 sin (2πt) + a3 cos (2πt)

+a4 sin (4πt) + a5 cos (4πt) (1)

where V denotes the IWV; t is the time in years and the
model parameters V0, a1, a2, a3, a4, and a5 — estimated
using the method of least squares — represent a mean
value, a linear trend, annual, and semi-annual compo-
nents. Of specific interest here are the estimated linear
trends, a1, for the different sites.

Two examples of inferred time series, the Arjeplog site
in the north and the Hässleholm site in the south of Swe-
den, are depicted in Figure 3. We note that due to the
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Table 1: GPS sites and the corresponding observation sites of the ground temperature, sorted by decreasing latitude.

GPS Site Longi- Lati- Height1 Meteorological Longi- Lati- Height1 Distance2 Height
tude tude Site tude tude diff.3

Acronym Name [◦E] [◦N] [m] Name [◦E] [◦N] [m] [km] [m]

KEVO Kevo 27.01 69.76 111 Kevo 27.01 69.76 107 0 4
KIR0 Kiruna 21.06 67.88 469 Kiruna 20.33 67.82 447 31 22
SODA Sodankylä 26.39 67.42 279 Sodankylä 26.63 67.37 179 11 100

ARJ0 Arjeplog 18.13 66.32 459 Arjeplog 17.84 66.05 431 33 28

OVE0 Över Kalix 22.77 66.31 200 Över Kalix 22.85 66.28 61 5 −2
KUUS Kuusamo 29.03 65.91 361 Kuusamo 29.22 66.00 264 13 97

OULU Oulu 25.89 65.09 71 Oulunsalo 25.35 64.93 14 31 57
SKE0 Skellefte̊a 21.05 64.88 59 Lule̊a 22.13 65.55 17 90 42
VIL0 Vilhelmina 16.56 64.70 420 Gunnarn 17.70 65.00 277 65 143

ROMU Romuvaara 29.93 64.22 224 Sotkamo 28.34 64.11 161 78 63
UME0 Ume̊a 19.51 63.58 32 Ume̊a 20.28 63.80 8 45 24

OST0 Östersund 14.86 63.44 459 Frösön 14.50 63.20 359 32 100

VAAS Vaasa 21.77 62.96 40 Korsnäs 21.19 62.94 2 29 38
KIVE Kivetty 25.70 62.82 198 Viitasaari 25.86 63.08 132 30 66
JOEN Joensuu 30.10 62.39 97 Tohmajärvi 30.35 62.24 90 21 7

SUN0 Sundsvall 17.66 62.23 7 Sundsvall 17.30 62.39 6 26 1
SVE0 Sveg 14.70 62.02 458 Sveg 14.18 62.02 363 27 95
OLKI Olkiluoto 21.47 61.24 12 Rauma 21.30 61.15 4 14 8

LEK0 Leksand 14.88 60.72 448 Mora 14.51 60.96 196 33 252
MAR6 Mårtsbo 17.26 60.60 51 Gävle 17.16 60.42 16 21 35
VIRO Virolahti 27.56 60.54 22 Virolahti 27.67 60.53 5 28 17

TUOR Tuorla 22.44 60.42 41 Kaarina 22.55 60.39 6 7 35
METS Metsähovi 24.40 60.22 76 Lohja 24.05 60.24 37 19 39
KAR0 Karlstad 13.51 59.44 83 Karlstad 13.33 59.45 100 10 −17

LOV0 Lovö 17.83 59.34 56 Stockholm 18.06 59.34 44 13 12
VAN0 Vänersborg 12.07 58.69 135 S̊atenäs 12.72 58.43 54 48 81
NOR0 Norrköping 16.25 58.59 13 Norrköping 16.15 58.58 34 6 −21

JON0 Jönköping 14.06 57.75 227 Jönköping 14.08 57.75 224 1 3
SPT0 Bor̊as 12.89 57.72 185 Bor̊as 12.95 57.76 135 6 50
VIS0 Visby 18.37 57.65 55 Visby 18.35 57.67 47 3 8

ONSA Onsala 11.93 57.40 9 Nidingen 11.90 57.30 24 11 −15
OSK0 Oskarshamn 16.00 57.06 120 Målilla 15.80 57.38 95 38 25
HAS0 Hässleholm 13.72 56.09 79 Osby 14.00 56.37 82 36 −3

1The heights are above the mean sea level.
2The distances are calculated assuming the Earth to be a perfect sphere with a radius of 6378.0 km.
3Height differences: (height of GPS site) − (height of meteorological site)

exponential relation between temperature and the satu-
ration pressure of water vapour a simple sine wave is not
sufficient to model the seasonal variation. This is more
easily seen in the results from the Arjeplog site, where
the dry winters are relatively longer. The semi-annual
term is therefore larger at this site.

Correlation Between IWV and

Temperature

We obtained monthly means of temperatures observed
just above the ground at sites nearby to the GPS sites.
The sites of the temperature observations are listed in Ta-

ble 1. The temperature data were acquired and archived
by the observational networks of the SMHI and the
Finnish Meteorological Institute (FMI). We used the
same type of six-parameter model as was used in Equa-
tion 1 for the IWV. Two examples of the results for the
temperature — for the same sites as examined in Fig-
ure 3 for the IWV — are depicted in Figure 4. Although
we here analyse monthly mean values it is striking how
variable the weather conditions (in this case the temper-
ature just above the ground) is from year to year. This
implies that it is important to use identical time periods
when performing correlation studies between derived pa-
rameters, such as between the linear trends for the IWV
and for the temperature.
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Figure 4: Time series of the monthly means of the tem-
perature at the ground (filled green circles): (top) from
Arjeplog and (bottom) from Hässleholm. The periodic
function (blue line) is the model in accordance with Equa-
tion 1. The dashed red line is the estimated linear trend.

A summary of the comparison between the estimated
trends is seen in Figure 5. The IWV trends are presented
in the unit percent per decade in order to compare the
results to the theoretical expected relation of an increase
in the IWV of 6–7% for 1◦C increase of the temperature.
When examining Figure 5 it is evident that trends are
small, both in the temperature and in the IWV in the
south-east of Sweden. In Finland sites close to the Baltic
Sea have large IWV trends but small temperature trends,
while sites to the east have large temperature trends but
small IWV trends. This means that there is a negative
correlation between temperature and IWV trends in the
south and middle of Finland. On the other hand, the two
most northern sites in Finland show trend results that
are more consistent with the positive correlation seen for
most of the sites in Sweden.

In order to further study these results, a correlation
plot between the estimated linear trends is shown in Fig-

Figure 5: Estimated linear trends in the IWV and in the
temperature close to the ground for the Swedish and the
Finnish sites. The scales of the bars are defined in the
lower right corner.

ure 6. As seen from the figure the linear slopes of the
best fitted linear relations are significantly different for
the Swedish and the Finnish sites. For the Swedish sites
we obtain a slope of 3.9 %/K whereas the slope is 0.0 %/K
for the Finnish sites. Using all sites the slope obtained
is 2.1%/K. All these values are far from the expected
global mean of 6–7%/K. This shall not necessarily cause
too much concern given that the studied region is very
small in a global perspective and in terms of estimat-
ing average trends the time series are acquired over a
very short time period. Furthermore, the experimental
evidence presented in support for a slope of of 6–7%/K
are mainly from the equatorial region (Trenberth et al.,
2003).

For the time being we cannot conclude if the differences
seen are due to different weather conditions in Sweden
and Finland for this time period, or if there are system-
atic differences in the acquired GPS data. After all, the
number of sites studied are small and in a statistical sense
many more stations would be extremely useful for further
assessment of these results.
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Figure 6: Correlation between trends in ground tempera-
ture and IWV for the 33 sites. The correlation obtained
for the Swedish sites (blue stars) is significant, whereas
the correlation for the Finnish sites (red squares) is ac-
tually zero. Also included in the graph are the theoretical
relations of 6 and 7% increase in the IWV for each degree
increase in temperature (green solid lines).

Assessment of Systematic Errors

Several sources of systematic errors of the GNSS tech-
nique that have an impact on estimates of the IWV are
identified. For example, the different models of geophys-
ical phenomena such as Earth tides and loading effects
on the crust of the Earth have their own inherent ac-
curacies. Systematic effects are also introduced by the
so called mapping functions, which model the elevation
dependence of the different propagation delays caused by
the atmosphere and are used in the data processing when
estimating the equivalent zenith total delays. Here, how-
ever, we present a couple of results related to systematic
effects caused by the antennas and the electromagnetic
environment around them.

In order to optimally determine the IWV, a correct
model of the received signal phase is essential. Most
unmodelled signal phase phenomena that are elevation
dependent have a large influence on both the vertical co-
ordinate of the position estimate and the estimate of the
signal delay due to the atmosphere, which in turn maps
to the IWV values. Jarlemark et al. (2010) investigated
how satellite antenna phase centre variations, local elec-
tromagnetic properties of the antennas, influence IWV
estimates.

Figure 7 shows antenna phase centre variations for the
three GPS satellite types presently in use, i.e., II/IIA,
IIR-A, and IIR-B/M. These phase variations at the satel-
lite antenna are observed as elevation dependent addi-
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Figure 7: Antenna phase center variations vs. the nadir
angle from the GPS satellite to the ground receiver for
the three satellite types II/IIA (blue), IIR-A (green), and
IIRB/M (red) (from Jarlemark et al. (2010)).

tional phase delays at the receiving antenna.
The amplitude of the variations is larger for the satel-

lites of type IIR-B/M. The number of satellites of this
type has steadily increased during the period from 2003
to 2008, from 0 to 10 satellites. We find that ignoring
the phase variations of the satellite antenna in the pro-
cessing of the GPS data for this time period can lead
to an additional IWV trend of about 0.15 kg/m2/year.
This value roughly corresponds to 10%/decade, which is
larger than any of the estimated trends. We note, how-
ever, that this is an upper limit obtained when selecting
a relatively short time period (six years) with the largest
sensitivity to this systematic effect.

Another systematic effect is the electromagnetic en-
vironment of the receiving antenna. Systematic studies
have been carried out at the Onsala site using an experi-
mental GPS receiver site, located just 12 m from the IGS
site ONSA which is used as a reference. The different ge-
ometries are shown in Figure 8. The impact of using
microwave absorbing material, ECCOSORB, below the
antenna was found to have the largest and a significant
impact (Ning et al., 2011). It affected the offset in the
IWV, which decreased from 1.6 to 0.3 kg/m2 when com-
pared to results from the IGS site ONSA. This decrease
was expected since the IGS site has a similar arrangement
using ECCOSORB below the antenna.

The use of a hemispherical radome, compared to hav-
ing no radome at all, implied no significant impact in
the estimated amount of the IWV (< 0.4 kg/m2). Addi-
tional measurement campaigns are needed in order to re-
duce the uncertainties further. Due to the relative large
variations in the weather it is difficult to compare the
quality of atmospheric estimates that are obtained dur-
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Figure 8: Experimental setups for assessment of the impact of adding microwave absorbing material (ECCOSORB)
and/or using a hemispheric radome (from Ning et al. (2011)). Sessions A, B, and C use a radome. Sessions C and D
use ECCOSORB below and around the antenna. Sessions E and F use ECCOSORB below the antenna only.

ing different time periods. Ideally several close antenna
monuments shall be used where radomes are installed and
removed, or interchanged, in a random fashion over a long
time period — at least many months. Using such an ar-
rangement the comparisons are performed with identical
weather conditions.

Conclusions

GNSS are capable of monitoring the Integrated atmo-
spheric Water Vapour (IWV) with high accuracy over
long time scales, but systematic errors cannot be ig-
nored. This is especially true when we, as in this case,
are studying small trends in the IWV, and are trying to
draw conclusions concerning the relation between these
trends and other climate parameters. Because of the vari-
ability of the weather over time scales of several years,
studies using time series from different periods result in
values of trends, as well as correlations, which are not
stable. Nevertheless, the results are consistent in many
aspects. Nearby sites show similar characteristics and
IWV trends are reasonable. As the time series of ground-
based GNSS data become longer, it will be possible to
assess systematic errors as well as true atmospheric sig-
nals (e.g. trends) in more detail. These future studies of
course include a continued assessment of the contradict-
ing results obtained concerning the correlation between
the estimated trends in temperature and IWV for the
different studied regions.
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