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Abstract

As the human emission of greenhouse gases continue to increase, the atmosphere
is changing. The mesosphere region is particularly interesting as the magnitude of
temperature change in this region is expected to be larger, than in the lower layers
of the atmosphere. However, there is still much uncertainty related to the long-term
effects of these changes. It is therefore important to have instruments that can provide
long-term monitoring of the dynamics and chemistry of the middle atmosphere.

Species with long photochemical lifetime can be used to study the dynamics of
the mesosphere. At the Onsala Space Observatory two such species, CO and H2O,
have been measured over a number of years with microwave spectrometers. These
instruments can provide us with continuous measurements of the mesosphere over long
time periods. This thesis concerns characterising and improving the measurements
and retrievals from the two microwave spectrometers.

This thesis puts forth a possible improvement in the inversion algorithm used
for retrieving time-series from ground-based microwave spectrometers. By using a
two dimensional retrieval method, the inversions can take into account the temporal
correlation of the atmospheric state. The new method was tested on the 22 GHz spec-
trometer measuring mesospheric water vapour at OSO. The result is a more flexible
retrieval that removes the problem of ad-hoc selecting data averaging times before
performing an inversion. An additional improvement offered by the new method is
the ability to consistently interpolate the retrieved data in order to close measurement
gaps or re-grid the data.

The thesis also compares a six year long time series of mesospheric CO from the 115
GHz spectrometer at OSO to measurements from contemporary satellite instruments.
The systematic errors of the instrument are estimated to ±40 % from 2002-2004 and
±20 % from 2004-2008. Compared to the satellite measurements, the measurements
from the OSO radiometer have a mean difference of less than or equal to 25 %. This is
consistent with the combined systematic errors of both the ground-based and satellite
instruments.

The thorough error characterisation, and the improved retrieval method, pre-
sented in this thesis ensure that the data produced by the microwave spectrometers
at OSO remain relevant and important for the future study of the middle atmosphere.

Keywords: remote sensing, mesosphere, retrieval, microwave spectrometry, carbon
monoxide, water vapour
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Chapter 1

Introduction

The study of the atmosphere dates back to the ancient civilisations. The Greeks
wrote theses on empirical weather prediction and introduced such popular rules as
Red sky at night, sailor’s delight. During the middle ages the Muslim astronomer
Ibn Al-Haitham estimated the height of the atmosphere to 79 km from his studies of
scattered light at twilight, an impressive feat considering the limited instrumentation
available [Frisinger, 1973].

Today we have a myriad of observation methods reaching from worldwide coor-
dinated weather balloons launches, research instruments on balloons and rockets, to
satellites orbiting the earth. Data from these instruments are processed using power-
ful computers, used in advanced weather prediction models, and compared to climate
models. Despite of this the atmosphere still offers unanswered scientific questions,
and as the evidence of human influence on climate becomes ever clearer, our need for
understanding the atmosphere has never been greater.

1.1 Observing the earth

We all have the ability to make observations of the atmosphere, and we do so every day
by staring at clouds or enjoying a beautiful sunset. For detailed atmospheric science,
however, a range of sensors and platforms have been developed. In earth observations
we differentiate between two types of measurement techniques. In-situ measurements
samples the atmosphere directly at the desired position, whereas in remote sensing
electromagnetic (EM) radiation is used to gather information about the atmosphere,
possibly far away from the position of the instrument. An overview of some of different
remote sensing instrument platforms is shown in figure 1.1. Each instrument platform
has its advantages and disadvantages, and depending on the phenomenon studied, one
particular system, or combination of systems, is advantageous. This thesis will focus
on the middle atmosphere, which is the atmosphere between roughly 10 to 100 km, and
instruments designed for studying this part of the atmosphere are thus of particular
interest.
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2 Introduction

Figure 1.1: Overview of instrument platforms used for studying the atmosphere. The
altitudes for the different platforms are approximate.

Ground-based instruments used to study the middle atmosphere include UV-, IR-,
and microwave spectrometers, lidars and radars. These are located on the ground and
look upwards into the atmosphere. These instruments are usually cheaper and easier
to maintain than similar instruments on other platforms. This means that they have
the possibility to continuously measure and monitor the atmosphere above a specific
location over long time periods. Their main limitation is that the instruments cover
a limited geographic area, compared to air-borne or satellite-borne instruments.

On the opposite side of the scale are instruments orbiting the planet on space-
stations or satellites. These provide the ultimate geographical coverage as they, in
principle, can measure the entire globe. In practice however, their geographical cov-
erage is limited by orbit and type of instrument. Satellite-borne instruments that use
an orbit designed to give global coverage, will lack in the ability to measure local or
short term transient phenomena.

1.2 The current state of earth observation

One of the most pressing scientific questions in atmospheric science is the determi-
nation of the magnitude of, and reasons for, long term changes in the atmosphere.
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Figure 1.2: Number of future earth observing instruments from NASA and NOAA. The
two curves represent two different funding scenarios, with the red being the most optimistic
[Committee on the Assessment of NASA’s Earth Science Program et al., 2012].

To investigate such changes, global long term measurements are needed. Satellite
systems have global coverage, but unfortunately these systems have inherently short
lifetimes as repairing them is impossible once something goes wrong.

The last 10 years, scientists interested in the middle atmosphere have been for-
tunate as numerous satellites launched to study it in the early 2000s have exceeded
their life expectancy multiple times. This has allowed accurate multi-instrument as-
sessments of phenomena and trends in the middle atmosphere (e.g. Hegglin and
Tegtmeier [2011]).

With the “death” of ENVISAT, the largest European earth observing satellite in
April 2012, this “golden era” seems to be going towards an end. Ideally replacement
satellites should have been launched to provide overlapping measurements, but rather
the opposite is happening. Figure 1.2 shows the expected number of future earth
observing satellite instruments from NASA and NOAA. A sharp decline can be seen
after 2011. Though this is not the whole picture, it is telling that in a world where
knowledge about the earth system is ever more important, our ability to measure it
is declining rapidly.

With the loss off continuity in satellite measurements, our ability to distinguish
between long term climate changes and short term variations will be severely ham-
pered. Ground-based instruments offer an alternative set of measurements that can
be used to study the middle atmosphere. The Network for the Detection of Atmo-
spheric Composition Change (NDACC) is an organisation that works with coordi-
nating ground-based measurements to create a global database of atmospheric data.
Figure 1.3 shows the more than 70 remote sensing research stations contributing to
the network. Though the network was originally founded to the study long term
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Figure 1.3: An overview of the stations in the NDACC network. [NDACC]

changes in the ozone layer, its mission has broadened to detection of trends in over-
all atmospheric composition, and understanding of their impact on the atmosphere
[NDACC]. The advantage of combining data from several independent ground-based
instruments using different methods is that it offers a redundancy and robustness
that is hard to achieve with satellite instruments due to their high cost and limited
numbers.

To ensure the quality of measurement databases, it is important that the data
from the instruments are analysed in a consistent matter, and that the uncertainties
and errors are well characterised. The two articles, on which this thesis is based, fo-
cus on these two problems. The first paper, “Six years of mesospheric CO estimated
from ground-based frequency-switched microwave radiometry at 57◦ N compared with
satellite instruments”, provides a thorough error analysis of the ground based mi-
crowave radiometer measuring carbon monoxide above Onsala Space Observatory
(OSO). The second paper, “Time series inversion of spectra from ground-based spec-
trometers”, presents a novel way of extracting time series from measurement data. By
including temporal averaging directly into the retrieval algorithm, we remove need for
a single instrument to have multiple datasets to cover different altitudes. The method
simplifies validation of measurements from the instrument, and makes comparisons
between instruments easier.

The first part of this thesis will provide the reader with the background knowledge
needed to understand the methods, results and significance of the two papers, whereas
the second part will present the two aforementioned research articles.



Chapter 2

Atmosphere

The atmosphere is the layer of air surrounding the earth. It constitutes less than one
millionth the mass of the earth, but is essential for all land-based life. It provides
fresh water through the hydrological cycle, its ozone layer protects us from dangerous
UV radiation, and greenhouse gases trap heat in the atmosphere resulting in a mild
and temperate climate. Understanding how the atmosphere works helps us answer
interesting scientific question ranging from why the dinosaur became extinct, to what
the weather will be tomorrow, and how the climate will look in 100 years.

The middle atmosphere, which is the atmospheric layer between roughly 10-
100 km, is interesting as it offers many unique atmospheric phenomena to study.
The depletion of the ozone layer has illustrated that humans can have large scale im-
pact on the atmosphere, understanding the dynamics of the middle atmosphere can
give an indication of how accurately climate models represent small scale phenomena
such as atmospheric waves, and the strong influence of solar radiation has on it can
provide insights into how solar variations affect the climate. This chapter will provide
a short introduction to the processes important to the middle atmosphere, and high-
light some of the important scientific questions relevant to the middle atmosphere
with a particular focus on the mesosphere.

2.1 The vertical structure of the atmosphere

The atmosphere extends from sea-level and all the way to space. It is kept in place
around earth by the gravitational force. At large, the atmosphere is in the state of
hydrostatic equilibrium. This means that the gravitational force is balanced by the
vertical pressure gradient, or buoyancy, force. A result of this is that the pressure
decreases exponentially with altitude, as does the density due to the compressibility
of air.

It is customary to divide the atmosphere into layers based on the vertical temper-
ature gradient. Figure 2.1 shows the temperature structure of the atmosphere. The
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Figure 2.1: Temperature and layers of the atmosphere. The temperature data is taken
from the COSPAR International Reference Atmosphere (CIRA-86), at 40◦ N, June [Rees
et al., 1990].

lowermost layer is called the troposphere and is characterised by a decrease in tem-
perature with altitude. Within this layer we find most of the common atmospheric
phenomena such as clouds and precipitation. At around 10-15 km the increased pho-
tolysis of ozone causes the temperature to increase with height. The resulting layer
is called the stratosphere. This part of the atmosphere is home to the ozone layer
which protects the ground from DNA damaging UV radiation. Above 50 km, in the
layer known as the mesosphere, the temperature is declining with altitude again. This
layer is home to the coldest place on earth, the summer mesopause. The middle at-
mosphere is a collective term for both the stratosphere and mesosphere. Above the
mesopause, in the thermosphere, the temperature increases with height.

2.2 General Circulation

The principal driver of air movement on the earth is the sun. Since the incoming
solar energy varies with latitude an energy imbalance is created which is restored
by transport of energy from the equator to the poles. Due to the rotation of the
earth, topographic features, and the chemical composition of the atmosphere, the
general circulation follows a set of intricate patterns rather than a direct poleward
flow. Figure 2.2 shows the zonal mean temperature distribution of the atmosphere



2.2. General Circulation 7
A

lt
it

u
d
e
 (

km
)

EquatorWinter pole Summer pole

Mesosphere

Stratosphere

E
W

EE
PSC

Noctilucent Clouds

Dynamics in the middle atmosphere
Inspired by M.R. Schoeberl 

This work by Ole Martin Christensen is licensed under a Creative 
Commons Attribution 3.0 Unported License.

100

50

20

30

40

10

60

70

80

90

110

120

Troposphere

W E

1000

100

10

1

0.1

0.01

0.001

0.0001

P
re

ss
u
re

 (
h
Pa

)

Figure 2.2: An illustration of the general circulation of the middle atmosphere. The
background contours is the zonal mean temperature from CIRA-86 during the solstice.
The white lines depicts the zonal mean wind in eastward and westward direction. The
dashed and solid red lines are gravity and planetary waves respectively. The black arrows
show the mean residual circulation.

together with the major middle-atmospheric general circulation patterns.
The two most important features of the general circulation are the Brewer-Dobson

circulation in the stratosphere and the meridional pole to pole circulation in the
mesosphere. The Brewer-Dobson circulation is driven by the deposition of momentum
by planetary waves breaking in the stratosphere. Planetary waves, or Rossby waves,
are large scale waves with wavelengths on the order of the planetary circumference.
These planetary wave modes can be forced by for example large topographic features
such as the Rocky mountains or the Himalayas. When these waves break, they deposit
westward momentum in the stratosphere, which through the Coriolis force leads to a
poleward transport in the upper stratosphere, creating the Brewer-Dobson circulation
[Holton, 1992].

In the mesosphere the circulation is driven by the breaking of gravity waves.
Gravity waves are smaller scale waves generated by topographic features or convective
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activity in the troposphere. Though waves carrying both eastward and westward
momentum can propagate upwards they are filtered in the stratosphere by the mean
zonal winds. This filtering occurs since only gravity waves with zonal phase speeds
larger than, or opposite to, the mean zonal wind can propagate upwards. From figure
2.2 we see that the prevailing stratospheric winds are eastwards in the winter and
westwards in the summer. This means that gravity waves breaking in the mesosphere
deposit net westwards momentum in the winter hemisphere and net eastwards in
the summer hemisphere. The result of this breaking is a single cell transporting air
from the summer to the winter pole. This modifies the temperature distribution,
adiabatically cooling the atmosphere in areas of ascending air, and heating it in areas
of descending air. This effect is seen particularly in the summer mesopause (∼ 90 km)
where the adiabatic cooling of ascending air makes it extremely cold despite 24 h solar
heating [Brasseur and Solomon, 2005].

One particularly interesting pattern in the middle atmosphere is a persistent vor-
tex over the winter pole. This polar vortex is characterised by the strong westerly
winds seen in the winter strato-mesosphere. Within this vortex the air is isolated
from the warm subtropical air. In the stratosphere the polar vortex is scientifically
interesting as the cool isolated air, allows for the formation of polar stratospheric
clouds, which enhances the destruction of ozone through heterogeneous chemistry
[Brasseur and Solomon, 2005].

2.3 The changing middle atmosphere

Human influence on the atmosphere has been unequivocally established by scientists
throughout the 20th century, but the full implications of these changes is far from
understood. For the middle atmosphere two anthropogenically generated phenomena
are particularly important. The first is the ozone loss in the middle atmosphere
resulting from the release of chlorofluorocarbons (CFC). The second phenomenon is
the atmospheric change occurring due to the anthropogenic release of greenhouse
gases, in particular CO2 and CH4.

Ozone is important for the middle atmosphere as it absorbs UV-radiation, heating
the middle atmosphere. In the seventies it became clear that the amount of ozone in
the middle atmosphere, and in particular in the upper stratosphere, was decreasing.
This decrease was caused by the release of CFC-gases, which with their long photo-
chemical lifetime can be transported out of the troposphere and into the stratosphere.
In the stratosphere they undergo photolysis, and release reactants that result in the
destruction of ozone through catalytic reactions. As a response to the realisation that
this depletion was taking place and was a global problem, the Montréal protocol was
established in 1987 to limit the release of CFC-gases.

Greenhouse gases1 have their name from the fact that they heat the troposphere

1The name greenhouse gas is actually a misnomer as the major warming effect in a greenhouse
is not the trapping of radiation, but rather by preventing the heated air from escaping.
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Figure 2.3: Volume mixing ratio of CO in the middle atmosphere. Panel a: The hori-
zontal distribution the 20. January from 0-90 °N at roughly 65 km (3200 K) measured by
the microwave limb sounder on board Aura [Manney et al., 2009]. Panel b: The seasonal
variation of CO above OSO measured with the 115 GHz radiometer.

since they allow shortwave radiation in the form of UV- or visible light to reach the
ground, but trap the re-emitted long wave radiation. The warming effect of green-
house gases is well known, but they have the opposite, cooling, effect in the middle
atmosphere. The cooling of the middle atmosphere is important as it helps us differ-
entiate between natural and anthropogenic forces on the climate system [Thompson
et al., 2012]. Cooling of the middle atmosphere has been determined to be ∼0.5
K/decade in the stratosphere [Thompson et al., 2012] and 1-3 K/decade in the meso-
sphere [Beig, 2011]. However, there is much uncertainty related to how these tem-
perature changes might affect the dynamics in the middle atmosphere, and if any
changes in the dynamics will feed back into tropospheric weather patterns.

Other unresolved questions include how the increased amount of methane in the
atmosphere will affect water vapour concentrations in the mesosphere, which is impor-
tant for the formation of noctilucent clouds, and why the temperate at the mesopause
appears to remain constant even though the rest of the middle and upper atmosphere
is cooling [Beig et al., 2003]. To answer these questions it is important to monitor
the middle atmosphere and be observant of any changes detected.

2.4 The chemistry of mesospheric CO

One way to investigate the dynamics of the middle atmosphere is to trace the con-
centration of gases with long photochemical lifetimes. If a particular gas is created
locally in one place, and is not removed photochemically, the distribution of this gas
will be determined by the transport in the atmosphere. One such tracer gas is car-
bon monoxide. In the stratosphere it is produced by oxidation of methane and in
thermosphere and mesopause region it is produced through the photolysis of carbon
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dioxide [Brasseur and Solomon, 2005]

CO2 + hν → CO + O. (2.1)

The only important destruction mechanism in the mesosphere is the reaction with
OH

CO + OH→ CO2 + H. (2.2)

Figure 2.3a shows the concentration of CO at around 65 km during the arctic winter
measured by AURA-MLS. The aforementioned polar vortex is seen clearly through
the large concentration of CO. Since CO is mainly produced through photolysis
in the thermosphere, this high concentration must come from large scale decent in
the winter mesosphere, which is consistent with the general circulation in figure 2.2.
Figure 2.3b shows the distribution of CO measured from the OSO radiometer. The
same large scale decent is clearly seen during the winter months. Measuring this
decent is interesting, as it can be used to test the gravity wave parametrisation of
climate models (e.g. Forkman et al. [2003b]).



Chapter 3

Measurement Principles

To perform remote sensing measurements we need to understand how electromag-
netic radiation arises and propagates through the atmosphere. Furthermore, we need
analysis techniques that can extract the wanted information from the received EM-
radiation and understand the errors associated with such techniques. This chapter
will provide a short introduction to the measurement principles of atmospheric re-
mote sensing, and the basic theory needed to understand the errors and uncertainties
in such a measurement.

3.1 Blackbody radiation

Electromagnetic (EM) radiation is emitted from charged particles. It is classified
based on its wavelength, and figure 3.1 shows an overview of the EM spectrum. Dif-
ferent categories include the UV- (100 nm to 400 nm), the visible- (400 nm to 700 nm)
and the microwave region (mm-cm). The amount of radiation travelling through an
area from within a certain solid angle is called radiance and is a useful quantity when
discussing the strength of EM-radiation.

A blackbody is an object than absorbs all incident radiation. For such objects the
emitted radiance per frequency, also called the spectral radiance, is given by Planck’s
law of radiation

Lν =
2hν3

c2(ehν/kbT − 1)

[
W

m2 Hz sr

]
. (3.1)

Here h is Planck’s constant, ν the frequency of the radiation, c the speed of light, kb

Boltzmann constant and T the temperature of the object.
Not all objects are perfect blackbodies, and to take this into account, thermal radi-

ation from such non-blackbody objects is described by the emissivity. The emissivity
relates the blackbody spectral radiance to the true spectral radiance by

Lν = ε(ν)Bν , (3.2)

where Bν is the radiance from a blackbody at the same temperature.

11



12 Measurement Principles

Figure 3.1: The electromagnetic spectrum

The absorptivity, α, describes how well an object absorbs EM radiation. In lo-
cal thermodynamic equilibrium (LTE) Kirchoff’s law applies. This states that the
absorptivity is equal to the emissivity

α = ε. (3.3)

Local thermodynamic equilibrium is reached when the rate of collisions between
molecules is much higher than the rate of which molecules absorb and emit photons,
and for most rotational transitions, LTE is valid for the entire middle atmosphere
[Lopez-Puertas and Taylor, 2001].

In remote sensing, spectral radiance is usually given in terms of brightness tem-
perature, which is the temperature a blackbody object would need to have in order
to radiate with measured spectral radiance. Thus from equation 3.1 and 3.2 the
brightness temperature, Tb can be written as

Tb =
hν

kb

1

ln(1 + 1
ε
(ehν/kbT − 1))

. (3.4)

This nomenclature is particularly useful in the long wavelength-, or Rayleigh-Jeans,
approximation (hν � kbT ) where the relationship between the physical temperature
and the brightness temperature reduces to

Tb = ε(ν)T. (3.5)
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Figure 3.2: Three different line functions describing molecular absorption and emission.
The functions are normalised to have an area of unity.

3.2 Absorption and emission from gases

Electromagnetic waves travelling through a medium will interact with it. This interac-
tion includes scattering by particles and molecules, where new waves are generated, as
well as absorption, where the energy is converted into internal energy of the molecule.
For bounded changes in internal energy, e.g. electronic, vibrational or rotational tran-
sitions, the internal energy change, ∆E, will be related to the absorbed or emitted
frequency by

∆E = hν. (3.6)

For gases in the atmosphere these energy transitions are affected by line-broadening
processes. To describe these processes we introduce the shape function, Φ, and the
line-strength, S, such that the absorption coefficient for a given molecular transition,
i, in a medium is given by

γiabs = niSiΦi(ν)

[
1

m

]
, (3.7)

where ni is the number density of the corresponding molecule in the medium. The
absorption coefficient gives the amount of absorption per unit distance.

Molecules in a gas have a certain velocity relative to the incoming or outgoing
EM-wave. This motion leads to a Doppler shift in the absorption/emission frequency.
For a given temperature the random velocities of molecules are given by the Maxwell-
Boltzmann distribution, and the resulting shape function is a Gaussian (green-dashed
line in figure 3.2). The Lorentz line function (blue line in figure 3.2) describes the
pressure broadening, which arises due to collisions between molecules. Quantum
mechanical states also have an intrinsic lifetime due to the natural decay process. This
leads to broadening of the line called natural line broadening. This broadening is also
described by the Lorentz function, but for transitions in LTE the collisional lifetime
is much shorter than the natural lifetime, and natural linebroadening is negligible.



14 Measurement Principles
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Figure 3.3: An illustration of the radiative transfer equation for an optically thin line.
The emission at each altitude is given by Lorentzian and the total radiation reaching the
ground is the sum of the emission at all altitudes.

In the lower atmosphere, the line-width of a transition will be totally dominated by
pressure-broadening as the high density leads to frequent collisions between molecules.
As the pressure decreases with altitude, the collisional frequency declines and the line
becomes narrower. At some point the pressure broadened linewidth will become
smaller than that of the Doppler broadening, and the spectrum will start to look
more Gaussian in shape. At this altitude the clear relationship between lineshape
and altitude vanishes since the Doppler width is only dependent on the square root
of the temperature, and not the pressure. At altitudes where both pressure and
Doppler broadening is important the shape function will take on the Voigt lineshape
(red-dot-dashed line). This is a Lorentzian shape convolved with a Gaussian. The
Voigt lineshape gives a more realistic description a line transition in the true at-
mosphere than using the Lorentzian or Gaussian alone. Other lineshapes also (e.g
Vleck-weisskopf) exists that take into account the more subtle effects of interaction
in collisions.

3.3 The radiative transfer equation

The radiative transfer equation describes how EM-energy is transferred along a path
s in the atmosphere

dLν
ds

= −Lνγ + S. (3.8)

The first term on the right hand side describes extinction, where γ is the extinction
coefficient. The second term describes additional sources of radiation through the
source term S. The most common reasons for extinction in the atmosphere are
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scattering, and absorption along the path of the radiation. Common sources include
scattering into the path, and thermal radiation emitted from the atmosphere along
the path.

For instruments on the ground the spectral radiance coming from the atmosphere
can be found by integrating equation 3.8 from the top of the atmosphere down to
the detector. At microwave frequencies scattering can often be neglected [Clancy and
Muhleman, 1993], and assuming LTE, the radiative transfer is given by

Lν(0) = Lν(s0)e−τ(s0,ν) +

0∫

s0

ε(ν)Bν(T (s))e−τ(s,ν) ds, (3.9)

where Bν is the blackbody spectral radiance, s0 the top of the atmosphere, and τ is
the optical thickness along the path. Neglecting scattering, τ is given by

τ(s) =

0∫

s

γabs(s
′, ν)ds′, (3.10)

where s′ indicates integration along the propagation path and γabs the total absorption
coefficient from all molecules and particles along the path. Figure 3.3 illustrates the
concept of integrating the radiative transfer equation from the top of the atmosphere
for a single, optically thin (i.e. absorption negligible), transition line. Each altitude
contributes with some radiation, and the total measured radiation at ground level is
given by the sum of the emitted radiation from each altitude.

A radiative transfer simulator is a computer program that calculates the radiative
transfer by solving the radiative transfer equation numerically. The radiative transfer,
or forward, model used in this thesis is ARTS v.2.0. [Eriksson et al., 2011]. This is a
radiative transfer model developed for the microwave region, and can simulate many
different viewing geometries and instruments.

3.4 Retrieval

The fact that the lineshape changes with altitude (see figure 3.3) means that a mea-
sured spectrum at ground level will not only contain information about the total
integrated column of a molecule, but also its altitude distribution. The green and
blue lines in figure 3.4a are two altitudes profiles of water vapour differing in the meso-
sphere. The corresponding lines in figure 3.4b show the spectral intensity around the
22 GHz water vapour transition measured at ground level (ignoring the troposphere
and cosmic background radiation) resulting from these two profiles. In the wings the
two spectra have the same value, but at the line centre the green spectrum shows
a clear increase in brightness temperature. This increase comes from the increased
H2O concentration around 60 km. The increase is only seen at the line centre as the
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Figure 3.4: Left panel: Some atmospheric water vapour profiles. Profile 1 and 2 represent
realistic profiles, while Profile 3 is an example of an unrealistic profile. Right panel: Spectra
measured from ground level (ignoring the troposphere and cosmic background radiation)
resulting from the different profiles. Note how the unrealistic profile still produces a
realistic spectrum similar to the blue profile.

emitted radiation at high altitudes is less affected by pressure broadening than radi-
ation emitted at lower altitudes. This example indicates how we can use the shape
and intensity of a line to determine the altitude profile.

The process of determining the true atmospheric profile from a measured spec-
trum is known as an inversion, or retrieval. To solve this problem numerically on a
computer, the radiative transfer equation is linearised around some atmospheric state
and expressed in linear algebra as

y = Kx + ε, (3.11)

where y is the measured spectrum arising from from atmospheric state, x, and with er-
rors, ε. K ≡ ∂y/∂x is the linearised forward model known as the Weighting function-
or Jacobian matrix. The vector spaces spanned by x and y are called the measure-
ment and state space respectively, and K can be seen as a mapping from one space
to the other.

Naively one might think that finding x for a given y could be solved by inverting
K, or using a least squares method to estimate x. However, the problem of retrieving
x is usually ill-posed. Formally this is due to K being rank-deficient. Physically
this means that there is not a unique profile that reproduces the measured spectrum.
This is illustrated by the red dotted lines in figure 3.4a and 3.4b. The red profile of
water vapour looks very different from the blue profile. However, when the spectrum
resulting from this profile is calculated, it will be exactly equal to that resulting from
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(a) True profile
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Figure 3.5: A simulated retrieval of water vapour. The true profile (green-solid and
green-dotted lines), the a priori profile (violet lines) and the a priori standard deviation
(dotted-violet lines). In absence of noise, the retrieved state (blue line) ends up as a
smoothed version of the true profile.

the blue profile. This means that if an instrument measures a radiance corresponding
to the blue spectrum in figure 3.4b, it is formally impossible to determine whether
the true atmosphere looks like the red or the blue profile in figure 3.4a.

It is possible to mitigate this problem of non-uniqueness. By inspection we can
actually see that the red profile is unphysical as it contains negative concentrations
of H2O. Furthermore, based on the current knowledge of atmospheric chemistry and
dynamics, we know that the large fluctuations seen in H2O, would not exists in the
atmosphere. Thus, by inspection it is possible to determine that the blue profile in
figure 3.4a is the more probable solution to the inverse problem. Such a restriction
of possible solutions is called a regularisation method.

A common regularisation method used for microwave spectrometers is the maxi-
mum aposteriori (MAP) method, also called the optimal estimation, method [Rodgers,
2000]. This method uses a statistical description of the expected profile to constrain
the retrieved values. An a priori (expected) profile is described by an expectation
value xa and a covariance matrix Sa. A covariance matrix i a matrix which for a set
of stochastic variables has elements Sij = σiσjρij, where ρij is the correlation between
variable i and j, and σi and σj are their respective standard deviations. Thus, Sa

describes the uncertainty in the a priori profile. The larger the uncertainty in the
a priori profile, the less constraint is placed on the retrievals. Figure 3.5 shows a
simulated retrieval of water vapour in the middle atmosphere. The green line shows
the true profile. The blue line in 3.5b is the profile retrieved using the violet line as
the a priori constraint. The standard deviation of the a priori profile is shown as the
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Figure 3.6: A schematic representation of the maximum aposteriori retrieval method.
The states corresponding to the measurement, y, gives an ambiguous relationship between
the two atmospheric variables x1 and x2. The retrieved value using the MAP method
is x̂. The a priori state is given by xa. The a priori covariance matrix is given by Sa,
the measurement uncertainty mapped to the state space is given by KTSεK, and the
a posteriori error by Ŝ.

dotted-violet line.
To use the a priori profile as a constraint, a cost function, χ2, is defined. This

function describes how well the retrieved state, x̂, fits the measured spectrum (y −
Kx̂), and how well it fits the a priori profile (x̂−xa). Scaling the two fitting parameters
with their uncertainty gives

χ2 = (x̂− xa)TS−1
a (x̂− xa) +

(
y −Kx̂

)T
S−1
ε

(
y −Kx̂

)
, (3.12)

where Sa and Sε are the covariance matrices describing the uncertainty in the a priori
profile and the measurement vector, respectively.

To find the minimum of the cost function χ2, it is helpful to first consider an
analogous 1-dimensional case. Two measurements, xε and xa, with uncertainties σε
and σa, are performed of the same scalar variable x. The optimal way of combining
these to measurements in order to estimate x is to scale each of the measurements
with their uncertainties

x̂ =

(
1

σ2
ε

+
1

σ2
a

)−1(
xε
σ2
ε

+
xa
σ2
a

)
, (3.13)

where x̂ is the “optimal” estimate of x based on the two measurements.
Using the matrix formalism introduced earlier, the state minimising χ2 is given

by
x̂ = (KTS−1

ε K + S−1
a )−1(KTS−1

ε Kx + S−1
a xa) (3.14)
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The similarities between equation 3.14 and equation 3.13 can be seen. The difference is
that in the matrix formulation the scalars in equation 3.13 describing the uncertainties
are replaced by covariance matrices. For the a priori profile this is Sa. For the
measurement it is the covariance describing errors in the measurement mapped to
the state space, KTS−1

ε K.
Figure 3.6 illustrates the concept of MAP geometrically. The inverse problem

posed is to find a position in the state space spanned by x1 and x2. A measurement
provides some information on the relationship between x1 and x2, but all states along
the line given by the measurement y is a possible solution. The retrieved state, x̂,
is the point which minimises χ2 so it is right between xa and y, where the exact
distance from xa and y is determined by the constraint posed by Sa and Sε.

3.5 Limitations of an retrieval

The MAP method does not only provide a retrieved profile, but can also be used to
estimate the error in the retrieved profile. Equation 3.14 can be written as

x̂ = xa + G(y −Kxa), (3.15)

where G is the gain-matrix

G ≡ ∂ŷ/∂y = (KTS−1
ε K + S−1

a )−1KTS−1
ε . (3.16)

Using equation 3.11 and 3.15, the error in the retrieval, x̂−x, can now be calculated
through

x̂− x =xa + G(y −Kxa)− x

=xa + G(Kx + ε−Kxa)− x

= (GK− I)(x− xa) + Gε. (3.17)

The first term in last line of equation 3.17 is known as the smoothing error, and
represents the error in the retrieved state as a result of the limited resolution of the
retrieval. The effect of the limited resolution can be seen in figure 3.5b as the retrieved
state (blue line) does not follow the variation of the true state (green dotted line),
but rather a smoothed version of these variations. This limited vertical resolution is
usually described by the averaging kernel matrix

A ≡ ∂x̂

∂x
= GK. (3.18)

Each element, Aij, in this matrix describes the change in the retrieved variable x̂i

from a change in the real atmospheric variable xj. Figure 3.7a shows the rows of
the averaging kernel matrix from the retrievals depicted in figure 3.5. These rows
are called the averaging kernels (AVKs). They indicate which altitudes the retrieved
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(a) Averaging kernels
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Figure 3.7: Panel a: Averaging kernels for different altitudes for the retrieval in figure
3.5. The thick black line is the measurement response divided by 5. Panel b: The square
root of the diagonal elements of Sm (blue solid), Ss (green dashed) and Ŝ (red dotted).

water vapour concentration at each altitude takes information from. The full width
at half maximum of these kernels can be considered as a measure of the vertical
resolution of the retrievals. Assuming that the covariance of the true atmosphere is
correctly described by Sa the covariance of the smoothing error is

Ss = (A− I)Sa(A− I)T . (3.19)

The area of an averaging kernel gives an indication to what degree the retrieved
value at that altitude uses information from the measurement. This value, called
the measurement response, is plotted as the solid black line in figure 3.7a. A rule of
thumb is that measurement response should be larger than 0.8 for a retrieved value
to be considered valid.

The second term in equation 3.17 is the error in the retrievals resulting from errors
in the measured spectrum. If the errors in the measured spectrum solely come from
thermal noise in the measurement, this second term is called the retrieval noise, and
its covariance if given by

Sm = GSεG
T . (3.20)

Figure 3.7b depicts the square root of the diagonal elements for the different error
terms for the retrievals in figure 3.5, including the total estimated retrieval error

Ŝ = (KTS−1
ε K + S−1

a )−1. (3.21)

To calculate these error the covariance matrices Sa and Sε need to be specified. In
the example presented here they are diagonal matrices with diagonal elements of 0.52

(relative units) and 0.052 K respectively.
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Figure 3.8: The effect of accuracy and precision on a set of measurements (dots). The
true value is the bullseye.

3.6 Instrumental error sources

Estimating errors is an important part of making a measurement, and accurate error
estimations are needed to ensure that measurements can be properly compared to each
other, and to models. When doing an error analysis it is common to separate errors
into random errors and systematic errors. A basic assumption of random errors is
that it is possible to decrease them by repeating the same measurement several times,
and taking the average. Systematic errors on the other hand, will not go away upon
averaging. Figure 3.8 shows the difference between these error types. The magnitude
of the errors are known as precision (random errors) and accuracy (systematic errors).

Random errors are often possible to estimate based on knowledge of the instru-
ment, or by looking at the variability in the measured quantity and compare it to the
expected variability. As discussed in the last section, the MAP method can provide
an estimate of the expected random errors through the the a posteriori covariance
matrix, Ŝ. The MAP method can also estimate a number of errors. However, some er-
rors might come from unknown defects in the instrument, and can only be discovered
through cross-comparing the results with other instruments. For further informa-
tion on cross-comparing instruments and error estimation, see the appended Paper A
where such a cross-comparison is done between the 115 GHz radiometer at OSO and
four different satellite instruments.



Chapter 4

Instruments

To interpret an atmospheric measurement, it is important to understand the instru-
ment performing the measurement. This chapter will introduce the instruments used
in the two appended papers with particular focus on the microwave spectrometer.

4.1 The microwave spectrometer

Radiometers are instruments that measure the radiance of EM-radiation. Different
radiometers exist for the different regions of the EM-spectrum. A particular type of
radiometer is the spectrometer which measures the radiance of radiation as a function
of frequency. Figure 4.1 shows an overview of a heterodyne microwave spectrometer.
The radiation from the atmosphere is captured by an antenna. The frequency of the
measured atmospheric signal at the antenna is called the radio frequency (RF). After
being captured, this signal might be amplified and/or filtered depending the receiver
design. The signal is then mixed non-linearly with a signal of known frequency from
a local oscillator (LO). By mixing these two signals, the frequency of the measured
signal can be reduced to a lower intermediate frequency (IF) and amplified, before
it is recorded by a spectrometer. This downconversion is necessary since high fre-
quency signals are hard to amplify and record without adding too much noise to the
measurements.

Antenna
RF Ampifier Sideband Filter Mixer

Local Occilator

IF Amplifier Spectrometer

Computer

RF

LO

Figure 4.1: A schematic view of a microwave spectrometer.
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Figure 4.2: The heterodyne principle. When the RF signal is mixed with the LO signal
(ωLO), both frequency ω1 and ω2 will be mixed to the same intermediate frequency, ωIF .

The mixing technique is called heterodyne mixing. It is performed by a non-linear
component called a mixer. In its simplest form a mixer can be described as a device
with a purely quadratic response [Rohlfs and Wilson, 2008]. If the incoming signal is
the sum of the LO and RF signal the quadratic signal leaving the mixer is

(A sin(ωRF t) +B sin(ωLOt))
2 = 1

2
(A2 +B2)− 1

2
A2 cos(2ωRF t)− 1

2
B2 cos(2ωLOt) +

AB cos((ωRF − ωLO)︸ ︷︷ ︸
ωIF

t)− AB cos((ωRF + ωLO)t).

The intermediate frequency, ωIF , is thus given by the difference between the LO
frequency, ωLO, and radio frequency, ωRF . Due to the symmetry of the intermediate
frequency term, signals from both ωLO + ωIF and ωLO − ωIF will be included in the
IF signal. Thus, two RF bands are included in the IF signal, one on each side of the
LO frequency. Figure 4.2 illustrates the principle of heterodyne detection, and shows
the two RF bands. If the frequencies of interest are located in only one of the bands,
a sideband filter is usually applied before the mixer to filter out the unwanted-, or
image-band. Such a receiver is called a single sideband receiver. Another option is
using both bands, creating a double sideband receiver.

4.2 Calibration

A calibration is needed to lend physical meaning to the electrical signal from the
detector. Assuming a linear system, this is done by performing a measurement of
thermal radiation from two known sources, or loads, one hot and one cold. This
measurement can then be used to determine the relationship between the measured
signal, S, and the brightness temperature Tb. These loads can in principle be anything
radiating with a known brightness temperature, but for microwave radiometers the
hot load is often an absorber at ambient temperature. Similarly, the cold load can
for example be an absorber cooled by liquid nitrogen or helium. Figure 4.3 shows
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-Tr 0 -Tb,cold-Tb,atm -Tb,hot

Shot

Satm

Scold

S0

Figure 4.3: Calibration procedure in microwave radiometers. Shot, Scold and Satm are
the signals from the hot load, cold load and the atmosphere respectively. Tb,hot, Tb,cold
and Tb,atm are the brightness temperature from in each measurement. S0 and Tr is the
receiver signal and temperature.

the calibration procedure. The resulting equation for determining the atmospheric
brightness temperature, Tb,atm, from the signal, Satm, becomes

Tb,atm =
Tb,hot − Tb,cold
Shot − Scold

Satm, (4.1)

where subscripts hot and cold represent the signal and temperature of the hot and
cold load, respectively. This calibration procedure is sufficient if the gain of the instru-
ment is constant in time. However, most receiver systems will have time dependent
variations in gain. In order to minimise the effect of these variations, a technique
called Dicke-switching is used. Dicke-switching involves doing a differential measure-
ment between a reference spectrum, Tb,ref , and the atmospheric spectrum, rather
than measure the radiation from the atmosphere directly [Rohlfs and Wilson, 2008].
The spectrum, ∆Tb, is then given by

∆Tb = Tb,atm − Tb,ref =
Tb,hot − Tb,cold
Shot − Scold

(Satm − Sref ). (4.2)

Since the errors from gain fluctuations are proportional to the total power mea-
sured, the receiver should be balanced. This means that the reference signal, Sref ,
has the same power as the atmospheric signal Satm without the measured line. One
common way of achieving a balanced measurement is using a technique called sky-
switching. Here the reference measurement is actually a measurement of the atmo-
sphere itself, though measured at a different elevation angle than Tb,atm. This implies
that the two measurements have different pathlength through the atmosphere, which
prevents the middle atmospheric signal from being completely removed from the dif-
ferential measurement. Furthermore, the different tropospheric pathlengths of the
two beams are compensated for by inserting an absorber into the field of view of the
reference measurement.

If the observed middle atmospheric line is narrow (i.e. smaller than the possible
shift in LO frequency), sky switching can be replaced with frequency switching. In this
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Figure 4.4: Panel a: A picture of the 115 GHz radiometer at OSO. Panel b: A simulated
atmospheric spectrum of the frequencies around the 115 GHz CO line.

technique the local oscillator frequency is shifted a few MHz between the atmospheric
and reference measurement. If this shift is smaller than the total bandwidth of the
instrument, the middle atmospheric emission is included in both the reference and the
target spectrum. The advantage of this is that as the measured line is seen in both
the signal and reference spectrum, the effective observation time is doubled compared
to sky-switching.

Though the aforementioned switching methods remove most of the tropospheric
signal from the measured spectra, it does not take into account the damping of the
observed line due to tropospheric absorption. One way to account for this, is to solve
the radiative transfer equation (equation 3.8) for a single layer troposphere with an
effective temperature Teff , and a tropopause at ztrop. The solution is the given by

Tb,atm(zg) = Tb,atm(ztrop)e
−τtrop + Teff (1− e−τtrop), (4.3)

where τtrop is the optical thickness of the troposphere along the measured propagation
path and zg the altitude of the instrument. To solve this equation for Tb,atm(ztrop),
τtrop and τtrop, must be determined. For the measurement presented in this thesis an
empirical model between the radiance at these frequencies, the surface temperature,
and the tropospheric temperature is used [Forkman et al., 2003a] to determine Teff .
The optical thickness, τtrop, can then be estimated from

τ =
Teff − Tb,wings(zg)
Teff − Tb,wings(ztrop)

, (4.4)

where Tb,wings is measured brightness temperature at the line wings and Tb,wings(ztrop)
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(a) The 22 GHz receiver (b) Simulated spectrum
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Figure 4.5: Panel a: A picture of the 22 GHz radiometer at OSO. Panel b: A simulated
atmospheric spectrum of the frequencies around the 22 GHz water vapour line.

the brightness temperature at the wings above the troposphere. For the two ground-
based radiometers at OSO Tb,wings(ztrop) is assumed to be equal to the cosmic back-
ground radiation.

4.3 The old CO radiometer at OSO

The 115 GHz microwave spectrometer at OSO was designed to measure CO in the
mesosphere [Forkman et al., 2003b]. A picture of the instrument is shown in figure
4.4a. Figure 4.4b shows a simulated atmospheric spectrum measured at the station
without the influence of the troposphere. The troposphere is not included in the
spectrum for pedagogical purposes as the tropospheric attenuation would obscure
the CO line. The radio frequency coverage of the instrument is indicated by the two
vertical black lines. The CO line at 115.27 GHz is situated near an O3 line at 115 GHz
and on the wing of a wide O2 line located at 118 GHz. The 115 GHz radiometer at
OSO was operated from 2002 to 2008 when it was disassembled for a major overhaul
(see chapter 5.3). The six year time series from the OSO radiometer is the longest
continuous ground based observation of CO in the mesosphere.

4.4 The water vapour radiometer at OSO

The 22 GHz microwave spectrometer at OSO (figure 4.5a) measures water vapour in
the mesosphere [Forkman et al., 2003a]. Just like CO, water vapour is an excellent
tracer of mesospheric dynamics due to its long photochemical lifetime in the meso-
sphere. Water vapour in the mesosphere is either water formed through the oxidation
of methane, or water transported into the middle atmosphere through the tropical
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(a) Odin (b) Aura

(c) ACE (d) ENVISAT

Figure 4.6: Satellites used in the validation of the 115 GHz CO radiometer at OSO

tropopause. This mean that monitoring water vapour in the mesosphere can help us
understand the influences of anthropogenic methane emissions on the mesosphere as
well as provide information about the transport mechanics in the tropical tropopause.

Figure 4.5b shows a simulated atmospheric spectrum at the tropopause above
OSO. The radio frequency coverage of the receiver is marked by the two black lines.
The instrument has operated since 2001 and has provided over 10 years of data to
the NDACC database.

4.5 Satellites instruments

In our paper, “Six years of mesospheric CO estimated from ground-based frequency-
switched microwave radiometry at 57◦ N compared with satellite instruments“, the
CO radiometer at OSO is compared with measurements from several satellite instru-
ments. During 2002-2008, instruments on four different satellites measured the CO
concentration in the mesosphere. The satellites are depicted in figure 4.6, and are
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ACE, Aura, Odin and ENVISAT.
The Canadian Atmospheric Chemistry Experiment (ACE) was launched by NASA

on 12 August, 2003 [Bernath et al., 2005]. It has a 74◦ inclined circular orbit at
650 km. The primary instrument on board is the high resolution Fourier transform
spectrometer (ACE-FTS) which makes infrared absorption measurements of the at-
mosphere along the limb using the sun as a source. For carbon monoxide, it measures
the absorption in the 1-0 (4.7µm) and 2-0 (2.4µm) vibrational bands, and covers
altitudes from 5-105 km under clear-sky conditions. It has a vertical resolution of
4 km, and a precision of better than 10 % in the mesosphere [Clerbaux et al., 2008].
However, since it is dependent on the sun as a source of radiation the number of
measurements it provides over OSO are fewer than from the instruments performing
emission measurements.

The Aura satellite was launched by NASA on 15 July 2004 [Schoeberl et al., 2006].
It flies in a sun-synchronous near-circular polar orbit at 705 km with an equator cross-
ing time of 13.45 (ascending). On board the satellite the Microwave Limb Sounder
(MLS) measures the J=2 → 1 (230.53 GHz) rotational line of CO. From this it re-
trieves CO concentrations between 15-85 km, with a vertical resolution of 4-8 km in
the mesosphere. The precision of a single retrieved profile is very poor exceeding 100%
above 20 km. The basic reason for this poor precision is the low signal to noise ratio
in the measurements [Pumphrey et al., 2007]. MLS does however provide numerous
of measurements, and by averaging these, the data become useful.

Odin is a Swedish led international satellite project launched on 20. February
2001 [Murtagh et al., 2002]. It flies in a sun-synchronous polar orbit at ≈ 600 km
with an equator crossing time of 18.00 (ascending). Its sub-millimetre-radiometer
(SMR) measures the J=5 → 4 (576.27 GHz) rotational transition of CO. It covers
altitudes from 20-105 km with a precision of around 20% [Dupuy et al., 2004]. The
major issue with the Odin measurements has been a problem with the local oscillator
used, resulting in many corrupt spectra. This, combined with the fact that the Odin
aeronomy mission shares observation time with the Odin astronomy mission, means
that relatively few CO measurements were available for intercomparison with the
OSO radiometer.

ENVISAT is a research satellite launched in March 2002 [Louet and Bruzzi, 1999].
It flies in a sun-synchronous polar orbit with a 10.00 equator crossing time (ascending
node) and an altitude of 800 km. It measures the 1-0 (4.7µm) CO vibrational band,
however, unlike ACE-FTS, it measures emission from this line. The advantage of this
method is the ability to measure the concentration of CO independent of illumination
conditions. The major disadvantage is that the emission line is highly affected by non-
LTE processes, thus requiring a more complicated retrieval scheme. Despite of this a
precision of 30% is achieved between 50-70 km [Funke et al., 2009].

The accuracy of the different satellite instruments has been estimated in several
studies, and is around 10-20% in the mesosphere. For further discussion of this see
the appended Paper A.



Chapter 5

Summary and Outlook

5.1 Summary Paper A

The large scale dynamics of the mesosphere can be studied by the use of tracer species.
These are species that have a long photochemical lifetime, and by looking at the dis-
tribution of these species compared to their sources, we can determine how they are
advected by the general circulation. One such tracer species is carbon monoxide, CO.
At the aeronomy station at the Onsala Space Observatory, CO has been measured
from a ground-based microwave spectrometer from 2002-2008. Simultaneously there
have been several satellites measuring the global distribution of CO. By cross compar-
ing the measurements, we estimate the systematic errors for the different instruments.

Paper A uses four satellites to evaluate the performance of the instrument lo-
cated at OSO, so that the uniquely long measurement series it provides can be better
used for atmospheric studies. The paper concludes that the systematic error in the
measurements is less than 20 % between 2004-2008. During this period the OSO
measurements are consistent with the satellite instruments. However, the measure-
ments show up to 25 % higher CO column values above 70 km compared the satellite
instruments. This is within the combined error margins of the instruments, but in-
dicate a possible bias in either the ground-based or satellite measurements. In the
period between 2002-2004 the consistency between the different measurements is less
clear. The differences between the different satellite instruments are ±50 %, and the
measured CO concentration from OSO is located somewhere in between.

5.2 Summary Paper B

An old meteorologist joke is that “when in doubt go for persistence”, meaning that
a good predictor of tomorrows weather is that it will be the same as today. In
Paper B we present a retrieval algorithm for ground-based radiometers that take into
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Figure 5.1: A simulated spectrum of the relevant frequencies for the new dual band
instrument at OSO. The thick solid line shows the LO frequency. The dashed lines shows
the RF-coverage of the two bands.

account this temporal correlation in atmospheric states. Retrievals for ground-based
instruments are usually performed on each measured spectrum individually. Our
paper, “Time series inversion of spectra from ground-based spectrometers”, takes a
multi-dimensional approach. Using several spectra, we retrieve an entire time series
simultaneously. This is the first time such an approach has been used for a ground-
based microwave spectrometer.

The method offers several advantages over traditional single spectrum retrievals.
First and foremost it allows for a retrieval to have different temporal resolution at
different altitudes. This means that the optimal compromise between signal to noise
ratio and temporal resolution can be made at each altitude separately rather than
choosing an ad-hoc integration time before performing the retrievals. Other advan-
tages include the possibility to seamlessly interpolate and re-grid data in the temporal
domain during the retrieval. These findings should help improving retrievals for future
radiometers observing the middle atmosphere.

5.3 Outlook

This thesis deals with the retrieval and error characterisation of the measurements
from the ground based radiometers at the Onsala Space Observatory. The CO data
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Figure 5.2: Preliminary inversions from the new instrument at OSO. Panel a: The
retrieved CO profiles (blue). Panel b: The retrieved ozone profiles (blue). The red line
shows the a priori profile for the two species. Panel c: A sample spectrum (blue) and the
fitted spectrum (green) from the instrument

from the 115 GHz radiometer has been thoroughly evaluated, and are now ready for
entrance into NDACC. The retrieval algorithm for the water vapour radiometer was
improved, and there is no longer a need to make a selection of whether to have weekly
or daily integrated data submitted to NDACC, since the retrieval algorithm handles
the averaging directly. The retrieval software used in the retrievals is Qpack [Eriksson
et al., 2005]. This software is in large parts developed and maintained at Chalmers.
The software is used by several research groups doing atmospheric measurements.
The time series inversion method is not fully integrated into this software yet, but
will be if the method sparks the interest of research groups using the software.

As mentioned in chapter 4.3, the 115 GHz radiometer was taken down for a major
overhaul in 2008. During this overhaul several changes to the instrument was made.
One of the changes made was to move the LO frequency to 113.054 and remove the
sideband filter. This allows for simultaneously observations of O3 and CO (see figure
5.1). The instrument became operational again in December 2009, and the process of
retrieving the atmospheric concentrations have begun. Figure 5.2c shows an example
spectrum from 2009. The major difference in the processing between the old and
the new instrument is that due to the large difference in frequency between the two
sidebands, a more accurate description of the tropospheric attenuation is needed. The
idea is to make use of two total power radiometers (21 and 35 GHz) also located at
OSO to determine the amount of liquid and gaseous water. This data will then be
used to model the tropospheric attenuation. In the initial retrievals shown in figure
5.2, a simple model atmosphere from the AFGL Atmospheric Constituent Profiles
[Anderson et al., 1986] is used for the tropospheric water content.
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The initial results are promising. Figure 5.2a shows the retrieved CO concentra-
tions during December 2009. They have the anticipated overall structure, showing
that the instrument is working as planned. Figure 5.2b shows the O3 profiles. These
clearly show the ozone layer between 20-50 km and the secondary ozone maximum at
70-90 km. This second maximum arises due to the high downwelling flux of atomic
oxygen in the upper winter mesosphere which produces ozone when reacting with
molecular oxygen.

The long time series and number of species measured at the OSO aeronomy station
makes it useful for studying the dynamics of the mesosphere. The data have already
been used in several studies (e.g. Forkman et al. [2005] and Scheiben et al. [2012]).
The improved retrieval methods and error characterisation described in this thesis,
ensure that the data produced remains relevant into the future, helping us detect
and understand any surprises the mesosphere might offer as it adjusts to the ever
changing climate.
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Abstract. Measurements of mesospheric carbon monoxide,
CO, provide important information about the dynamics in
the mesosphere region since CO has a long lifetime at these
altitudes. Ground-based measurements of mesospheric CO
made at the Onsala Space Observatory, OSO, (57◦ N, 12◦ E)
are presented. The dataset covers the period 2002–2008 and
is hence uniquely long for ground-based observations. The
simple and stable 115 GHz frequency-switched radiometer,
calibration method, retrieval procedure and error character-
ization are described. A comparison between our measure-
ments and co-located CO measurements from the satellite
sensors ACE-FTS on Scisat (v2.2), MLS on Aura (v3-3),
MIPAS on Envisat (V3OCO 12 + 13 and V4OCO 200) and
SMR on Odin (v225 and v021) is carried out. Our instrument,
OSO, and the four satellite instruments show the same gen-
eral variation of the vertical distribution of mesospheric CO
in both the annual cycle and in shorter time period events,
with high CO mixing ratios during winter and very low
amounts during summer in the observed 55–100 km altitude
range. During 2004–2008 the agreement of the OSO instru-
ment and the satellite sensors ACE-FTS, MLS and MIPAS
(200) is good in the altitude range 55–70 km. Above 70 km,
OSO shows up to 25 % higher CO column values compared
to both ACE and MLS. For the time period 2002–2004, CO
from MIPAS (12 + 13) is up to 50 % lower than OSO be-
tween 55 and 70 km. Mesospheric CO from the two versions
of SMR deviates up to±65 % when compared to OSO, but
the analysis is based on only a few co-locations.

1 Introduction

Above the tropopause, CO is formed in the upper meso-
sphere/thermosphere mainly by photo-dissociation of CO2
and the major sink is by reactions with hydroxyl, OH. The
vertical volume mixing ratio of middle atmospheric CO is
characterized by low values in the stratosphere and a steep
vertical gradient in the mesosphere.

The dynamics of the mesosphere is characterized by a sea-
sonally varying global circulation, driven by the meridional
temperature gradient, and the breaking of upwelling grav-
ity waves. This global circulation brings down constituents
from the upper mesosphere to the lower regions of the meso-
sphere and further down to the stratosphere at the winter
pole region, and the reverse is seen at the summer pole re-
gion. Due to its long lifetime (weeks) in the mesosphere,
CO is an excellent tracer of mesospheric dynamics, espe-
cially at high latitudes where both horizontal motions (e.g.
caused by the meandering polar vortex) and vertical motion
(e.g. caused by the global circulation) can be studied.Lopez-
Puertas et al.(2000) surveyed CO observations and model
simulations and showed that the CO abundance undergoes
an annual cycle in the high latitude mesosphere and lower
thermosphere region, with high values in the winter and low
values in the summer. During the last 35 yr, middle atmo-
spheric CO has periodically been observed from a variety of
ground-based stations.Waters et al.(1976) was the pioneer in
observing the rotational transition of CO at 115 GHz.Clancy
et al.(1984) andBevilacqua et al.(1985) made ground-based
microwave observations of the seasonal variation of meso-
spheric CO.Aellig et al. (1995) made 115 GHz observations
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and attributed variations in the CO column density to break-
ing wave activity in the mesosphere.de Zafra and Muscari
(2004) used 230 GHz observations of CO as a tracer of polar
mesospheric dynamics.Kasai et al.(2005) made the first CO
observations using ground-based solar absorption infrared
spectroscopy,Velazco et al.(2007) made a long record of
strato-mesospheric CO column values using the same tech-
nique. Long-term CO measurements at both 115 GHz (Fork-
man et al., 2003b) and infrared wavelengths (Borsdorff and
Sussmann, 2009) have been compared with data from the
Whole Atmosphere Community Climate Model, WACCM.
Forkman et al.(2005) used CO measurements to estimate
the vertical motion of the global circulation.Burrows et al.
(2007) estimated horizontal mesospheric winds at Antarc-
tica by the Doppler shift of ground-based microwave CO
measurements.Hoffmann et al.(2011) compared ground-
based CO measurements at 230 GHz with different satellite
sensors.

The Improved Stratospheric and Mesospheric Sounder
(ISAMS) onboard the Upper Atmosphere Research Satellite
(UARS) made the first global stratospheric and lower meso-
spheric CO measurements during 6 months in 1991–1992
(Allen et al., 1999). During the last ten years, several dif-
ferent satellite sensors have been observing mesospheric CO
including the microwave limb sounders SMR/Odin (Dupuy
et al., 2004) and MLS/Aura (Pumphrey et al., 2007), the sun
tracking ACE-FTS/Scisat-1 (Clerbaux et al., 2008) and the
infrared limb sounder MIPAS/Envisat (Funke et al., 2009).

The lowest rotational transition of CO is at 115 GHz. The
advantage of observing at 115 GHz compared to higher fre-
quency transitions is both that the troposphere is optically
thinner at lower frequencies and that pressure broadening ex-
ceeds Doppler broadening up to about 70 km altitude, mak-
ing it possible to estimate vertical profiles of CO up to this
altitude and column values above.

Dicke-switching, i.e. signal-reference switching of the re-
ceiver, is the standard microwave observation method in or-
der to reduce the effect of gain drift in the receiver sys-
tem. The intensities of the signal (the sky) and the reference
(normally a blackbody load) have to balance each other to
neutralize system gain nonlinearities. Frequency-switching,
a small shift in the local oscillator frequency between the
signal and reference phases, is a Dicke-switching variant.
This method is mainly useful for the study of narrow lines
like mesospheric CO at 115 GHz. One of the advantages of
frequency-switching is that the line is present in both the sig-
nal and the reference phases, which doubles the effective ob-
servation time compared to “load-switching” where the ref-
erence is a blackbody load. The frequency-switching observ-
ing technique is commonly used in radio astronomy but more
seldom used in microwave remote sensing.

In this study we present ground-based, frequency-
switched measurements of mesospheric CO made at the On-
sala Space Observatory, OSO, (57.4◦ N, 11.9◦ E). This is
the longest ground-based measurement series of mesospheric

CO and covers the period 2002–2008. The instrument, cali-
bration and inversion methods are described and the results
are compared with data from four satellite instruments. Sec-
tion 2 introduces our frequency-switched receiver system,
Sect. 3 describes the inversions, Sect. 4 presents our results,
Sect. 5 covers the satellite comparisons, and Sect. 6 gives a
summary and the conclusions.

2 Measurement

2.1 Instrument and observation technique

Microwave remote sensing permits resolved line measure-
ments of pure rotational transitions, which are sufficiently
optically thin to allow observations from the ground. These
lines are pressure-broadened in the atmosphere, and there-
fore the measured shape of the spectrum contains informa-
tion on the number density of the emitting constituent as a
function of pressure. Information of the vertical distribution
of the emitting constituent can be estimated using mathemat-
ical inversion techniques (see Sect. 3).

We present measurements of CO made by a spectral,
frequency-switched, heterodyne receiver used for the CO
1→ 0 transition at 115.27120 GHz based on a cooled Schot-
tky single-sideband mixer. A block diagram of the receiver is
shown in Fig.1 and technical specifications are given in Ta-
ble1. The spectrometer is a 2-bit autocorrelator with 20 MHz
bandwidth and 800 delay channels giving a nominal resolu-
tion of 25 kHz.

In the frequency-switched radiometer, the local oscilla-
tor is tuned between the signal and reference measurements.
The intensities of the signal and reference phases balances
each other as long as the frequency throw is small (normally
<10 MHz). If the frequency is switched,±1f the observed
spectral feature will appear both as a negative and a pos-
itive peak separated by 21f in the spectra. Since we use
1f = 4 MHz in the frequency-switching we have 8 MHz be-
tween the peaks as seen in Fig.2. If the observed spectral
feature is narrower than 21f it will not be affected by the
switching. Frequency-switching can be performed at high
speed (5 Hz), which will remove faster gain variations than
traditional load-switching.

2.2 Calibration

The sky emission increases with decreasing elevation due to
the increasing path length through the atmosphere. At the
same time, however, the tropospheric absorption increases
and therefore also the system temperature of the receiver. At
115 GHz the troposphere is fairly opaque and model calcu-
lations show that elevation angles larger than 30◦ give the
highest signal to system-temperature ratio (Forkman et al.,
2003a). For practical reasons we have chosen an eleva-
tion angle of 90◦ but the zenith observation direction also

Atmos. Meas. Tech., 5, 2827–2841, 2012 www.atmos-meas-tech.net/5/2827/2012/
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Fig. 1.Block diagram of the 115 GHz CO receiver system. The cold
load is regularly mounted and used. Since the hot-cold calibrations
are performed ahead of the lens, the losses in the lens and in the
other components (horn, mixer, etc) along the transmission line are
corrected for.

Table 1.Receiver specifications.

Radio frequency 115.261–115.281 GHz, SSB

Mirror edge taper −35 dB
Elevation 90◦, fixed

Cryostat window Teflon lens
Horn Aluminium, corrugated
Beam width, FWHM (lens included) 3◦

First stage Cooled Schottky mixer, 20 K
Image sideband rejection Mechanical back short
Image sideband suppression > 20 dB

Local oscillator (LO) Gunn oscillator
LO frequency 111.27 GHz
Frequency throw (21f ) 8 MHz
Mixer IF 4.0± 0.3 GHz

Total receiver temperature ∼ 325 K

Backend spectrometer 800 channel autocorrelator
Bandwidth 20 MHz
Nominal resolution 25 kHz

minimizes Doppler shift effects due to horizontal movement
of mesospheric air.

In microwave radiometry the intensity is normally pre-
sented as brightness temperature,Tb. The receiver output
power is calibrated in units of antenna temperature,Ta. The
antenna temperature is the sky brightness temperature distri-
bution weighted with the antenna radiation pattern. Since the
beam is quite narrow and the sky brightness temperature in-
creases only slowly, when the elevation changes from zenith
to lower elevations (Forkman et al., 2003a) the zenith pencil
beamTb can be well approximated with the measuredTa.

The net power reaching the spectrometer consists of
two components. The first one is proportional to the sky
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Fig. 2.To the left: measured spectra (4 h average) with retrieval fits.
To the right: residuals (measured spectrum–fit). The frequencies are
given relative to the CO line center. The negative and positive peaks
are the result of the frequency throw in the frequency-switching
method. The spectra are corrected for baseline features. Note the
weak CO signal in the summer (bottom figures).

brightness temperature. The other component is the power
generated in the receiver system (lens, horn, mixer, etc),
which we identify as the receiver temperature,Trec. The
sum of these components is the system temperature,Tsys=

Tb + Trec.
To estimateTrec, two blackbody loads with brightness tem-

peraturesThot (ambient load) andTcold (77 K load) are ob-
served each month. These hot-cold calibrations indicate that
the variability ofTrec is less than 5 %.

Before each 15 min observation cycle, a calibration is per-
formed to estimate the zenith sky brightness temperature.
This is done by observing the zenith sky and an ambient load

Phot− Psky

Psky
=

(Thot+ Trec) − (Tb(z0) + Trec)

Tb(z0) + Trec
, (1)

wherePhot andPsky are the measured powers observing the
hot load and the zenith sky respectively,Tb(z0) is the zenith
sky brightness temperature (observed from the ground,z0).
Tb(z0) can be derived from the equation above sinceThot and
Trec are known.

Then during the observation cycle we record

1Tb(z0) = Tb(z0,f+) − Tb(z0,f−)

=
1P

Phot− Psky
(Thot− Tb(z0)), (2)

where1Tb(z0) is the difference in brightness temperatures
between the two frequenciesf + 1f and f − 1f , 1P is
the difference between the measured powers at the two fre-
quencies.Phot, Psky, Thot and Tb(z0) are taken from the
calibration.

www.atmos-meas-tech.net/5/2827/2012/ Atmos. Meas. Tech., 5, 2827–2841, 2012
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2.3 The tropospheric correction

Assuming a 1-layer model for the troposphere, the mi-
crowave radiative transfer equation for a ground-based,
zenith-looking observer can be written as

Tb(z0) = Tb(ztrop)e
−τ

+ Ttrop(1− e−τ ), (3)

where Tb(ztrop) is the brightness temperature as observed
from the tropopause,τ is the tropospheric zenith opacity
andTtrop is the effective brightness temperature of the tro-
posphere. IfTtrop andτ are considered constant within the
frequency throw we get

1Tb(ztrop) =
1Tb(z0)

e−τ
. (4)

In practiceτ is calculated from Eq. (3) as

τ = − ln

(
Ttrop− Tb(z0)

Ttrop− Tbg

)
. (5)

Since the atmospheric opacity is dominated by the contri-
bution from the troposphere, the cosmic background radia-
tion, Tbg, is used instead ofTb(ztrop) in Eq. (5). This means
that the calculatedτ actually is the atmospheric zenith opac-
ity and hence includes the minor contribution from altitudes
above the troposphere (e.g. absorption by stratospheric O2
and H2O).

The frequency-switching only yields1Tb(z0), which is
close to zero except for the line peaks.Tb(z0) therefore has
to be measured separately as done in the calibration.

To be able to estimateTtrop in Eq. (5), one year of
radiosonde data from the Gothenburg-Landvetter Airport
(37 km north-east of the observatory) have been processed in
forward model calculations (Forkman et al., 2003a). Our esti-
mation ofTtrop is based on the correlation betweenTtrop and
the ground temperature,Tgr, but we include the sky bright-
ness temperature,Tb(z0,ν), to improve the estimate.

Ttrop(ν) = αTgr + βTb(z0,ν), (6)

whereα = 0.89 andβ = 0.10 forν = 115 GHz are found by
applying the method of least squares to the processed ra-
diosonde data. The error of theTtrop estimate was found to
be 3.5 K (1σ ). CommonlyTtrop is expressed as 0.95Tgr, but
the inclusion ofTb(z0) improves the estimate and reduces the
error by 10 %.

2.4 Calibration errors

An error in the estimate of the receiver temperature,Trec,
affects the estimation of the sky brightness temperature,
Tb(z0). If Trec is within the observed variation the error in
Tb(z0) should be less than 5 %. By comparing the thermal
noise,σtn, in the measured spectra with theoretical calcula-
tions, an estimate of the systematic calibration error can be

found.σtn in the spectra can be estimated by fitting a poly-
nomial to the measurement and calculating the standard de-
viations of the residuals. By using theradiometric formulaa
theoretical estimate ofσtn is given by

σtn =
KTsys
√

t1ν
, (7)

wheret is the integration time,1ν is the spectrometer resolu-
tion andK depends on the receiver type and configuration. In
our caseK reduces to 1.15, which corresponds to the loss of
information due to the digitalization of the signal (van Vleck
clipping correction), seeRohlfs and Wilson(2008) for fur-
ther details. By comparing these two calculations ofσtn we
estimate the systematic error inTb(z0) to be less than 5 %.

If the measurement and the tropospheric correction are
made in one step (Eqs.2 and4) it is clearly seen that errors
in theTb(z0) estimation almost cancel out.

1Tb(ztrop) =
1P

Phot− Psky
(Thot− Tb(z0))

Ttrop− Tbg

Ttrop− Tb(z0)
. (8)

The error in1Tb(ztrop) due to calibration and the tropo-
spheric correction is<2 %.

If Thot andTtrop in Eq. (8) both are approximated with the
ambient temperature,Tamb andTamb� Tbg, we get

1Tb(ztrop) =
1P

Phot− Psky
Tamb, (9)

which describes the “chopper wheel” calibration method,
which can be used for a quick but not so accurate calibration
and correction for the tropospheric attenuation in one step.

In total we believe that the systematic errors from the mea-
surements and the tropospheric corrections, including the
effect of the variability of the tropospheric opacity within
the measurement cycles, are within 5 % across the used
bandwidth.

3 Retrievals

3.1 Terminology

The inversions were done using the Optimal Estimation
Method (OEM) (Rodgers, 2000). The state of the atmosphere
and instrument are described by astate vector, x. A for-
ward model, f , is then employed to mapx to a measure-
ment, y = f (x). The inverse problem consists in finding
x given some measurementy. By linearizing the forward
modely = Kx around the a priori atmosphere (xa), where
K is the Jacobian or weighting function matrix(∂y/∂x), the
problem can be solved using linear algebra.

Doing this and applying OEM, the best estimate of the
state vector is

x̂ = xa+ (KT S−1
ε K + S−1

a )−1KT S−1
ε (y − f (xa))

= xa+ Gy(y − f (xa)), (10)
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whereSε is the covariance matrix describing the uncertainty
in the measurement,Sa the covariance matrix for the a priori
profile andGy the gain matrix. The relation between the true
state, the a priori state and the retrieved state is given by

x̂ − x = (A − I)(x − xa) + GyKb(b − b̂)

+Gy1f (x,b) + Gyε, (11)

whereA is denoted the averaging kernel matrix,I is the iden-
tity matrix, b andb̂ the true and estimated value of forward
model parameter (i.e. line strength),Kb is the Jacobian ma-
trix of the parameter(∂y/∂b), 1f (x,b) are errors in the
forward model andεx are errors in the measurement. For a
complete definition and derivation seeRodgers(2000). The
different terms will be discussed further in Sect.4.1.

The AVK matrix is defined asA = ∂x̂/∂x. It describes
the sensitivity of the retrieval to a change in the true state.
Each elementAij gives the change in the retrieved profilex̂i ,
resulting from a perturbation in the true profilexj . A row
in the AVK matrix can be regarded as a smoothing func-
tion (averaging kernel) describing the vertical resolution of
the retrievals. The area of this smoothing function is called
the measurement responseand gives a rough indication of
the contribution of the measurement to the retrieved value
(Baron et al., 2002).

As mentioned inHoffmann et al.(2011), the AVK will dif-
fer in shape depending on whetherx is representing the vol-
ume mixing ratio (VMR AVKs) or the relative change com-
pared to the a priori concentration (fractional AVKs). Both
type of AVKs will be presented in this paper for easier com-
parison with other studies, however we will mainly use the
VMR AVKs to characterize the instrument.

3.2 Retrieval setup

For the OSO inversions the forward model was provided
by ARTS (v2.0) (Eriksson et al., 2011), and the retrieval
software is a new version of Qpack (v2.0) (Eriksson et al.,
2005). The retrieved quantities are CO volume mixing ratios,
temperature, instrumental baselines and a frequency shift
in the instrument. Only the CO VMR will be presented as
a retrieval product, whereas the three others are retrieved
mainly to stabilize the retrieval process. To ensure that the
frequency shift is compensated for, the inversions were per-
formed in an iterative leap using a Marquardt-Levenberg al-
gorithm (Marks and Rodgers, 1993).

The spectroscopic line strength and position were taken
from the JPL 2001 database (Pickett et al., 1998), whereas
the pressure- and self-broadening parameters as well as their
temperature dependence coefficients were taken from the HI-
TRAN 2000 database (Rothman et al., 2003). Some of the
used CO spectroscopic data are given in Table2. Since the
absorption of O2 and H2O is compensated for in the tropo-
spheric correction (see Sect. 2.3) the only line included in the
forward model calculations was the CO line at 115.27 GHz.

Table 2.Some of the used CO spectroscopic data.

Center frequency,f0 115.27120 GHz
Line intensity,I0 9.761128 10−18m2Hz−1

Air-broadened width 23332.68 HzPa−1

Self-broadened width 25958.54 HzPa−1

Reference temperature 296 K
for broadening parameters
Temperature dependence
exponent for broadening parameters 0.69

The retrieval was performed on a pressure grid ranging
from 2738 Pa (∼ 10 km) to 0.87 mPa (∼ 130 km), with a log-
arithmic spacing of 0.125 decades (∼ 2 km).

The temperature and pressure data were taken from the
MSIS90 climatology (Hedin, 1991), and the temperature a
priori covariance matrix was given as a matrix with diagonal
entriesSii = 25 K (i.e. standard deviation of 5 K). Further-
more, since the temperature in the real atmosphere is cor-
related in altitude the non-diagonal elementsSij = σiσjρij

were constructed so that the correlation (ρ) would decline
linearly with a correlation of 0.37 when the altitude differ-
ence (correlation length) betweeni andj was 4 km (roughly
based onEriksson, 2000).

The abundance of CO is highly variable over the year and
OEM requires using the best estimate atmosphere as a priori.
Therefore a monthly mean from a run of the Whole Atmo-
sphere Community Climate Model (WACCM) (Garcia et al.,
2007) was created and used as the a priori profile for the cen-
ter day in each month. The value for other days were found
by linearly interpolating onto each day. To simplify the error
analysis, however, the covariance matrix for the a priori data
was kept constant (in VMR) throughout the year.

Following Eriksson(2000), the covariance matrix for CO
consists of two parts. The first represents the uncertainty of
the mean a priori profile for each month. As with tempera-
ture, the covariance matrix must also represent correlation in
altitude for this error. This was modeled to decline linearly
with a correlation length of 8 km. The standard deviation
was set to 50 % of the yearly mean of the a priori profiles.
The second part represents the natural variability of CO on
shorter timescales which was set to 0.5 ppm for all altitudes
and with no correlation between the layers.

The OSO instrument had problems with baseline features
before an upgrade on 7 January 2004. After this upgrade the
baseline variation was reduced significantly. To account for
this, an instrumental baseline was retrieved by fitting a 5th
order polynomial with a diagonal a priori covariance ma-
trix with entries from 20 K (0th order) to 5 K (5th order) for
dates before this upgrade, and entries from 20 K (0th order)
to 0.05 K (5th order) for dates after this upgrade. This leads
to a different measurement response for the different dates.

Due to the performed Hanning windowing, the thermal
noise in neighboring channels is correlated. The average
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Fig. 3. Retrieved profiles 2002–2008 (every 20th profile is plotted
for each season). CO volume mixing ratios are plotted against pres-
sure (and altitude). The red line shows the average a priori profile for
the season, and the dashed line the standard deviation of the a priori
profile. Green lines are retrieved profiles 2002–2004 and the blue
lines are profiles 2004–2008. The mean measurement response of
the OSO instrument is higher than 0.8 between the black horizontal
lines.

channel correlation of the thermal noise was measured to be
1.6 nominal channel widths, soSε was given as a covari-
ance matrix with a correlation length of 1.6 nominal channel
widths. The magnitude of the thermal noise was estimated in
each measurement independently by fitting a polynomial of
order 3 to the measurement and calculating the RMS of the
residuals at the wings.

4 Results of the OSO measurements

Figure 2 shows a sample spectrum, the corresponding re-
trieved spectrum and the residuals for a typical winter and
summer measurement. The CO line is much fainter during
the summer than the winter line due to the strong seasonal
cycle of CO (Sect.1). The residuals are of equal strength,
with both summer and winter showing that the system tem-
perature is more or less constant during the year. Example
profiles for each season are plotted in Fig.3.

The shapes of the VMR AVKs are quite similar in both
winter and summer. The most notable feature of the VMR
AVKs is the negative values around 60 km for the AVKs cor-
responding to retrieved values above 90 km (pink and black
curves in Figs. 4 and 5). Although this looks dramatic, it is
important to remember that these AVKs represent the sensi-
tivity to changes in VMR. The concentration of CO is much
lower at 60 km than above 90 km, and accordingly the ex-
pected variability in CO VMR is also much lower. This im-
plies that the impact of the negative lobes will be small, as
the retrieved value follows the product of the AVK value and

the deviation from the a priori (see first term Eq.11). The
corresponding averaging kernels (the rows of AVK matrix)
can be seen in Figs.4 and5.

Since CO has a very strong vertical gradient, relative
changes at altitudes above the target altitude will give a larger
effect than relative changes beneath. This changes the shape
and area of the fractional AVKs, especially around 70 km
during the summer where the fractional AVKs becomes ex-
tremely wide. Here strong vertical gradients combined with
poor vertical resolution even results in the measurement re-
sponse of the fractional AVKs to become greater then one.
This means that a concentration change of 10 % at one al-
titude could give a responding change of 20 % at a lower
altitude.

This complication is less prominent when using the VMR
AVKs, rather than the fractional AVKs, to define the mea-
surement response of the instrument. Note that the measure-
ment response then describes the instruments’ sensitivity to
changes in vmr rather than changes relative to the a priori.
The use of VMR AVKs is motivated by the fact that the
strong vertical gradient of CO combined with a meander-
ing vortex can lead to extremely large changes in the true
atmosphere relative to the a priori. This variation is easier to
describe in VMR rather than relative units, and the sensitive
range is therefore given as such. To further address the is-
sue of the poor vertical resolution above 70 km, only the col-
umn (rather than individual layers) will be used above this
altitude.

The retrievals have an average degree of freedom (trace of
the AVK matrix) of 1.8 before 2004 and 2.2 after 2004. The
measurement response (VMR) is above 80 % approximately
between 55 and 85 km. The vertical resolution within this
altitude range is about 15–20 km (see Figs.4 and 5). The
beam of the OSO instrument has a horizontal width of about
4 km in the mesosphere.

The results presented in this paper will be given as the mix-
ing ratios at 36 Pa (55 km), 12 Pa (63 km) and columns above
4 Pa (71 km) where Doppler broadening dominates. The col-
umn values are calculated by summing up the number densi-
ties from the air pressures below 4 Pa. The number densities
are calculated from the retrieved profiles using the a priori
temperature profiles.

4.1 Errors

The error of the retrieval is the difference between the true
statex and the retrieved statêx. The error can be divided
into several parts corresponding to each term in Eq. (11).

The first term is known as thesmoothing errorand repre-
sents the error at each altitude, which arises from the limited
vertical resolution of the retrieval. When analyzing a profile
from a given instrument this has to be taken into account, ei-
ther by saying that the value at each altitude is the average
represented by the AVK or by stating the smoothing error.
In this study the averaging kernels of the OSO instrument
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Fig. 4. Solid lines show the averaging kernels from 27 Decem-
ber 2005 in vmr(a) and fractional(b) units for different altitudes.
The blue dash-dotted line is the measurement response divided by
5. The red dashed line shows the FWHM of the averaging kernels.

is taken into account by Eq. (12) and the smoothing error is
thus ignored. The second term is themodel parameter error,
which describes the error in the retrieval arising from the dif-
ference between the true value of a forward model parameter
b and the estimated valuêb. This will be discussed further in
Sect. 4.2. The third term is theforward model error, which
comes from direct errors in the forward model from either
approximations or not modeled processes. This last term will
not be discussed in this paper and is negligible. A thorough
validation of ARTS is presented inMelsheimer et al.(2005).

The last term is theretrieval noise, which is the error com-
ing from noise in the measured spectra. It is described by the
covariance matrixSm = GySεGT

y . This error is random and
will introduce noise into the retrieved profiles. An estimate
of this noise is shown as the blue lines in Fig.6. The dashed
(dashed-dot) line shows the value for winter (summer) re-
trievals and the solid line the mean retrieval noise. The big
difference between summer and winter values is due to the
low concentration of CO during summer.
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Fig. 5. Solid lines show the averaging kernels from 26 June 2006
in vmr (a) and fractional(b) units for different altitudes. The blue
dash-dotted line is the measurement response divided by 5. The red
dashed line shows the FWHM of the averaging kernels.

4.2 Forward model parameter errors

In addition to the errors accounted for in the retrieval, there
will be systematic errors from the forward model as well as
instrumental errors which might influence the retrievals. To
estimate the influence of errors in different retrieval parame-
ters on the results, the retrievals from year 2006 were used.
The summer values (JJA) were removed resulting in 177 re-
maining spectra, which were rerun with the different parame-
ters perturbed with their estimated 1σ -error. The differences
between the standard and the perturbed inversions show that
errors in forward model parameters can lead to a systematic
error (bias) as well a decreased precision in each measure-
ment. The systematic error can be described byxpert = k·xstd
at each altitude, wherexpert is the value of the perturbed in-
version,xstd the retrieved value using the standard param-
eter values andk a coefficient which can be found by lin-
ear regression. The estimated relative error can then be ex-
pressed as|100· (k − 1)| % (Pumphrey et al., 2007). The de-
creased precision is estimated by the standard deviation of
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Fig. 6. In (a) the estimated systematic errors and in(b) the ran-
dom errors. The colored (except blue) lines show the mean rela-
tive change(a) and standard deviation(b) in the retrieved value
at each altitude as the different forward model parameters are per-
turbed. The forward model parameters are: line-strength,I0, (green-
dashed), temperature profile,T , (cyan-dashed), pressure broaden-
ing parameter,γP , (yellow-dashed), temperature coefficient for the
broadening parameter,αP , (yellow-dashed-dot), a priori profile,xa,
(red-dashed-dot), 50 % a priori uncertainty,Sx , (green-dashed-dot),
removing natural variability from a priori uncertainty,Sx , (red-
solid), a priori uncertainty for the polynomial fit (cyan-dashed-
dot), calibration errors (magenta-dashed-dot) and backend channel
broadening error (cyan). The black line in both figures is the root-
sum-square of the parameter errors. In(a) the black-dashed is the
sum of the errors. The dark blue lines in(b) show the retrieval
noise from 1 January 2006 (dashed), 2 September 2006 (dashed-
dot) scaled with the a priori profile for the respective day as well as
the average retrieval noise (solid). The black dashed line in(b) is
the root-sum of the average retrieval noise (blue-solid) and the total
parameter variability (black-solid).

the relative difference between the standard and perturbed
inversions (i.e. scaled with the a priori).

The different forward model parameters tested include the
line strength of the CO transition, the pressure broadening
parameter and the instrument backend channel response. In
addition, the a priori temperature profile, a priori CO profile,
a priori uncertainty and size of the polynomial baseline fit
were perturbed to test the possible systematic errors arising
from different retrieval parameters.

For the spectral parameters the error estimates were done
by comparing the values for HITRAN 2000, HITRAN 2008
and JPL 2001. If the discrepancies between the databases
were bigger than the given error estimate in the database
the discrepancy was used, if not the error estimate from the
database was used. This gives a line strengthI0 uncertainty of
1 % (JPL-database), a pressure broadening parameterγP un-
certainty of 10 % (HITRAN 2000 uncertainty) and an uncer-
tainty in the temperature coefficientαP of the pressure broad-
ening parameter of 10 % (difference between HITRAN 2000
and HITRAN 2008). Errors in the self-broadening parame-
ters were found to be insignificant to the retrieval and will

not be presented in this paper. In total, the spectroscopic pa-
rameters together give errors of less than 5 % in the retrievals.

To investigate the influence of the calibration errors, the
spectra were simply multiplied with 1± 0.05 to simulate the
1σ calibration error (see Sect. 2.4). To test the influence of
the a priori, the CO profile was perturbed by 50 % and the
standard deviation for the a priori uncertainty covariance ma-
trix was changed with 50 %. In addition, another test was
done where the part representing the natural variability (0.5
ppm at all altitudes) was removed from the uncertainty ma-
trix, and only the uncertainty in a priori mean was used.
The temperature profile was perturbed by 5 K (1σ error for
MSIS90 is 3 K) to take errors in temperature into account.
The polynomial baseline fit in the retrieval had its a priori
variance multiplied and divided by 4.

Figure6a shows the estimated systematic error for the dif-
ferent parameters and their root-sum-square (solid black).
This estimate indicates the total systematic error expected in
the measurements. The solid black line shows the sum of all
the errors, this represents a worst case scenario for systematic
errors which we will use before 2004.

In addition to the systematic errors, uncertainties in the
forward model and retrieval parameters also lead to a de-
creased precision. Figure6b shows the standard deviation
from each parameter and their root-sum-square (solid black).
Combined (root-sum-square) with the average retrieval noise
(blue solid) an estimate of the precision of the measurements
is obtained and shown as the black dashed line in Fig.6b.

The total estimated averaged systematic error between 55–
85 km is in the order of 15 % for profiles and 10 % for column
values. The worst case error, the sum of the different errors,
is of the order of 25 % for profiles and 20 % for the column
values. Estimated average random errors between 55–85 km
is 30–50 %, but is significantly worse when the concentra-
tion of CO is low. The random errors mainly comes from
the retrieval noise, and depend heavily on the a priori uncer-
tainty at those altitudes (red curve Fig.6), with a higher un-
certainty leading to more noise. The retrieval noise from one
such date (2 September 2006) is shown as the dashed-blue
line in Fig.6b.

5 Comparison

5.1 Satellite instruments

The four satellite instruments which observed mesospheric
CO during the time period 2002–2008 are the sun tracking
ACE-FTS on Scisat-1 (Clerbaux et al., 2008), the microwave
limb sounder MLS on Aura (Pumphrey et al., 2007), the in-
frared limb sounder MIPAS on Envisat (Funke et al., 2009)
and the microwave limb sounder SMR on Odin (Dupuy
et al., 2004). The temporal and mesospheric vertical cov-
erage are different for the four satellites. Table3 gives the
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Table 3.Satellite and data characteristics.

Satellite instrument ACE-FTS Aura-MLS

Reference Clerbaux et al.(2008) Pumphrey et al.(2007)
CO data version V 2.2 V-3-3
Measurement principle Sun tracking, absorption Limb sounding, emission
Wavelength or frequency 2.3 & 4.7 µm 230 GHz
Launch 12 August 2003 15 July 2004
Orbit inclination 74◦ 90◦

Vertical range 6–100 km 16–80 km
Vertical resolution (mesosphere) 4 km 7–8 km
Horizontal resolution (mesosphere) 500 km 200 km
Systematic errors (above 60 km) Better than±25 % ±20 %
Co-location range satellite-OSO < 1500 km &< ±20 % PV < 1500km &< ±20 % PV
Co-located measurement days 126 618

Satellite instrument Envisat-MIPAS Odin-SMR

Reference Funke et al.(2009) Dupuy et al.(2004)
CO data version V3O(12 + 13) 2003–2004 V021 (new version)
CO data version V4O(200) 2005–2008 V225 (old version)
Measurement principle Limb sounding, emission Limb sounding, emission
Wavelength or frequency 4.7 µm 576.4 GHz
Launch 1 March 2002 20 February 2001
Orbit inclination 98.6◦ 97.8◦

Vertical range 6–70 km 17–110 km
Vertical resolution (mesosphere) 10 km 3 km
Horizontal resolution (mesosphere) 500 km 500 km
Systematic error (50–70km) ±10 % Not available
Co-location range satellite-OSO < 1500 km &< ±20 % PV < 1500 km &< ±20 % PV
Co-located measurement days 418 22

characteristics of the four satellite sensors. As seen in Ta-
ble3, we use two different CO datasets for MIPAS and SMR.
For MIPAS we use version V3OCO 12 and V3OCO 13
obtained from high spectral resolution measurements during
2003–2004 and version V4OCO 200 in the period 2005–
2008 when the MIPAS spectral resolution was reduced as
consequence of an instrumental failure. All MIPAS observa-
tions used here were taken in the nominal observation mode
covering tangent heights within 6–70 km. For SMR we use
both the older v225 and the newer v021. V021 is an extended
dataset compared to v225 using all the available observa-
tion modes. V225 has been used in previous comparisons
(e.g.Clerbaux et al., 2008).

5.2 Comparison procedure

Side-looking satellites and a zenith-looking ground-based in-
strument do not observe the same air volume. Comparisons
between satellite- and ground-based instruments are there-
fore complicated. All the satellites report data from a 100
times longer horizontal path than OSO but their vertical reso-
lution are up to four times better. Differences in vertical reso-
lution can be compensated for by using the averaging kernels
of the instruments but differences in horizontal resolution are
harder to adjust for. A second issue is the co-location crite-
rion to apply. At periods when small horizontal variations
of CO are expected in the mesosphere (as in the summer)
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Fig. 7. CO volume mixing ratio and PV above OSO at 55 km alti-
tude. To the left: the time series 2002–2008. To the right: the data
from the different years stacked together. The modified Ertel’s PV
is used and 1 PVU = 10−6 K m2 s−1 kg−1. The overall correlation
between CO and PV is 0.63.

the air above OSO should be rather similar to air inside the
co-location radius of 1500 km chosen in this study. A higher
variability is expected in the wintertime when the movement
of the polar vortex brings in or out CO rich air above the OSO
instrument, and the concentration can vary substantially both
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within 1500 km radius from OSO and along the horizontal
paths of the satellite beams. These deviations can partly be
compensated for by using observed potential vorticity as a
supplementary co-location criteria.

The polar vortex builds up in the autumn and breaks down
in the spring. The potential vorticity (PV) of an air parcel is a
measure of the position of the air parcel relative to the polar
vortex. Figure7 shows the OSO CO volume mixing ratio at
55 km together with the modified Ertel’s PV (Lait, 1994), cal-
culated from the ECMWF operational dataset at 55 km dur-
ing the time period 2002–2008. Figure7 shows both a time
series for the different years and the data for the different
years stacked together to clearly see the seasonal variation.
Both the CO mixing ratio and the PV have a steep and dis-
tinct increase in the autumn. The winter is characterized by
the meandering of the polar vortex, which brings in or out
CO rich air from the polar region and this causes fast varia-
tions of both CO mixing ratio and PV. The decrease in CO
and PV in the spring is both less steep and less distinct than
the increase in the autumn. The PV is low and stable in the
summer and the CO mixing ratio is close to zero but show a
high variability in the measurements. The high variability is
explained by the faint CO signal in the summer which gives
a low signal to noise ratio. The overall correlation between
the CO mixing ratio and PV is 0.63.

The co-location criteria was chosen as follows: the tem-
poral co-location criteria was set to the same date for satel-
lite and OSO. The air volume measured by the satellite had
to be within a radius of 1500 km from OSO. The potential
vorticity (PV) of the air volume measured by the satellite
had to be within 20 % of the PV above OSO (Hoffmann
et al., 2011 used a similar co-location procedure). The PV
data were taken from the ECMWF operational data set at the
potential temperature level of 2000 K (∼ 50 km altitude) and
the modified Ertel’s PV (Lait, 1994) was calculated for both
satellites and OSO. Figure8 show the co-located positions
for the four satellites.

For the comparison, the satellite data were interpolated
onto the OSO retrieval grid. In the relevant vertical range
the best resolution of the different satellites are roughly 4 km,
which is about twice the interpolation resolution used. Hence
the interpolation errors should be small (< 1 %) which also
is confirmed in a test (not shown).

For grid points outside the valid data points for the satel-
lite the OSO a priori CO data were used. To take into account
the different vertical resolution of the instruments the satel-
lite data was convolved with the averaging kernels, A, of the
OSO instrument (Rodgers and Connor, 2003)

xs = xa+ A(xsat− xa), (12)

wherexs is the smoothed version of the satellite profilexsat,
andxa is the OSO a priori profile.

ACE−FTS MLS−AURA

MIPAS Odin−SMR

ACE−FTS MLS−AURA

MIPAS Odin−SMR

ACE−FTS MLS−AURA

MIPAS Odin−SMR

ACE−FTS MLS−AURA

MIPAS Odin−SMR

Fig. 8. Satellite (co-location) positions. The dots indicate the satel-
lite positions within 1500 km radius from OSO, which also ful-
fill the PV criteria. In the MIPAS co-location map red/blue dots
show (12 + 13)/(200) data, respectively. In the Odin co-location map
red/blue show v225/v021, respectively.

5.3 Results of the satellite comparison

The satellite comparison is divided in the time periods: 2002–
2004 and 2004–2008. As mentioned in Sect. 3.2 there were
baseline features in the OSO spectra 2002–2004 that may
have affected the retrieved vertical profiles. These features
disappeared when the local oscillator chain of the instru-
ment was rebuilt in the beginning of 2004. Figure9 shows
time series of CO from OSO, MIPAS (12 + 13) and SMR
(021 + 225) for the time period 2002–2004 and Fig.10 show
time series from OSO, ACE, MIPAS (200), MLS and SMR
(225) for the time period 2004–2008. Both figures show CO
volume mixing ratios at 55 and 63 km and column values
above 71 km. No column values are presented for MIPAS
and MLS since the nominal MIPAS CO observations are not
vertically resolved above 70 km, and the upper limit for MLS
is about 80 km. Figure11shows the WACCM mean CO vol-
ume mixing ratio and the mean CO number densities. The
main contribution for the column values is from altitudes
< 100 km, even if the volume mixing ratio is increasing with
altitude. This is explained by the exponential decrease in air
pressure, and hence in air density, with altitude.

As seen in Figs.9–10 all instruments show the same gen-
eral features in both the annual cycle and in sporadic events.
The noticeable difference between OSO and the satellites in
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Fig. 9. Time series of CO mixing ratio at 55 km and 63 km
and columns above 71 km for the time period 2002–2004 are
shown: OSO (black), MIPAS (12 + 13, green plus), SMR (V021,
brown cross; V225, brown stars) and a priori (cyan).

these figures is mainly the higher values of OSO compared
to MIPAS ( 12 + 13) at 63 km (Fig.9).

Figures12–13and Table4 give a more detailed view of the
comparison. Figure12 shows the mean relative differences
between the satellites and OSO for the time periods 2002–
2004 and 2004–2008. The differences are discussed for each
satellite instrument later in this section.

Figure 13 shows the mean absolute and relative stan-
dard deviations between OSO and the satellites. These de-
viations originate from noise in the different instruments,
from fluctuations due to insufficient co-location and forward
model/retrieval parameters. Below 65 km the OSO measure-
ment response gradually decreases, which explain the in-
crease of the deviations below this altitude.

Table 4 gives a supplement to Figs.12–13 showing the
mean relative differences, the mean standard deviations and
the mean correlation between OSO and the satellites. The
correlation of the data from OSO and the satellite instruments
is high.

The OSO summer CO spectra have a very low signal to
noise ratio leading to a higher relative noise (Figs.2b and6).
This gives a high variability in the retrieved summer mixing
ratios (Fig.10). The summer values are therefore excluded
in Figs.12–13 and Table4 to avoid the noisy OSO summer
measurements interference in the satellite comparison.

Taken into account the systematics errors of OSO (≤15 %)
and the satellites (20–30 %, see Table3) OSO overlaps the
satellites in the time period 2004–2008 when OSO is com-
pared to ACE, MIPAS (200) and MLS.
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Fig. 10. Time series of CO mixing ratio at 55 km and 63 km and
columns above 71 km for the time period 2004–2008 are shown:
OSO (black), FTS (blue cross), MIPAS (200, green plus), MLS (red
dots), SMR (V225, brown stars) and a priori (cyan dashed).
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Fig. 11.The number density of CO (black) and the volume mixing
ratio of CO (red) versus altitude. The data shown are the mean sum-
mer (solid) and mean winter (dashed) OSO a priori from WACCM.
The main contribution to the column above 70 km originates from
altitudes≤ 100 km altitude.

5.3.1 ACE and MLS

The CO mixing ratios from OSO and the satellites MLS and
ACE agree well and have a high correlation at all altitudes.
Between 55 and 70 km the difference in mixing ratios be-
tween OSO and ACE and MLS is less than 15 % (Fig.12and
Table4). The deviation between ACE and MLS, as seen in
Fig. 12, has been reported earlier byPumphrey et al.(2007)
and Clerbaux et al.(2008). As seen in both Fig.12 and
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Fig. 12. Mean relative differences between satellites and OSO;
(Left): the time period 2002–2004, MIPAS (12 + 13, green), SMR
(V021, dashed brown) and SMR (V225, solid brown). (Right): the
time period 2004–2008, FTS(blue), MIPAS (200, green), MLS (red)
and SMR (V225, brown). The deviating lengths of the satellite pro-
files is explained by the different vertical coverage of the satellites.
The shaded areas show the estimated systematic error of the differ-
ent satellites. The vertical black lines are the estimated systematic
errors of the OSO instrument, 2002–2004 the worst case systematic
error is used due to baseline problems (see Sect. 4.2). The horizontal
black dashed lines show the vertical limits of the OSO observations.
The summer values are excluded.

Table4 OSO has higher CO mixing ratios above 70 km com-
pared to ACE and MLS leading to 25 % higher CO column
values (> 71 km). The MLS column values are close to the
OSO a priori since the upper limit of MLS is about 80 km
and we use the a priori CO data for grid points outside the
vertical range of the satellite (see Sect. 5.2).

5.3.2 MIPAS

MIPAS (200) shows only a small deviation in CO mixing ra-
tios compared to OSO. MIPAS (12 + 13) does not show the
same good agreement when compared to OSO, it has up to
50 % lower values than OSO above 55 km. MIPAS (12 + 13)
and MIPAS (200) have the same vertical coverage though
MIPAS (200) is slightly better vertically sampled (due to
shorter integration time). Resulting vertical resolutions of re-
trieved profiles, however, are quite similar.

Up to March 2004 only MIPAS (12 + 13) data are avail-
able and after March 2004 only MIPAS (200) data. In this
comparison we have no overlap between MIPAS (12 + 13)
and the other satellites except a few collocations with SMR
(021 + 225).Clerbaux et al.(2008) compared CO data from
the beginning of 2004 from MIPAS (9 + 10) and ACE and
found that the CO mixing ratios from MIPAS (9 + 10) is
within ±26 % of the ACE mixing ratios in the altitude
range 55–70 km. The most probable reason for the deviation
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Fig. 13. The mean standard deviation between OSO and the
satellites; absolute(left) and relative(right). MIPAS (12 + 13), SMR
(v021), and the dotted SMR (v225) are from the time period 2002–
2004. The vertical coverage of the satellites explains the deviating
extension of the profiles. The horizontal black dashed lines show the
vertical limits of the OSO observations. The dashed line at 60 km is
the lower limit 2002–2004 and the dash-dotted line at 55 km is the
lower limit 2004–2008. The black line is the root-sum of the aver-
age retrieval noise and the total forward model parameter variability
of the OSO instrument. The summer values are excluded.

between OSO and MIPAS (12 + 13) can be the baseline fea-
tures seen in the OSO spectra before 2004.

5.3.3 SMR

The two CO datasets of SMR deviate in different ways com-
pared to the OSO data at 55–95 km. SMR (225) shows down
to 65 % lower mixing ratios than OSO and SMR (021) shows
up to 50 % higher mixing ratios (Fig.12). A reason for the
general discrepancy between SMR and OSO can be the few
co-locations with OSO but this does not explain the differ-
ence between the two SMR versions. V021 is regarded to
be the more accurate than v225. Comparisons between SMR
(021 + 225) and ACE shows the same general discrepancy
between v225 and v021 (not shown).

6 Summary and conclusions

Ground-based, frequency-switched measurements of meso-
spheric CO at 115 GHz from Onsala Space Observatory
(57◦ N, 12◦ E) during the time period 2002–2008 are
presented.

Signal-reference switching is the standard microwave ob-
servation method in order to reduce the effect of gain drift in
the receiver system. A frequency-switched radiometer is an
especially simple instrument since almost no moving parts
are needed (except a hot load flag). The advantages with
frequency-switching include also that both gain nonlinearity
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Table 4. Statistics for 55 km, 63 km and for total columns> 71 km.Mn (%) the mean relative difference of CO between satellite and OSO
(> 0 if the satellite reports more CO than OSO),Std (%)the mean standard deviations,Corr the mean correlation of CO between satellite
and OSO,total the total number of co-located measurements,daysthe number of days with co-located measurements. The summer values
are excluded.

55 km 63 km > 71 km co-locations

Mn Std Corr Mn Std Corr Mn Std Corr total days

FTS −1 169 0.82 4 82 0.89 −22 18 0.96 148 108
MIPAS (12 + 13) −10 88 0.72 −30 63 0.73 – – – 1424 194
MIPAS (200) −3 152 0.76 9 71 0.77 – – – 1842 180
MLS 14 136 0.81 14 68 0.86 −24 28 0.89 19250 506
SMR (v021)< 04 13 62 0.78 4 76 0.74 42 66 0.85 22 8
SMR (v225)< 04 −13 51 0.76 −55 45 0.72 −47 15 0.73 11 6
SMR (v225)> 04 1 33 0.82 −40 39 0.75 −68 32 0.35 14 8

and gain variations are almost canceled out and that no time
is spent observing a reference load. Frequency-switching is
very well suited for the observation of narrow transition lines
as in the case of mesospheric CO at 115 GHz.

The Optimal Estimation Method, OEM, has been used to
retrieve vertical CO profiles from the measured spectra. A
thorough error analysis has been performed to investigate the
systematic effects due to the uncertainties in the different pa-
rameters used in the measurement and retrieval process to
give an as accurate error estimation as possible.

The OSO instrument has provided the longest time series
of ground-based mesospheric CO measurements so far. The
OSO data show the same general features as data from satel-
lite instruments both in the annual cycle, characterized by
high CO mixing ratios during winter and very low mixing
ratios during summer, and in shorter time period events.

The OSO CO data have been compared to CO datasets
from four satellite instruments; ACE-FTS (v2.2) on Scisat,
MIPAS (V3O CO 12 + 13 and V4OCO 200) on Envisat,
MLS (v3-3) on Aura and SMR (v225 and v021) on Odin.

A satellite measurement is assumed to be co-located with
OSO if the measurement is done the same day and if the air
at the tangent point of the satellite both is within a radius
of 1500 km from OSO and deviates less than 20 % in PV
(potential vorticity) compared to the air above OSO.

During the time period 2004–2008 the averaged CO
datasets retrieved by OSO and ACE, MLS and MIPAS (200)
do not differ by more than 15 % in the altitude range 55–
70 km, which is within the combined systematic errors of the
different instruments (see Fig.12b).

The time period 2002–2004 MIPAS (12 + 13) shows up to
50 % smaller mixing ratios compared to OSO. One reason
for the observed difference between the OSO and MIPAS
(12 + 13) mesospheric CO datasets can be due to baseline
features seen in the OSO spectra before February 2004.

SMR (021 + 225) have very few co-located CO measure-
ments with OSO. V225 shows up to 65 % lower mixing ra-
tios than OSO and the v021 measurements show up to 50 %
higher mixing ratios than OSO.

Above 70 km we compare the CO column values from
OSO and the satellite sensors ACE, MLS and SMR. The
OSO column values are about 25 % higher than the values
from both ACE and MLS. SMR (021) shows up to 65 %
higher column values than OSO. The MLS column values
are close to the OSO a priori values since we use a priori
information outside the vertical range of the satellite (the up-
per vertical limit for MLS is 80 km). SMR has very few co-
located measurements with OSO.

The systematic error above 70 km is±25 % for ACE and
±10 % for OSO. If the systematic errors for ACE and OSO
are correctly estimated the mean true profile has to be in
the range where the mean profiles of OSO and ACE (in-
clusive their systematic errors) overlaps. Since ACE shows
25 % lower column values than OSO, this indicates that OSO
has a positive bias of less than 10 % above 70 km and that
ACE has a negative bias of about 15–25 % above 70 km (see
Fig. 12b). Hoffmann et al.(2011) report an offset pattern
when their ground-based instrument is compared to ACE and
MLS, which is similar to the offset pattern we report when
OSO is compared to the same satellites. Additional compar-
isons of upper mesospheric CO are needed to understand the
reason for this observed offset between ground-based and
satellite instruments.

Observation of mesospheric CO provides important in-
formation of the mesospheric dynamics. The satellite sen-
sors which measure mesospheric CO today are not, to our
knowledge, planned to be replaced when they stop function-
ing. Therefore, in a few years, ground-based instruments will
be even more important than today. The CO transition at
115 GHz is suitable for ground-based studies of the upper
atmosphere due to both that the lower atmosphere is fairly
transparent, at this frequency, and that pressure broadening
exceeds Doppler broadening as high as 70 km, making it pos-
sible to estimate vertical profiles up to this altitude and to
estimate column values above.

The exact CO abundance in the upper mesosphere is still
an open question. Further ground-based measurements at
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115 GHz can be used as a low cost alternative to clarify this
issue.
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Abstract. Retrieving time series of atmospheric constituents
from ground-based spectrometers often requires different
temporal averaging depending on the altitude region in fo-
cus. This can lead to several datasets existing for one in-
strument which complicates validation and comparisons be-5

tween instruments. This paper puts forth a possible solution
by incorporating the temporal domain into the maximum a
posteriori (MAP) retrieval algorithm. The state vector is in-
creased to include measurements spanning a time period, and
the temporal correlations between the true atmospheric states10

are explicitly specified in the a priori uncertainty matrix. This
allows the MAP method to effectively select the best tempo-
ral smoothing for each altitude, removing the need for several
datasets to cover different altitudes.

The method is compared to traditional averaging of spec-15

tra using a simulated retrieval of water vapour in the meso-
sphere. The simulations show that the method offers a sig-
nificant advantage compared to the traditional method, ex-
tending the sensitivity an additional 10 km upwards with-
out reducing the temporal resolution at lower altitudes. The20

method is also tested on the OSO water vapour microwave ra-
diometer confirming the advantages found in the simulation.
Additionally, it is shown how the method can interpolate data
in time and provide diagnostic values to evaluate the interpo-
lated data.25

1 Introduction

Ground-based microwave spectrometers are useful for mea-
suring properties of the middle atmosphere due to the low
tropospheric attenuation at microwave frequencies. Using30

these frequencies also allows the use of pressure broadening
of molecular transitions to retrieve altitude profiles well into

Correspondence to: Ole Martin Christensen
ole.m.christensen@chalmers.se

the mesosphere (Clancy and Muhleman, 1993). Microwave
instruments have, for example, provided measurements im-
portant for ozone chemistry (Parrish et al., 1981; Solomon35

et al., 1984), and have the ability to determine long term
trends of trace constituents (Nedoluha et al., 2003).

Microwave measurements will always contain thermal
noise. In order to overcome this noise, the measured atmo-
spheric spectra must be averaged over time. This averaging40

increases the signal to noise ratio, but reduces the temporal
resolution of the measurements. The strength of the mea-
sured emission, tropospheric attenuation, the required accu-
racy, and the sensitivity of the instrument determine the need
for temporal averaging. Depending on which atmospheric45

phenomena and altitudes investigated in any single study, a
specific compromise must be made between temporal reso-
lution and noise reduction.

The use of different temporal resolutions is exemplified
by the WASPAM instrument, which has used a 6 h averaging50

time in a case study of sudden stratospheric warming (Seele
and Hartogh, 2000) as well as a 24 h averaging time to study
the annual variation of water vapour around the mesopause
(Seele and Hartogh, 1999). Different averaging times are
used since retrievals for higher altitudes require lower ther-55

mal noise and thus longer integration times.
The ratio between the required averaging times for high

and low altitudes will in large part be determined by the alti-
tude range of the instrument. As newer instruments, such as
those described in Nedoluha et al. (2011) and Bleisch et al.60

(2011), offer the possibility to increase this range, the differ-
ences in averaging time needed for the upper- and lowermost
altitudes will increase.

Although the use of different averaging times in itself
poses no problems, it does complicate the validation and65

cross-comparison of instruments. An example is the water
vapour radiometer at the Onsala Space Observatory (OSO)
(Forkman et al., 2003). This instrument has mainly used
one day spectra in studies of atmospheric dynamics (Fork-
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man et al., 2005; Scheiben et al., 2012), whereas only a70

scheme with varying averaging time depending on tropo-
spheric opacity has been cross-compared with other instru-
ments (Haefele et al., 2009).

One way to circumvent the problem of multiple averag-
ing times for a single dataset is to incorporate the averag-75

ing of spectra directly in the retrieval process. To achieve
this, several measurements are simultaneously inverted us-
ing temporal correlation data of the quantity to be retrieved.
The method is similar to the 2-dimensional retrievals for limb
sounding satellites (Livesey et al., 2006; Dinelli et al., 2010).80

But instead of doing the retrievals in two spatial dimensions,
the retrievals are performed simultaneously in altitude and
time. Earlier attempts to use the temporal information in re-
trievals have resorted to recursive filtering (Askne and West-
water, 1986), whereas the method presented in this paper85

uses a non-recursive approach based on the maximum a pos-
teriori method (Rodgers, 2000).

The study is described using the following structure. Sec-
tion 2 introduces the retrieval theory, nomenclature and the
time series inversion technique. In Sect. 3 we apply the time90

series inversion method on a simulated instrument to show
the advantages of the method. Section 4 investigates the
practical use of the method, and Sect. 5 discusses the com-
putational requirements. The conclusion is given in Sect. 6.

2 Retrieval Methodology95

2.1 Nomenclature

In passive atmospheric remote sensing, properties of the at-
mosphere are determined by analysing the radiation emitted
from, and passing through, the atmosphere. This analysis
is called a retrieval, or inversion, and is done by solving an
inverse problem. The relationship between the measured ra-
diation, y, and the atmospheric properties is described by a
forward model, y=F (x), where x, denoted as the state vec-
tor, contains the variables to be retrieved. These can include
atmospheric variables at different altitudes as well as instru-
ment variables. If the forward model is locally linear, the
measurement can be expressed as

y=F (xa)+K(x−xa)+ε, (1)

where xa is the a priori state vector, K is the Jacobian-, or
weighting function matrix, defined as ∂y/∂x, and ε repre-
sents errors in the measurement.

The inverse problem involves finding x for a given y. In100

remote sensing, inverse problems are usually ill-posed, so the
relationship between the measurement and the atmosphere is
ambiguous. This means that several atmospheric states can
give rise to the same measurement. To obtain sensible re-
sults, the inversion needs to be constrained through some105

regularisation algorithm. The regularisation in the time se-
ries inversion method is based on the maximum a posteriori

(MAP), also called optimal estimation, method. It uses sta-
tistical properties of the measurements and the atmosphere to
constrain the solutions (Rodgers, 2000) .110

Assuming Gaussian statistics, the relationship between a
set of stochastic variables is described by a covariance ma-
trix, S, in which each element, Si,j , is the covariance be-
tween variables i and j. If the covariance of the a priori state
is given by the matrix Sa and the measurement uncertainties
are specified by Sε, a cost-function can be expressed as

χ2 =(x−xa)
TS−1a (x−xa)

+
(
y−F (x)

)T
S−1ε

(
y−F (x)

)
,

(2)

where x is the true state vector and xa is the a priori state
vector. The state minimising this function is the maximum
of the a posteriori probability density function and is given
by

x̂=xa+G
(
y−F (xa)

)
, (3)

where G, the gain-matrix, is

G= ∂y/∂x=(KTS−1ε K+S−1a )−1KTS−1ε . (4)

An alternative way of expressing equation 3 is by introduc-
ing the averaging kernel (AVK) matrix, A= ∂x̂/∂x=GK.
Combining Eq. 1 and 3 gives

x̂=xa+A(x−xa)+Gε. (5)

This shows that a retrieved value, in the absence of noise, is
the sum of the corresponding a priori value plus the change
from the a priori state convolved with the matching row of the
AVK matrix. The sum of a row in the AVK matrix is a mea-
sure of the retrieval’s sensitivity to changes in the state vector115

and is called measurement response (Baron et al., 2002).

2.2 Time series inversion

For ground-based instruments using single spectrum inver-
sions, the measurement vector, y, usually holds the bright-
ness temperature for each channel of the instrument. Thus,
for an instrument with m channels, the length of y is m, and
similarly x contains values of the state variables at the time
of the measurement. The time series inversion method pro-
posed here expands both y and x to include measurements
from N different times. This increases the length of y to
m ·N , and the length of x to n ·N , where n is the length
of the single spectrum state vector. In a similar fashion, the
Jacobian matrix, K, becomes a block diagonal matrix with
block elements equal to the Jacobian matrix for each mea-
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surement giving

y=




y11
...
y1m
y21
...
y2m
y31
...
yNm




,K=




K1 0 0

0
. . . 0

0 0 KN


, x=




x11
...
x1n
x21
...
x2n
x31
...
xNn




,

where the upper index denotes measurement number.
Since the state and measurement vectors cover several

measurements, the covariance matrices in Eq. 2 must be ad-
justed. Assuming that the measurement uncertainties are
uncorrelated between the measurements (i.e. only thermal
noise), Sε simply becomes a block diagonal matrix, where
block Siε corresponds to the covariance matrix from the mea-
surement i. The uncertainties in the a priori state are, how-
ever, not uncorrelated between the times of the measure-
ments. To incorporate this temporal correlation, even the
non-diagonal blocks in Sa must have non zero values. Thus,
the covariance matrices become

Sε=




S1
ε 0 0

0
. . . 0

0 0 SNε


, Sa =




S1,1
a S1,2

a ··· S1,N
a

S2,1
a S2,2

a ··· S2,N
a

...
...

. . .
...

SN,1a SN,2a ··· SN,Na


 ,

where Si,ja is the covariance matrix corresponding to mea-
surement i and j.120

Introducing correlation between measurements in Sa re-
sults in an averaging kernel matrix which contains non-zero
elements in its off-diagonal blocks. The resulting matrix,

A=




A1,1 A1,2 ··· A1,N

A2,1 A2,2 ··· A2,N

...
...

. . .
...

A1,N A2,N ··· AN,N


,

will contain information about how much smoothing that
occurs with respect to both altitude and time. Temporal
smoothing occurs because the MAP method uses informa-
tion from several measurements to retrieve a single profile.
The amount of smoothing will partly depend on the setup of125

the a priori uncertainty matrix, which will be described in
detail in the next section.

2.3 Specification of the a priori covariance matrix

The specification of the uncertainty matrices is central to
MAP. Since the state vector of the time series inversions130

has been extended to include several measurements, both the

temporal and vertical correlation of the state variables need
to be specified in Sa, and it is through the latter correlation
that the MAP method can take into account results from ad-
jacent measurement times when retrieving a profile.135

The correlation between state variables can be conve-
niently described with a correlation function combined with a
correlation length. We will use an exponential function to de-
scribe correlations. This means that for state vector variables
related in altitude (e.g. species concentration), the correlation140

coefficient between the variable at altitude zk and zp for mea-
surement iwill be given by ρz(xik,x

i
p)= exp(−|zk−zp|/lc),

where lc denoted as the correlation length, meaning the
length at which the correlation has dropped to 1/e. In a sim-
ilar fashion the correlation of a variable in time can be rep-145

resented by ρt(xik,x
j
k)= exp(−|ti− tj |/tc), where ti (tj) is

the time of measurement i (j) and tc is the temporal correla-
tion length. Assuming that the correlation is independent in
the two dimensions (separable), the total correlation is cal-
culated as the product of ρz and ρt. In this study we also150

assume that the a priori covariance is stationary, so that it
is can be described by the same matrix at all measurement
times.

The a priori covariance matrix of the investigated vari-
able should represent both the uncertainty arising from natu-155

ral variability and the uncertainty of the a priori mean value
(Eriksson, 2000). The latter uncertainty arises from a limited
knowledge of the atmospheric mean state. These two terms
have quite different correlations. In general, the error in the
mean value of the state variable should be characterised by160

longer vertical correlation length and a smaller standard de-
viation than the natural variability. An additional, and more
important, feature for inverting the time series is that errors
in the mean will be correlated over long temporal periods
compared to the natural variability. If, for example, the as-165

sumed a priori value for the concentration of one atmospheric
species is too high with respect to the true mean at one time,
it is likely that it will remain too high for a considerable time
(weeks, months, etc.) thereafter.

We will use the retrieval of water vapour in the mesosphere170

as an example of the time series inversion method. Figure 1
shows covariance matrices used to describe the a priori water
vapour profile in the retrievals. In Fig. 1a and 1b the vertical
and temporal covariance of the concentration of water vapour
at 60 km are shown. The dashed-green curve represents the175

natural variability of water vapour, which is given a standard
deviation of 50 %, a vertical correlation length of 4 km, and
a temporal correlation length of 12 h.

As mentioned earlier, the correlation lengths of the uncer-
tainty in the a priori mean are different from the natural vari-180

ability. The red-dot-dashed curve in Fig. 1 shows properties
of a covariance matrix set to represent the uncertainty in the
a priori mean. The matrix has a standard deviation of 20 %
and a correlation length of 8 km in altitude and 7 days in time.
By adding both the natural variability and the a priori mean185

uncertainty, the complete covariance matrix, described by the
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Fig. 1: The covariance matrices used for the a priori information on water vapour. Plot (a) depicts the temporal and (b)
the vertical elements of the covariance matrix. The matrices represent natural variability (Nat), uncertainty in a priori mean
(Mean), the sum of natural variability and uncertainty in mean (N+M), single spectrum inversions (1D) and an intermediate
covariance matrix (Inter). The structure of the N+M a priori covariance matrix is shown in plot (c). A diagonal matrix block is
highlighted by the green square and an off-diagonal block is highlighted by the black square.
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(b) Time series inversions (N+M)
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Fig. 2: Retrieved concentration of water vapour, relative to a priori, from the simulated retrievals. Plot (a) is from the single
spectrum (1D) inversions, plot (b) from the retrievals using the time series inversion method with the N+M covariance matrix,
and (c) is from the retrievals using spectra averaged over 48 h.
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solid-red line, is obtained. A selected number of elements
from the complete Sa matrix are shown in Fig. 1c. The block
structure, explained in Sect. 2.1, is indicated by the green and
black squares. The diagonal block (green square) represents190

the covariance within a measurement time, whereas the off-
diagonal block (black square) represents the variance scaled
with the correlation between measurement times.

The result from the time series retrievals will depend on
the temporal correlation used. To investigate this, a second195

covariance matrix is created which assumes that the entire
a priori uncertainty has a temporal correlation of only 12 h,
but with the same standard deviation (54 %) and vertical cor-
relation length as the total covariance matrix. This matrix
is described by the solid-green line in Fig. 1b. For compar-200

ison, inversions are also performed with zero correlation in
time (blue curve) to mimic single spectrum (1D) retrievals.
Though these retrievals could be done on each spectrum sep-
arately, it is chosen, for comparison purposes, to perform the
retrievals simultaneously using the same formalism as the205

time series inversions. This is achieved by using a block di-
agonal a priori covariance matrix in the retrievals.

A retrieval using the traditional method of averaging spec-
tra is also performed by doing a 48 h running mean over
the simulated spectra. However, the expected variance in a210

48 h mean is different from that expected in a 3 h mean, so,
to correctly specify the covariance of these inversions, the
N+M covariance matrix is projected onto a 48 h grid follow-
ing Rodgers (2000, Ch. 10.3.1.1). This results in an a pri-
ori standard deviation of 36 %, which is a decrease from the215

54 % for the 3 h measurements.

3 Theoretical test case

3.1 The simulation and retrievals

In order to test the time series inversion method, a model sce-
nario is set up. The simulation and retrievals are done with220

the radiative transfer simulator ARTS (v.2.0) and the retrieval
toolkit Qpack (Eriksson et al., 2005, 2011). The simulated
instrument is designed to mimic the 22 GHz radiometer cur-
rently operating at OSO, but some simplifications are made
to illustrate the more general use of this method. Most no-225

tably, the bandwidth is increased from 20 MHz to 1 GHz and
the noise temperature is reduced from 170 K to around 100 K.
The instrument backend is simulated using 83 channels, each
25 kHz wide and unevenly distributed across the bandwidth
of the instrument. At the line-centre, a distance of 25 kHz230

between the channels is used. This is increased further away
from the centre, reaching 100 MHz at the band edges. The
calibration used is a beam switching method.

Spectra from ground-based radiometers are often cor-
rected for tropospheric loss before retrievals are performed.235

To model this, the simulated instrument is located above the
troposphere (15 km) and the thermal noise level is doubled.

This represent a tropospheric transmission of 0.5, which, to-
gether with the loss of observational time due to the beam
switching, leads to an effective noise temperature of 400 K,240

which is used to specify Sε. Additionally, the thermal noise
in the system is left uncorrelated between the channels, and
the integration time is set to 3 h. Note that no thermal noise
is added to the actual spectra, but only used to specify the
covariance matrix.245

The simulated atmosphere is created by extracting temper-
ature and water vapour profiles for the 25th of February from
the MSIS (Hedin, 1991) temperature database and a climatol-
ogy based on retrieved water vapour over OSO from AURA-
MLS. The spectroscopic parameters for the water vapour250

line at 22 GHz are taken from the JPL-catalogue (Pickett
et al., 1998) (line strength and position) and HITRAN 2004
database (Rothman et al., 2005) (broadening parameters).

The retrieval of water vapour is done on an altitude grid
ranging from 4 km to 104 km with a grid resolution of 4 km.255

The covariance matrices used are the same as specified in
Sect. 2.3 with Sε being a pure diagonal matrix and Sa having
a correlation in both altitude and time.

3.2 Response to a unit change

The MAP inversion method combines information from260

measurements at several times, this makes the temporal char-
acteristics of the retrieved profiles of particular interest. To
investigate these temporal characteristics, we run a test sce-
nario in which water vapour in the atmosphere is kept con-
stant, equal to the a priori, until the 120th hour and then sud-265

denly doubled.
The results of the retrievals are shown in Fig. 2. The sin-

gle spectrum inversions (Fig. 2a) have no errors before the
increase. Afterwards, the retrievals will only change at cer-
tain altitudes determined by the measurement response. At270

the highest levels, the retrieved value remains 1, i.e. equal to
a priori, due to the lack of measurement response, whereas
the at lower altitudes the retrieved values reflect the true at-
mosphere.

The conventional way to increase the measurement re-275

sponse at high altitudes is by averaging spectra in order to
reduce the influence of thermal noise. Figure 2c shows re-
sults from the 48 h averaging of spectra. An improvement
around 70 km can be seen for measurements later than 24 h
after the unit change. This however, comes at the cost of280

smoothing out the step increase in time. Figure 2b shows
that this smoothing can be avoided (for low altitudes) by ap-
plying the time series inversion method. Just as with the tra-
ditional averaging, the response around 70 km improves af-
ter the increase compared to the single spectrum inversions.285

However, the high temporal resolution is maintained at lower
altitudes, and the abrupt change can clearly be seen in the
retrievals. Thus, by inverting the entire time series simulta-
neously, temporal resolution can be maintained at the lower
altitudes while the sensitivity at higher altitudes is increased.290
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Fig. 3: Retrieved water vapour profiles (relative to the a pri-
ori) from the simulated retrievals. The different curves rep-
resent the single spectrum inversions (blue), the time series
inversions using the N+M (red line) and the intermediate co-
variance matrix (dashed-green), and the inversions using the
averaged spectra (black-dashed). Plot (a) is the retrieved pro-
file at the 80th hour, when the true profile is equal to the
a priori. Plot (b) is the retrieved profile at the 160th hour,
after the step-increase, when the true profile is double that of
the a priori.

The increase in sensitivity is seen more clearly in Fig. 3b,
which shows the profiles at the 160th hour. Both the tra-
ditional method of averaging spectra (dotted-black) and the
time series inversions (red and dashed-green line) show a sig-
nificant improvement above 60 km. The long temporal cor-295

relation in the a priori mean uncertainty does, however, lead
to a large temporal smoothing at high altitudes seen by the
increased water vapour above 70 km in the red line in Fig.
3a. The time series inversion method also leads to some os-
cillatory patterns shown by the negative values around 60 km300

in Fig. 3a.

3.3 Retrieval diagnostics

The temporal and vertical resolution of the inversions can be
explored further by analysing the AVK matrices. Selected
elements of the AVK matrices are shown in Fig. 4. The sin-305

gle spectrum inversions (Fig. 4a) give an AVK matrix which
is completely diagonal with respect to time (at 3 h time res-
olution), meaning that the matrix is a block diagonal matrix
where the non-zero elements are confined to elements no fur-
ther away from the diagonal than the number of elements in310

the single measurement state vector. If correlation between
the days is introduced (Fig. 4b), the blocks adjacent to the
diagonal block become non-zero and fall off exponentially
from the diagonal. This implies that a smoothing occurs in
the temporal dimension, as already shown in Sect. 3.2. For315

direct averaging of the spectra (Fig. 4c) the AVK elements
are constant across all blocks inside the averaging time, albeit

reduced with a factor 1/16 compared to the single spectrum
inversion to account for the averaging.

The averaging kernels are the rows of the AVK matrix. For320

clarity, it is convenient to focus on some particular elements
of the rows. The first are the elements which corresponds to
the n columns around the diagonal, where n is the number of
elements in the single spectrum state vector. These represent
the vertical averaging kernel for each altitude. These kernels325

are seen in the second row of Fig. 4. The vertical averaging
kernels for the three inversions are quite similar. Most no-
table is the reduction of the values that occurs for the 48 h
averaging, but this is compensated by the kernels spanning a
larger number of measurements. Time series inversion pro-330

duces vertical averaging kernels that have smaller negative
values for elements within the same measurement compared
to single spectrum inversions, but it should be noted that ele-
ments corresponding to different altitudes and different times
can be negative (black areas in Fig. 4b).335

The temporal averaging kernels describe the smoothing in
time and are given by the elements corresponding to the same
altitude for different times. These are shown in the third row
of Fig. 4. The single spectrum inversions have Dirac delta
function kernels. The time series inversions have averaging340

kernels showing how the retrieval takes values from adjacent
measurements into account. The lower values at the wings
show how the inversions put diminishing weight measure-
ments further away. For the averaging of spectra, the tempo-
ral AVKs have a constant value over the averaging time and345

zero elsewhere.
The full width at half maximum (FWHM) of the AVKs

in the different dimensions can be used to roughly describe
the resolution of the inversion in those dimensions. Figure
5a shows the FWHM of the temporal AVKs. The single350

spectrum inversions (blue curve) and the inversions averag-
ing over spectra (black-dashed curve) have a constant tempo-
ral resolution across all the altitudes corresponding to their
respective averaging times. The red and the dashed-green
curves show the FWHM from the time series inversions.355

These inversions have a temporal FWHM which varies with
altitude. At lower altitudes the FWHM is close to 3 h, i.e. the
same as the single spectrum inversions. At higher altitudes
the AVKs become wider indicating a reduction of temporal
resolution as more information from adjacent measurements360

are used in the retrievals. Also, the larger a priori correlation
between days of the N+M matrix (red curve) compared to the
intermediate (green curve) matrix results in wider AVKs. It
is this wider averaging time at higher altitudes that allows the
time series inversions to extend the retrievals higher than the365

single spectrum inversions.
There is some limitation in using only the FWHM to de-

scribe the resolution, as it does not take into account the full
shape of the AVKs. The FWHM will have a different mean-
ing for different shapes. For example, the FWHM in the370

temporal dimension of 48 h averaged retrievals will define
where the averaging is cut off. For the exponentially-shaped
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Fig. 4: Selected elements of the averaging kernels for the theoretical test case. The first row (a-c) shows the structure of the
AVK matrices of single spectrum retrieval (left), time series retrieval with the N+M a priori uncertainty matrix (centre) and
48 h averaging of spectra (right). The second row (d-f) shows vertical AVKs for the respective cases and the third row (g-i)
temporal AVKs for the respective cases. For the vertical and temporal averaging kernels each of the curves corresponds to
different altitudes.

temporal AVKs of the time series inversions, however, the
retrievals can have significant contributions from measure-
ments beyond the FWHM. This explains why the time series375

inversion shows more temporal smoothing above 80 km in
Fig. 2, yet, it has a smaller temporal FWHM in 5a.

Figure 5b shows the FWHM of the vertical AVKs. The
FWHM is more or less the same for the inversions except
for the 48 h averaging over spectra where the reduced noise380

in the measurements results in a better vertical resolution.
Once again some care should be taken when comparing the
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Fig. 5: Properties of the simulated retrievals at the the 120th hour. Plot (a) is the FWHM of the temporal AVKs, plot (b) is the
FWHM of the vertical AVKs, plot (c) is the measurement response from the retrievals, and plot (d) is the retrieval noise from
the retrievals in units relative to the a priori concentration. The different curves represent the single spectrum inversions (blue),
the time series inversions using the N+M (red) and the intermediate covariance matrix (dashed-green), and the inversions using
the averaged spectra (black-dashed).

FWHM from the different inversions. In particular, the neg-
ative lobes seen in the 1D inversions will not be accounted
for, and thus, AVKs with weaker lobes, like those from the385

time series inversions, will have a larger FWHM, though this
mainly comes from the removal of the lobes, and not a de-
crease in vertical resolution.

The measurement response corresponds, as anticipated, to
the observed changes when x is doubled (Fig. 3b). The mea-390

surement response for the different inversions shows once
again that the time series inversion method enables the re-
trieval of atmospheric values up to roughly the same altitude
as the traditional averaging over spectra, actually exceeding
the traditional averaging when using the N+M covariance395

matrix.
Retrieval noise describes the error in the retrieved profiles

from thermal noise, and is calculated as GSεG
T (Rodgers,

2000). Figure 5d shows the square root of the diagonal el-
ements of the retrieval noise matrix. As anticipated, the re-400

duction of thermal noise in the measurements from the tradi-
tional averaging method (black-dashed line) will result in a
lower retrieval noise compared to the single spectrum inver-
sions (blue line). This is the result of both a reduction in the
thermal noise due to averaging and the change from using a405

different a priori uncertainty. The retrieval noise in the time
series inversions ends up a bit below the single spectrum in-
versions. This shows that some error reduction is achieved
with the time series method, but that the main improvement
it offers is the increased measurement response at high alti-410

tudes.
In addition to the diagonal elements, the retrieval noise

covariance matrix will have non-diagonal elements arising
from temporal and vertical correlations. This means that the
retrieval noise for the time series inversions has a correlation415

in time even though the underlying thermal noise is uncor-

related in time. The FWHM of this correlation (not shown)
can be different from that of the AVKs. For the time se-
ries inversions (N+M), it is roughly 15 h up to around 70 km,
above this it increases and reaches 50 h at 85 km. For the420

intermediate a priori covariance matrix inversions, the tem-
poral FWHM of the retrieval noise stays at around 15 h for
all altitudes.

4 Test using a real instrument

To illustrate the practical use of the time series inversion425

method, we invert atmospheric spectra measured from the
water vapour radiometer at OSO. When using real measure-
ments, instrument related issues might degrade the efficiency
of the retrieval, or introduce biases, which complicates the
retrievals and error analysis.430

4.1 OSO-radiometer

The radiometer used to test the time series inversion method
is placed at OSO (57.4◦N, 12◦E). It measures water vapour
at 22.235 GHz with a resolution of 25 KHz and bandwidth of
20 MHz. The system has an uncooled HEMT frontend and435

uses a 800 channel autocorrelator backend. Receiver tem-
perature is estimated to 170 K and the calibration is done by
a hot-cold calibration and beam switching. The spectra are
also corrected for tropospheric absorption. Each spectrum
consists of 5 min measurements averaged together into six440

3 h-intervals for each day, 00-03, 04-07, 08-11, 12-15, 16-19
and 20-23. The averaging is done so that measurements with
lower noise values have a larger weight in the average. The
thermal noise of each 3 h spectrum is determined separately
by fitting a 3rd order polynomial to one of the line-wings and445

calculating the standard deviation of the residual.
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Fig. 6: H2O retrievals from the summer of 2005 obtained by the OSO radiometer. The result is relative to the a priori
concentration and are shown for 76 km (a), 64 km (b) and 52 km (c). The different curves represent the single spectrum
inversions (blue), the time series inversions using the N+M (red) and the intermediate covariance matrix (dashed-green), and
the inversions using the averaged spectra (black-dashed).

When performing the time series inversions over all days
and all channels, the retrieval matrices become large. To
reduce the size of the matrices, only a sub-sample of the
channels is selected, as in the theoretical test case. In the450

line-centre, all channels are used, but at the line-wings, the
channel separation is increased gradually, reaching 620 kHz
at the far ends. In total, 83 of the 800 channels are used.
Furthermore, the retrievals are performed in 30 day intervals.
To minimise edge effects each interval has a 10 day overlap,455

which allows for 5 days on each end of the retrieval intervals
to be removed. These intervals are then combined to create
the complete time series. Further discussion regarding the
computational demands can be found in Sect. 5.

Just as in the theoretical test case, the retrievals are per-460

formed on each 3 h spectrum separately, with the time se-
ries inversion method, and a 48 h moving average of spectra.
However, since the thermal noise in the measurements varies
with time, the simple averaging is replaced with a weighted
average giving measurements with lower noise more weight.465

In addition, since some gaps exist in the measurements, some
48 h averages have fewer measurements than the nominal 12.

The inversions are set up as described in Sect. 3, ex-
cept that since the noise level varies with time, the ther-
mal noise in each measurement must be estimated from each470

corresponding spectrum rather than having a constant noise
level as in Sect. 3.3. Additionally, an instrumental baseline
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(5th order polynomial) is retrieved with a priori uncertainties
from 10 K (0th order) to 2 K (5th order). Since the atmo-
sphere over OSO changes over time, the a priori is also set to475

vary according to the climatologies (temperature and water
vapour) in Sect. 3, rather than have a constant value.

4.2 Dealing with measurement gaps

The OSO time series has periods where no measurement data
could be recorded. These periods are mainly caused by rain.480

Data gaps create additional problems when handling mea-
surement series. A time interpolation using neighbouring re-
trieved data requires the user to select an interpolation strat-
egy (nearest, linear, spline . . . ), as well as to make subjective
judgements on the validity of these interpolated values based485

on experience and knowledge of the atmospheric variables
measured.

The time series inversion method provides an elegant so-
lution to this problem. To obtain values at the gaps, x is
expanded to cover the times where measurements are lack-490

ing. This increases the size of x to n ·(N+N ′), where N ′ is
the number of missing measurements (n, N , and later m are
defined as in Sect. 2.2). The expansion of x allows the MAP
algorithm to retrieve the missing values, maintaining a con-
sisten inversion methotology over the complete time period.495

Since the size of x is increased, the number of columns
in K must increase correspondingly. This gives K a size of
N ·m×(N+N ′) ·n. The elements in the N ′ extra columns
will be zero as no measured spectra exists for this time in y.
Physically this is equivalent to only using a virtual measure-500

ment of the a priori atmosphere at the time of the data gap.
However, this does not mean that only a priori information is
used for the retrieval of corresponding state. Since Sa con-
tains information about the temporal correlation of the atmo-
sphere, the MAP method will automatically use information505

from neighbouring measurement to “optimally” estimate x
at the time of the measurement gap.

For an “interpolated” value, the amount of information
taken into account from nearby measurements is given by
the corresponding measurement response. The measurement510

response will depend on the a priori uncertainty matrix used
and the amount of noise in the adjacent measurements. For
the single spectrum inversions the measurement response
will be zero at the interpolated values, whereas for the time
seres inversions it will increase with increasing a priori tem-515

poral correlation. The measurement response will provide a
value on which the validity of the interpolated value can be
determined. This value is based on the underlying statisti-
cal properties of the retrievals, and thus a consistent selec-
tion scheme can be applied, for example, by only using data520

points above a certain measurement response threshold (e.g.
0.8).

4.3 Result from time series inversions

Retrievals from the OSO instrument were done for the en-
tire measurement period (2002-2012). For comparison of the525

different inversions methods, an example period from end
of April to end of June 2005 was selected for further study
as this period offers a long set of continuous measurements,
with few measurement gaps. The results of the retrievals at
three different altitudes are shown in Fig. 6. These results530

include estimated values where data gaps occur (13 of 368
times), interpolated using the method discussed in Sect. 4.2.

By comparing the single spectrum retrievals (blue curve)
to the retrieval of 48 h averaged spectra (black-dashed curve),
the effect of the averaging can be seen. The variability is re-535

duced from 1σ ∼ 0.22 in the single spectrum inversions to
1σ ∼ 0.15 in the averaged ones, with the averaged spectra
having a longer temporal correlation. This correlation has
two causes. The first one is the temporal correlation of the
atmospheric changes over the instrument, the other cause is540

the thermal noise which, as discussed earlier, will also have
a correlation in time when averaging is performed. In addi-
tion to the change in variability, the averaged spectra show
a clearer deviation from the a priori at higher altitudes. This
shows the effect of the increased measurement response at545

these altitudes.
The time series inversions (red and dashed-green curves)

show an increased measurement response at higher altitudes
similar to the 48 h averaged inversions, and the variation is
correlated over several days. The more longer-term aver-550

ages, over a couple of days, seems to follow the averaged
inversions. At 76 km the measured mean over the entire pe-
riod is actually lower than the a priori mean concentration.
This illustrates why it is important to include the uncertainty
in the a priori mean in the inversions. Without this part,555

the measurement response would be lower and the inversions
would not reveal this information. At lower altitudes (52 and
64 km), the time series inversions preserve many of the short-
term variations, indicating a high temporal resolution at these
altitudes.560

It is hard to distinguish whether the short term variations
are a result of noise in the instrument or natural variance in
the atmosphere. However, the main point of these retrievals
is not to determine the true water vapour concentration in the
atmosphere, but rather to show that the time series inversions565

produce similar results to the single spectrum inversions at
lower altitudes while reproducing the result from the aver-
aged inversions higher up.

4.4 Averaging kernels

Since the thermal noise in the real measurements varies with570

time, the AVKs vary as well. Thus, to study some typical
AVKs, three dates are selected for further inspection. Fig-
ure 7 shows the magnitude of the thermal noise in each of
the measurements from the time series in Fig. 6, and the se-
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Fig. 7: 1σ of the thermal noise from the OSO radiometer from the summer of 2005, estimated as described in the text. The
measurements are performed with 3 h integration time. The circles show the three days selected for further AVK analysis.

lected measurements are marked by the three circles. The575

first measurement (2005-05-10, red circle) is from a mea-
surement with a low noise value. The second (10 May 2005,
green circle) and third measurement (10 May 2005, blue cir-
cle) are separated by only four hours and have a high and
intermediate thermal noise value respectively.580

The measurement response of the three measurements is
shown in the top row of Fig. 8. The measurement response
of the low noise measurement is similar to the theoretical test
case above 60 km. Below 60 km the measurement response
starts declining due to the fitting of the instrumental baseline585

polynomials. The similarity above 60 km is not surprising
considering that the noise of the measurement is 0.043 K,
which resembles the noise in the test case of 0.037 K. The
two other cases, however, have much higher noise than the
test case with values of 0.16 K and 0.07 K. This results in a590

very low measurement response for single spectrum inver-
sions, but the time series inversions and the averaged spectra
still have a good measurement response between 55-75 km.

The amount of information taken from each measurement
is given by the temporal averaging kernels shown in the sec-595

ond row of Fig. 8. However, unlike the averaging kernels
from the theoretical test case, the temporal averaging ker-
nels are not smoothly exponentially-declining (see Fig. 4),
but vary depending on the weight placed on each adjacent
measurement. This variation comes from the fact that the600

MAP method puts a lower weight on noisier measurements.
In fact, the temporal averaging kernels from the measure-
ment with intermediate noise (Fig. 8f) show that the inver-
sion hardly weighs in the noisy measurement from 3 h ear-
lier at all. In the high noise case (Fig. 8e), it can be seen that605

the adjacent measurement is actually weighted more than the
central measurement, as the AVK has its peak displaced from
the centre.

The last row of Fig. 8 shows the FWHM of the temporal
AVKs. For the low noise measurement (Fig. 8g) the FWHM610

is similar to the theoretical test case above 60 km having a
minimum width at around 60 km before increasing in width
with increasing altitude. For the measurements with higher
noise, however, the irregular shape of the temporal AVKs

means that the interpretation of the FWHM is not as straight-615

forward as in the theoretical case. The maximum might not
be centred at zero, and the position of the half-value point
might even be ambiguous. As a result the FWHM of the
temporal AVKs from these measurements (Fig. 8h, 8i) dif-
fers quite a lot from the theoretical test case, especially for620

the high noise case where it fluctuates at lower altitudes.

5 Computational demands

Though there are several advantages of expanding the in-
versions into the temporal dimension, a drawback is the in-
creased computational demand. The computational demand625

includes both larger memory usage and the increased number
of CPU operations required for the matrix operations. This
paper will not go into detail on optimising the efficiency of
the retrievals, but a discussion of the major issues is required.

Depending on the retrieval setup, either K, Sε or Sa will630

have the largest memory demand. All three matrices tend
to be diagonal heavy (i.e. highest values around the diago-
nal), thus considerable memory can be saved storing them
as sparse matrices. For Sa, this could require some cut-off
value for the covariance, as the exponential correlation theo-635

retically never reaches zero.
Considering CPU cycles, the linear algebra can be op-

timised for either n < m (n-form) or n > m (m-form)
(Rodgers, 2000), where n, m (and later N ) are defined in
Sect. 2.2. For the retrievals in this paper n <m, and the640

most demanding operations are the calculation of KTS−1ε K,
which scales as N3n2m, S−1a , and (KTS−1ε K+S−1a )−1,
which both scales as N3n3.

The available computational power limits the size of N,n,
and m. In the retrievals from the OSO radiometer, N is lim-645

ited to measurements from 30 consecutive days (N ∼ 180).
To limit m, we use a simple solution of only selecting a 83
channel subset of the 800 channels in the spectrometer. Other
methods makes it possible to take advantage of all the chan-
nels while keeping down the size of m. These might be as650

straightforward as binning channels at the line wing, i.e. av-
eraging the channels together to reduce the noise, or more
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Fig. 8: Properties of the AVKs from three selected measurements from the OSO radiometer. The left column shows the
low noise measurement (10 May 2005), the centre column shows the high noise measurement (21 May 2005), and the right
column shows the intermediate noise measurement (21 May 2005). The first row (a-c) depicts the measurement response of
the respective measurements, the second row (d-f) temporal averaging kernels of different altitudes, and the third row (g-i) the
FWHM of the temporal AVKs. The different curves in the first and last row represent the single spectrum inversions (blue),
the time series inversions using the N+M (red) and the intermediate covariance matrix (dashed-green), and the inversions using
the averaged spectra (black-dashed).

advanced data reduction methods based on eigenvector ex-
pansions (e.g. Eriksson et al. (2002)).

In addition to reducing the size of the matrices, the alge-655

bra itself can be optimised. In particular, the inversion of
(KTS−1ε K+S−1a ) can be avoided by solving Eq. 3 directly

using methods such as Cholesky decomposition (Livesey
et al., 2006) or the Iterative Bi-conjugate Gradient method
(Redburn et al., 2000).660

Data reduction algorithms and optimisation of the linear
algebra might indeed improve the practical use of the time
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series inversion methods, but a thorough discussion of such
optimisation is beyond the scope of this paper as it will be
highly dependent on the specific retrieval setup and needs.665

6 Discussion and Conclusion

This paper presents a method for inverting time series data
from ground-based instruments by extending the retrieval
method into the temporal dimension. This is done by di-
rectly specifying the correlation of the atmosphere in time670

to achieve “optimal averaging” at all altitudes. The implica-
tions and analysis of the temporal averaging kernels are dis-
cussed thoroughly in the paper, including their importance
and limitations in describing the temporal resolutions of the
retrievals.675

To investigate the effect of using different temporal cor-
relations, the time series inversions are performed with two
different a priori matrices: one modelled to represent a real-
istic a priori uncertainty (N+M), and one intermediate matrix
with shorter temporal correlation. Interestingly enough, in680

both the simulated retrievals (Fig. 5c) and the practical exam-
ple (Figs. 8a, 8b, and 8c), the retrieval using the intermediate
covariance matrix shows almost the same increase in mea-
surement response between 60 and 80 km as the retrievals
using the realistic covariance matrix. This is confirmed as685

the difference in the retrieved data from the OSO radiometer
between the two matrices (Fig. 6) is minuscule below 80km.

The similar increase in measurement response for both
matrices shows that the major improvement of the time se-
ries inversions comes from the basic step of extending the690

inversions into the temporal dimension rather than to specify
the covariance matrix in detail. This is important for the prac-
tical use of the method since it means that the method can be
applied to cases where the temporal correlation is unknown,
or hard to specify using Gaussian statistics.695

The practical demonstration of the method retrieves 10
years of water vapour data from the OSO radiometer. This
takes less than 24 h to do on a normal desktop computer.
The relatively short processing time shows that the computa-
tional demands of the method, though higher than for single700

spectrum inversions, are not insurmountable. For large scale
retrievals, however, further optimisation might be advanta-
geous, in particular, the data reduction method for reducing
the size of the measurement vector can easily be improved.

The practical inversions also show how the time series705

method can be used to interpolate data to times where no
measurements are performed. The interpolation is carried out
directly during the retrieval. It is based on the same underly-
ing a priori statistics of the atmosphere, and it automatically
takes into account the quality of the nearby measurements.710

By using the measurement response, a selection of the valid
interpolated values can be made. This selection is consistent
with the retrieval, and removes the need for ad hoc, post-
processing selection algorithms to fill data gaps.

Some earlier studies have also used the temporal dimen-715

sion in the retrievals, in particular, the AURA-MLS retrieval
of ’noisy’ products (Livesey et al., 2006) is similar to the
time series method suggested here. The difference is that,
whereas the MLS retrievals invert all spectra simultaneously
into one mean profile over the entire time period, the time720

series inversions uses the MAP method to determine the op-
timal averaging period and produce a complete time series.

The advantages of using the time series inversion tech-
nique will depend on the instrument and species studied.
This paper has focused on water vapour retrieval from a mi-725

crowave radiometer, but the method will similarly benefit in-
struments retrieving other species such as O3, or using other
methods, such as FTIR. Another useful applications of the
method is the retrieval of several species, or atmospheric
variables requiring different averaging times.730

An additional, interesting aspect of the approach is the
possibility to also consider time correlations of instrument
variables. For example, the practical test case used here in-
cluded the retrieval of polynomial coefficients to describe
”baseline ripple”. The a priori variability of these coefficients735

are set to be the same, independent of integration time, and
uncorrelated between measurements. However, if the tem-
poral correlation of baseline changes is determined, it can be
incorporated in time series inversion. This would result in
an extension of the measurement response downwards com-740

pared to retrievals using a single spectrum or 48 h averaged
spectra.

The time series inversion technique offers several advan-
tages over traditional averaging. In particular it offers a way
to produce a single consistent dataset from retrievals that745

span a wide set of altitudes, optimising the temporal reso-
lution at each altitude. This removes the need for multiple
datasets for variables requiring different integration times.
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Eriksson, P., Jiménez, C., Bühler, S., and Murtagh, D.: A Hotelling

transformation approach for rapid inversion of atmospheric spec-
tra, J. Quant. Spectrosc. Radiat. Transfer, 73, 529 – 543, doi:
10.1016/S0022-4073(01)00175-3, 2002.780
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