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Abstract. Chemical transport models (CTMs), used for the
prediction of, for example, nitrogen deposition or air quality
changes, require estimates of the growing season of plants
for a number of reasons. Typically, the growing seasons are
defined in a very simplified way in CTMs, using fixed dates
or simple functions. In order to explore the importance of
more realistic growing season estimates, we have developed
a new and simple method (the T5 method) for calculating the
start of the growing season (SGS) of birch (which we use
as a surrogate for deciduous trees), suitable for use in CTMs
and other modelling systems. We developed the T5 method
from observations, and here we compare with these and other
methodologies, and show that with just two parameters T5
captures well the spatial variation in SGS across Europe.

We use the EMEP MSC-W chemical transport model to il-
lustrate the importance of improved SGS estimates for ozone
and two metrics associated with ozone damage to vegetation.
This study shows that although inclusion of more realistic
growing seasons has only small effects on annual average
concentrations of pollutants such as ozone, the metrics asso-
ciated with vegetation risk from ozone are significantly af-
fected.

This work demonstrates a strong need to include more re-
alistic treatments of growing seasons in CTMs. The method
used here could also be suitable for other types of models
that require information on vegetation cover, such as meteo-
rological and regional climate models. In future work, the T5
and other methods will be further evaluated for other forest
species, as well as for agricultural and grassland land covers,
which are important for emissions and deposition of reactive
nitrogen compounds.

1 Introduction

For forest trees, the start of the growing season (SGS) is asso-
ciated with changes in key biogeochemical processes such as
photosynthesis, transpiration and especially CO2 uptake. The
growing season is usually determined by environmental fac-
tors, including air and/or soil temperature, daylight length,
precipitation and altitude (Mahall et al., 2010; Pinto et al.,
2011).

In particular, SGS is highly sensitive to temperature (Pol-
gar and Primack, 2011; Rybski et al., 2011; Doi and Katano,
2008), and hence to the effects of climate change. Sev-
eral studies have shown the impact of climate change on
SGS and the end of the growing season (EGS), for exam-
ple Menzel and Fabian(1999); Menzel et al.(2006); Penue-
las et al.(2009) andWiedinmyer et al.(2004). Menzel and
Fabian(1999) reported that the average annual growing sea-
son has extended by almost 11 days since the early 1960s.
Chmielewski and Rotzer(2001) reported that the warming in
early spring in the last 30 yr caused an earlier start of growing
season by 8 days. Further,Myeni et al.(1997) published the
effect of seasonality of start of growing season on seasonality
of CO2 in the atmosphere.

A number of different types of models try to predict, or
require information on, SGS. These studies include ecosys-
tem models such as the Lund-Potsdam-Jena (LPJ) family of
codes (Sykes et al., 1996; Smith et al., 2001), which sim-
ulate the growth of vegetation on multi-annual time scales,
often on global scales. The LPJ-GUESS version of this
code (Smith et al., 2001) has also been used in combina-
tion with regional climate models (Smith et al., 2011), and
for the estimation of emissions of “biogenic” volatile organic
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compounds (BVOCs) such as isoprene or monoterpenes from
vegetation (Arneth et al., 2007; Schurgers et al., 2009).

Chemical transport models (CTMs), which are used to pre-
dict concentrations of air pollutants such as ozone or par-
ticulate matter, or to predict depositions of e.g. sulphur and
nitrogen, also require assumptions about SGS and EGS for
dealing with biosphere–atmosphere interactions. Of particu-
lar interest for this study, the CTM (Simpson et al., 2012) of
the European Monitoring and Evaluation Programme, Mete-
orological Centre-West (EMEP MSC-W,www.emep.int), re-
quires SGS and EGS for many important processes. These in-
clude calculations of the dry deposition of pollutants, includ-
ing oxidised and reduced nitrogen (Simpson et al., 2006),
and for emissions of biogenic volatile organic compounds
(BVOCs), which are important for ozone and organic aerosol
(Simpson, 1995; Simpson et al., 1999, 2007; Bergstr̈om
et al., 2012).

The EMEP model is important for the development of
policy in Europe, as results from the model underpin the
integrated assessment approach, which has been the basis
for protocols developed under the United Nation Economic
Commission for Europe for more than 30 yr (Sliggers and
Kakebeeke, 2004), and within the European Union’s Clean
Air for Europe programme (Amann et al., 2011). The model
has also been used recently to help untangle the connections
between nitrogen deposition and forest carbon sequestration
(Sutton et al., 2008).

Similarly, numerical weather prediction (NWP) models
and general climate models (GCMs) use SGS in their pre-
dictions of water and heat fluxes, again often using very sim-
plified treatments of vegetation and growing seasons. For ex-
ample, the weather research and forecasting (WRF) model
(Skamarock and Klemp, 2008) is a well-regarded meso-scale
NWP model, widely used also in air quality modelling (e.g.
Grell et al., 2005; Zhang, 2008; Foley et al., 2010; Vieno
et al., 2010; Zhang, 2008). Vegetation characteristics are
mainly prescribed by the input of monthly fields of leaf area
index, implying no year-to-year variation. As another exam-
ple, a revised land surface model (TESSEL), which is imple-
mented in the European Centre for Medium-Range Weather
Forecasts (ECMWF) model, uses a constant day (e.g. 26
March) for the start of the growing season for surface ex-
change over land (Wipfler et al., 2011).

There are several models that calculate SGS as a func-
tion of air temperature. The most common approaches use
the so-calledgrowing day degree (GDD) method, based on
daily average temperature to predict SGS (e.g.Smith et al.,
2001; Villordon et al., 2009; Wang, 1960). GDD is defined as
the number of temperature degrees above a certain threshold
base temperature and, as well as SGS, is often used to predict
other phenological features such as flowering time (Linkos-
alo et al., 2008, 2010) or the start of pollen production (Gal̈an
et al., 2001; Linkosalo et al., 2010; Sofiev et al., 2012).

Other models use NDVI (normalized differenced
vegetationindex) from satellite data to define the start and

end of growing seasons (e.g.Steltzer and Post, 2009; Going
Dao-Yi, 2003; Guenther et al., 2006; Cox, 2001; Myeni
et al., 1997).

As will be discussed in more detail in Sect.2.1, the EMEP
MSC-W model uses a latitude equation to model SGS and
EGS. This simplified method has actually been found to work
quite well compared to more complex methods (Tuovinen
et al., 2009), but has obvious deficiencies. Not least, it pays
no regard to year-to-year variations and cannot account for
the differences between locations at the same latitude, but
with different climates. This methodology is obviously not
ideal for looking at long-term (e.g. decadal or 100 yr) trends
of air pollution, especially when linked to expected climate
change impacts. In order to improve the ability of the EMEP
model to capture year-to-year variations in SGS and EGS,
we have tested several methodologies and developed a new
dynamic method that depends only on daily average temper-
ature.

This work should be seen as a first step to including more
realistic growing seasons in the EMEP model, with the in-
troduction of a meteorological-dependent SGS being com-
pared to the assumption used up to now that SGS is a func-
tion of latitude only. To make the modelling of the start of
growing season as simple as possible, but still valuable, we
chose a species (birch,B. pubescens) whose SGS mainly de-
pends on temperature (Körner and Basler, 2010). Beech and
oak are other characteristic species for a temperate decidu-
ous forest (Allabay, 2006; Skjøth et al., 2008), which we had
considered for this study, but SGS for these species is com-
plicated by a greater dependence on light conditions (Körner
and Basler, 2010). However, differences in SGS between dif-
ferent deciduous species are not so great. For example,Men-
zel et al.(2008) investigated the extension of the growing
season in two European countries, and amongst other results
they found differences in leaf unfolding of about±2 weeks.
Even where larger deviations are found (e.g. for alder), there
seem to be good correlations between phenological events
at the start of the growing season among different species
(Linkosalo, 1999).

In this study, we have postulated some simple temperature-
dependent equations and compared these and a few other
methods for calculating SGS against observed data. We also
compare some existing EGS methods to observations. We
also investigate the sensitivity of the EMEP CTM model re-
sults to the choice of method, in order to quantify the impacts
of changes in growing season on a few illustrative metrics of
air quality.

There are several different definitions for SGS, includ-
ing start of budburst (Duchemin et al., 1999), start of leaf
unfolding (Beck et al., 2007; Kross et al., 2011; O’Connor
et al., 2012), or cambial growth after winter dormancy (Krep-
kowski et al., 2011; Jyske et al., 2012), and it is often unclear
which definition is used in different studies. In this study, we
define SGS as the start time of leaf unfolding by the plants.
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2 Methods for SGS and EGS

In this paper we compare SGS values calculated using four
different methods, and EGS values with two methods. One
method will use monthly average temperatures, typical of
ecosystem usage, and two will use daily temperatures, from
EMEP MSC-W input fields. Sections2.1–2.4below describe
the methods used. In principal daily temperatures are of
course more realistic, but in practice many ecosystem mod-
els and other models have to rely upon archived monthly
data, and typically daily temperature values are generated
using interpolation between these monthly values. In par-
ticular, many models (including LPJ-GUESS) make use of
the CRU (Climatic Research Unit) climate database. The
database provides long-term monthly average temperatures
gridded at 0.5◦ longitude/latitude resolution for the period
1901–2009, and has thus proved an invaluable resource for
vegetation modelling.

Figure1 illustrates the differences inherent in using tem-
perature from an NWP model or from monthly CRU data.
The averages of the NWP method (monthly values not
shown) and the CRU data are actually quite close, especially
in the first half of the year, but the day-to-day change in tem-
perature is of course much more variable using direct daily
NWP data. Interestingly, this figure shows several examples
where daily average temperatures from the NWP model ex-
ceed 5◦C, a threshold that is often used alone to define grow-
ing seasons. Using interpolated data from monthly averages,
this 5◦C would only be exceeded after about 3 months, but
in the NWP data the first exceedances occur in January.

2.1 “LAT” method

The LAT method is the default latitude-based method of the
EMEP model. The calculation of SGS and EGS in the EMEP
model is a function of latitude, not climate. The equations
used are

dSGS, LAT= dSGS, 50+ 1SGS(φ − 50) (1)

wheredSGS, LAT is the ordinal day of SGS,dSGS, 50(= 100
for deciduous trees) defines the start of the growing season
at 50◦ N, φ is latitude in degrees, and1SGS is the increase in
SGS per degree N, set as 1.5 days/degree for deciduous trees.
For the end of the growing season, we use

dEGS, LAT = dEGS, 50+ 1EGS(φ − 50) (2)

wheredEGS, 50and1EGS define the end of the growing sea-
son in an analogous way to the SGS terms.

These equations were loosely developed to fit data pre-
sented inZhang et al.(2004), although modified in consul-
tation with European forest experts from the UNECE “map-
ping manual” process (LRTAP, 2010). These equations have
been found to fit a wide range of data (Emberson, 2009), and
have often been found to perform better than more complex
methods (see e.g.Tuovinen et al., 2009).

-5

 0

 5

 10

 15

 20

 25

 50  100  150  200  250  300  350

T
e
m

p
 (

°
C

)

Day

NPw data
CRU data

Fig. 1. The daily average temperature from the ECMWF numeri-
cal weather prediction model (as input to the EMEP model) and as
interpolated from the CRU climate database for a low-altitude loca-
tion in northern Germany.

2.2 “LPJ-CRU” method

LPJ-GUESS is an object-oriented, modular framework to
model the dynamics of ecosystem structure and function-
ing from the patch scale to the global scale (Smith et al.,
2001). Standard LPJ-GUESS uses the CRU climate database
as noted above. In default usage, the daily average temper-
atures are approximated by using interpolation functions to
estimate daily temperatures from these monthly average data.
These estimated daily temperatures are then used for the cal-
culation of growing degree days (GDD). A detailed docu-
mentation of the interpolation function is found inSmith
et al.(2001). In the model fromSmith et al.(2011), the grow-
ing degree days to budburst (GDD0) are first calculated as a
function of the length of the chilling period (Sykes et al.,
1996):

GDD0
= a + b · e−k·C, (3)

where C is the number of days over the winter period1

with the temperature< 5◦(chilling days) anda, b and k

are species-specific constants (forBetula pubescensa = 0,
b = 350 andk = 0.05). The growing degree days until a spe-
cific ordinal dayj are calculated with

GDDj

5,LPJ =

i=j∑
i=1

max(0, Ti − 5) (4)

whereTi is the daily average temperature in◦C on dayi,
and the max function returns the valueTi − 5 whereTi > 5,
otherwise zero. The SGS is then calculated with

dSGS, LPJ= First dayi where GDDi5,LPJ > GDD0. (5)

1As defined in the LPJ-GUESS code, chilling days start to be
accumulated once the running 31-day average temperature in au-
tumn/winter drops below 5◦C.
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The modelling of EGS begins after the start of growing
season in a location. First we calculate the sum of daily frac-
tional leaf cover (equivalent number of days with full leaf
cover) so far this growing season:

A
j
LPJ =

i=j∑
i=dSGS, LPJ

min

(
1,

GDDi
5,LPJ− GDD0

1GDD5

)
, (6)

where1GDD5 (= 200) is the the GDD needed on 5◦C base
to attain full leaf cover. EGS is then calculated as

dEGS, LPJ=First dayi, afterdSGS, LPJ, whereAi
LPJ>Amax

LPJ (7)

whereAmax
LPJ (= 210) is the maximum number of equivalent

days with full leaf cover per growing season.

2.3 “TTM” method

The thermal time model (TTM) was developed byLinkosalo
et al.(2010) and calibrated bySofiev et al.(2012) for Europe
using data fromSiljamo et al.(2008) and data from the Euro-
pean Aerobiological Network (EAN,https://ean.polleninfo.
eu/Ean/), to calculate leaf budburst for birch. The calculation
of SGS using TTM begins with a modified heat sum:

GDDj

3.5,TTM =

i=j∑
i=t0

max(Ti − Tcrit,0) (8)

where GDDj3.5,TTM is this modified heat sum (H(t) in the
notation ofSofiev et al., 2012), t0 the first day of counting
(t0 = 60,∼ 1 March, as inSofiev et al., 2012), andTcrit is the
critical temperature threshold (3.5◦C). Sofiev et al.(2012)
used the TTM to predict onset and duration of flowering. In
this work, we assume that the start of flowering and start of
leaf budburst are quite close, usually a reasonable assumption
within some days uncertainty (Linkosalo, 1999), and calcu-
late our SGS using the same criteria asSofiev et al.used for
flowering:

dSGS, TTM= First dayi where GDDi3.5,TTM > Hfs. (9)

Hfs is a temperature sum threshold for the start of the sea-
son, which varies by location. We used maps ofHfs calcu-
lated bySofiev et al.(2012) (as available athttp://silam.fmi.
fi/MACC/).

Sofiev et al.(2012) also present methods of calculating the
end of the pollen season, but this is physiologically different
to the EGS required in this work, so we use TTM only for
SGS calculations.

2.4 “T5” method

A new method tested here was designed to make use of one
simple parameter, near-surface temperature from the NWP
model, but accounting for geographical differences in plant
response.

The T5 method considers that plants in warm regions need
more days in which the daily average temperature is contin-
uously more than 5◦C than in cold regions. This is loosely
consistent with the assumption that the heat sum requirement
in warm regions is greater than in cold regions (cf.Sofiev
et al., 2012), and with experimental results that the number
of the days needed to budburst is often related to the number
of chilling days (which is usually related to the duration of
winter). For example,Myking and Heide(1995) andMyking
(1999) found that the days to budburst forBetula pendula
Roth andB. pubescensseedlings decreased with increased
duration of chilling.

Thus, we assume that birch needs a particular time range
in which the daily average temperature is always more than
5◦C to start unfolding of leaves, and that this time range is
shorter in colder conditions. We have developed the follow-
ing two equations to express this dependency:

Du,i = α − β i (10)

dSGS, T5= First dayi where allTi−Du,i
· · ·Ti ≥ 5◦C (11)

whereDu,i is the required number of days for the start of the
unfolding of the leaves for a given ordinal dayi, α (= 39) and
β (= 0.2) are empirical constants, and SGS is defined as the
first day where a number,Du,i , of previous days have daily
average temperatures exceeding 5◦C. We test Eqs. (10)–(11)
for all daysi starting ati = 1 until Eq. (11) is satisfied. Fig-
ure 2 illustrates howDu,i varies with day number. The pa-
rameter values (α = 39,β = 0.2) in Eq. (10) were found by
optimising against the observed SGS data, in terms of regres-
sion slope and correlation coefficient, using meteorological
data from the year 2008. The index of agreement and mean
absolute error discussed below were not part of the optimisa-
tion. This procedure is further commented on in Sect.5.1.

As an example of usage, to end up withdSGS, T5around
day 100, we haveDu,100 = 19, so temperatures must have
been≥ 5◦C from days 81 to 100. For much colder regions,
where we ended up with saydSGS, T5= 180, thenDu,100 = 3,
so only days 178–180 above 5◦C were needed before the
growing season is assumed to start.

The T5 methodology is deliberately simple, but it has a
number of advantages:

– A single temperature threshold is used across Europe,
but the methodology accounts in a natural way for
the differences between cold and warm climates, with
plants in e.g. northern Europe (or at high altitude) re-
quiring only a few days with temperatures exceeding
5◦C, whereas plants in warmer areas require longer pe-
riods of warmth before growth starts.

– The methodology is self-consistent and can be applied
for any model resolution and is not dependent on exter-
nal data (e.g. no specification of heat-sum thresholds is
needed).
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Fig. 2.The required number of days to start leaf unfolding by birch
as a function of the start of growing season.

– SGS can be calculated from current-year temperature
fields only; it avoids the need for data from previous
winters for example.

Of course, the methodology has disadvantages too. It
does not explicitly account for chilling events and is less
sophisticated than methods such as those ofMyking and
Heide(1995) andHanninen(1990). The species (birch) for
which this method is developed and tested has simpler re-
quirements for leaves and flowering than other species (e.g.
alder, Linkosalo, 1999; oak or beech,Körner and Basler,
2010). The methodology is empirical, rather than biologi-
cally based, and thus cannot account for many aspects of cli-
mate change (this is discussed further in Sect.6). However,
we will show that the methodology can be quite successful in
reproducing the spatial variation in SGS for birch seen across
Europe, and thus it serves as a useful first step to improving
the treatment of growing seasons in the EMEP model. This
also allows us to explore the importance of more accurate
estimates of growing season for some air quality indicators
associated with biosphere–atmosphere exchange.

3 Observations and statistical approach

To develop the T5 method, and evaluate this and other SGS
and EGS methods described above, we compare with the
PAN European Phenological Database (PEP) (PAN, 2011).
The PEP database includes observation data from 31 Euro-
pean countries and has in total collected data from 18 687
stations.

We found 2029 observed data records from 122 stations in
23 European countries around the start of the growing season
for B. pubescens. Most observation stations (77 of 122) are
located in Finland, Germany and the Netherlands. The data
records for SGS were mostly taken between 1971 and 1991,

but records up to 2009 were available at some sites. The ear-
liest observed SGS values were day 56 in the Netherlands,
and the latest day 175 in Finland. Most stations (107 of 122)
are located below 500 m above sea level. The highest station
is located at 1550 m a.s.l. in Greece. For the end of the grow-
ing season (EGS), we found suitable datasets at 55 stations.
Table1 summarises the available data for SGS, and Table2
provides details of SGS for each location.

In Sect.5.1we will present comparisons between the esti-
mated and observed SGS and EGS. However, two important
complications in making this comparison are (i) differences
in the altitude of the observed SGS and modelled temperature
data, and (ii) differences in the years available for compari-
son.

The effect of altitude on temperature and the vegetation
has been reported in the many studies (e.g.Beals, 1969;
Caprio, 1993; Klimes, 2003; Luo et al., 2004; Korner, 2007).
A 100 m increase in altitude causes a temperature decline
of about 0.6◦C. In principal we could account for this, but
the NWP and CRU data are also applicable to a given alti-
tude, and their interpretation is problematic. For example, the
NWP data input to the EMEP model is provided in terrain-
following coordinates, for grid cells of ca. 50 km× 50 km
in extent. The NWP model’s near-surface temperature is in
some senses a temperature applicable to an average terrain
height, but at the same time it has been derived through as-
sumptions applicable only to flat homogeneous terrain. In or-
der to avoid some of the problems that are inevitably intro-
duced when comparing data in mountain regions, we restrict
our analysis to sites where the difference in the NWP model’s
(or CRU data) terrain height and the observation site is within
100 m.

Direct year-to-year comparison between observed SGS,
EGS and estimated values is also problematic. Most observed
SGS and EGS values were recorded between 1971 and 1994.
In a few locations, the SGS data were observed between 2005
and 2009. We have daily ECMWF NWP data from the EMEP
system available only for 2005 onwards. It was therefore not
possible to make a comparison of the observed SGS and
modelled SGS year by year except over a very limited data
range. The CRU data could have been used in principal, but
as discussed above, the use of interpolated data from monthly
records can be misleading when comparing to daily temper-
ature thresholds, and we are primarily seeking a method for
use with CTMs that can make use of detailed temperature
data. Therefore we calculated the average SGS of each sta-
tion and compared with average modelled SGS for 5 yr. This
approach ignores therefore year-to-year variability at partic-
ular stations, and indeed the effects of climate trends, but is
aimed at capturing the larger geographical differences that
the PAN database provides.

However, for 23 stations we were able to compare esti-
mates of average SGS from all the data with average SGS
from 2005–2009 values (where at least three of these years
were available), and the differences were found to be rather

www.biogeosciences.net/9/5161/2012/ Biogeosciences, 9, 5161–5179, 2012
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Table 1.Summary of the observation stations with data records for SGS in the PAN database. Note that countries can have several stations,
taking observations for different years.

Country Number Number Years Range in SGS Altitude range
Sites Obs. (days) (m a.s.l.)

AT 3 50 1971–1999 79–134 150–900
BA 1 21 1971–1991 104–143 1000
BE 2 46 1971–1997 79–135 15–500
CH 1 29 1971–2000 90–122 600
DE 22 482 1971–2000 80–166 13–1370
DK 4 49 1971–1994 92–135 5–40
FI 37 693 1971–2009 113–175 5–335
FR 1 9 1978–1988 91–135 70
GR 1 9 1973–1982 110–125 1550
HR 2 35 1971–2000 74–118 64–146
HU 2 21 1974–1994 90–134 90–220
IT 5 135 1968–2009 63–129 14–80
ME 1 18 1975–1993 69–120 5
MR 1 3 1975–1994 98–116 240
NL 18 71 1868–1978 56–125 0–25
NO 5 144 1965–2005 105–144 25–95
PL 2 33 1971–2000 87–128 74–127
PR 1 9 1971–1979 64–95 30
RS 2 37 1975–1993 82–121 90–121
SE 6 32 1971–2007 105–149 33–320
SK 2 58 1971–2000 86–132 180–540
SL 1 29 1971–2000 93–121 310
UK 2 16 1971–2009 88–117 64–84

small. As expected, SGS values from the recent years were
somewhat earlier than from the longer-term averages, but by
only 3.1 days on average, with a biggest discrepancy of less
than eight days.

For each station, we thus extracted the temperature from
the NWP and/or CRU climate databases for each year be-
tween 2005 and 2009. We will illustrate the comparison be-
tween the estimates and observed SGS and EGS. As well
as calculating the regression lines, and correlation coeffi-
cient between the observed and modelled SGS and EGS, we
also calculated the mean absolute error (MAE) and index of
agreement,d, (Willmott, 1982) for the validation of the re-
sults of the models:

MAE =
1

n

n∑
i=1

|Pi − Oi | (12)

d = 1−

∑n
i=1(Pi − Oi)

2∑n
i=1((|Pi − Ō|) + (|Oi − Ō|))2

, (13)

whereP is the simulation andO is the observation data,i
a particular sample,n the number of samples, overbar repre-
senting mean values, andd the index of agreement, respec-
tively.

4 Modelling studies

As noted in Sect.1, the EMEP MSC-W model is used to
provide estimates of a number of pollutants, and metrics as-
sociated with health and vegetation effects. Some metrics,
such as sulphur and nitrogen deposition, are not expected to
be very sensitive to SGS and EGS, since deposition is largely
related to emissions, and these are almost entirely from com-
bustion sources. Here we focus on ozone damage indicators
that are expected to be sensitive to SGS, since at many sites
(especially in northern Europe) ozone concentrations peak
in springtime, usually the period where the growing season
starts (e.g.Monks, 2000; Karlsson et al., 2007; Scheel et al.,
1997). The EMEP model is described briefly in Sect.4.1and
the selected metrics for this study described in Sect.4.2. An
illustration of the performance of the EMEP model for some
selected stations in Europe is given in Fig.3. This figure illus-
trates that the EMEP model usually performs well for ozone
in very different parts of Europe. It also illustrates the impor-
tance of springtime ozone at many of these sites.

In Sect.5.2 we will illustrate the the effect of using a dy-
namic growing season on these selected metrics, using two
runs of the EMEP model. In the “base” run, we run the EMEP
model with the standard latitude method for SGS and EGS.
In a second test scenario, we run the EMEP model with the

Biogeosciences, 9, 5161–5179, 2012 www.biogeosciences.net/9/5161/2012/
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Table 2. Comparison of average observed SGS ofB. pubescens
from the PAN database with estimated SGS using T5, LPJ-CRU,
TTM and LAT (EMEP standard) methods.

Lat. Long. Alt. SGS LAT LPJ- TTM T5
(◦N) (◦E) (m a.s.l.) Obs. CRU∗

69.05 27.10 156 160 129 141 173 163
68.40 27.38 301 162 129 139 172 160
68.38 23.65 301 163 129 141 175 162
68.02 24.15 276 157 128 141 168 158
67.73 29.60 321 158 128 141 169 158
67.58 24.20 336 152 128 132 165 154
67.35 23.82 161 150 127 132 164 153
67.02 27.25 216 158 126 134 161 150
66.82 28.40 196 143 126 137 162 152
66.35 26.72 154 141 125 128 157 144
66.30 25.00 118 147 125 127 155 143
64.80 26.00 26 140 123 122 148 144
64.52 26.45 116 153 123 122 147 147
64.23 19.77 226 149 122 127 153 147
63.92 23.88 41 141 122 120 142 139
63.55 29.02 143 139 121 122 147 142
63.50 10.87 61 132 121 – 142 133
63.07 29.82 136 138 121 120 147 142
63.07 21.72 6 139 120 120 145 134
63.00 27.72 116 137 121 117 143 141
62.77 30.97 149 138 120 119 147 142
62.73 25.18 161 137 120 117 145 140
62.63 27.05 120 136 120 116 144 141
62.60 29.72 81 137 120 120 148 142
62.07 24.48 136 136 119 114 139 134
62.02 23.03 114 138 119 112 138 133
61.80 29.32 82 135 119 114 146 141
61.38 25.03 121 136 118 113 136 131
61.02 24.45 131 133 118 112 135 131
60.88 14.40 321 142 117 115 138 138
60.62 26.17 31 133 117 110 133 131
60.43 22.75 51 136 117 112 135 131
60.38 22.55 11 133 117 112 135 131
60.05 23.03 16 130 116 111 135 130
59.67 10.78 96 129 116 100 126 124
57.23 9.92 21 121 112 108 116 118
57.17 14.78 181 131 112 91 126 129
55.97 13.33 51 122 110 102 120 124
55.87 12.50 41 125 110 93 116 115
55.67 12.30 31 125 109 92 114 115
54.95 −7.72 61 85 109 89 100 109
53.78 21.58 128 118 107 90 115 125
53.73 9.88 14 105 107 91 105 115
53.67 10.27 51 116 107 88 105 115
53.65 10.20 47 112 107 88 105 115
53.33 −6.23 31 100 106 88 100 109
52.85 6.18 1 113 105 – 99 110
52.75 6.90 1 114 105 94 101 113
52.38 −6.93 81 99 105 – 98 109
52.38 4.63 1 111 105 100 94 100
52.27 5.60 1 125 104 92 98 109
52.25 17.10 75 97 105 84 105 117
52.22 4.63 1 102 104 – 96 109
52.20 5.97 1 109 104 92 98 109
52.20 13.20 43 103 104 82 101 113

Table 2.Continued.

Lat. Long. Alt. SGS LAT LPJ- TTM T5
(◦N) (◦E) (m a.s.l.) Obs. CRU∗

52.10 5.12 1 102 104 91 96 109
52.00 5.97 1 93 104 92 97 103
51.98 5.67 26 108 104 90 97 103
51.97 7.63 61 106 104 93 100 114
51.97 6.22 1 109 104 96 98 109
51.95 6.47 1 110 104 96 98 109
51.80 5.40 1 97 104 89 97 103
51.73 5.13 1 115 103 89 96 103
51.57 5.07 1 86 103 92 96 103
51.48 3.95 1 111 103 91 94 101
51.32 3.62 1 105 103 91 92 103
51.28 3.43 1 117 103 93 91 78
51.08 −0.88 85 107 103 95 95 101
50.98 3.80 16 104 103 92 92 103
50.98 13.53 361 117 103 86 106 118
50.00 5.73 501 113 101 90 109 112
49.77 7.05 481 109 100 85 107 112
49.75 6.67 266 103 101 86 104 110
49.02 −0.03 71 123 100 95 88 100
48.82 9.12 331 105 99 79 100 110
48.72 9.22 381 108 99 79 100 110
48.45 18.93 541 113 99 – 108 112
48.40 11.73 461 114 99 85 104 116
48.33 18.37 181 114 98 80 97 107
48.25 16.72 151 101 98 81 95 108
48.25 16.37 203 100 98 80 95 108
48.18 11.17 541 119 98 82 107 116
48.07 7.68 266 106 98 79 91 108
47.95 8.52 681 118 98 – 110 118
47.60 19.35 221 106 97 79 94 103
47.33 21.13 91 100 97 75 91 101
46.03 16.57 147 105 95 75 89 104
45.78 19.12 91 98 95 75 85 99
44.37 20.95 122 101 93 – 84 103
43.75 18.02 1001 125 92 92 113 120

Notes:∗ “–” indicates no values, due to complications with land/sea overlap and/or
topography.

T5 method for the modelling of SGS, preserving the standard
EMEP method for EGS.

4.1 The EMEP MSC-W model

The EMEP MSC-W chemical transport model used in this
work (Simpson et al., 2012) is a development of the 3-D
CTM of Berge and Jakobsen(1998), extended with photo-
oxidant and inorganic aerosol chemistry. The model domain
used in this study covers the whole of Europe, and includes a
large part of the North Atlantic and Arctic areas. The stan-
dard grid system of the EMEP model is based on a po-
lar stereographic projection, with a horizontal resolution of
50 km× 50 km at latitude 60◦. The model includes 20 verti-
cal layers, using terrain-following coordinates, and the low-
est layer has a thickness of about 90 m.
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(a) NO56 Hurdal

(b) DE07 Neuglobsow

(c) CHO2 Payerne

(d) ES12 Saviñao

Fig. 3. Comparison of modelled and observed daily maximum
ozone (ppb) values at four European sites in 2009:(a) Hurdal,
Norway (NO56),(b) Neuglobsow, Germany (DE07),(c) Payerne,
Switzerland (CH02) and(d) O Savĩnao, Spain (ES12).

The model is capable of using various meteorological
data inputs, but in standard use and here we use me-
teorological fields derived from the European Centre for
Medium-Range Weather Forecasting Integrated Forecast-
ing System (ECMWF-IFS) model (http://www.ecmwf.int/
research/ifsdocs/). These data have 3-hourly resolution, and
include the near-surface (2 m) temperature (T2) that we will
use in this study.

In the standard EMEP MSC-W model (Simpson et al.,
2012; S12 for section and equation references to follow),
SGS and EGS are specified as simple functions of latitude
for different land cover classes (S12: Sect. 5, Table 3). These
SGS values are used to derive leaf area indices (LAIs), which
control emissions of BVOCs (S12: Sect. 6.6, Eq. (22); see
also Sect. 4). The LAI amount, and timing of SGS, also in-
fluences the dry deposition (and hence ozone uptake calcu-
lations) through direct LAI impacts on surface resistances
(S12: Sect. 8, Eq. 55), through light and phenology fac-
tors involved in the stomatal conductance calculations (S12:
Eq. 57), non-stomatal resistances (S12: Eq. 60), and aerosol

deposition rates (S12: Eq. 69). The timing of SGS also in-
fluences soil-NO emissions (S12: Eq. 24) and dust emissions
(S12: Sect. 6.10), although these SGS effects are only used
for agricultural lands.

Evaluation of the EMEP model’s performance for ozone
concentrations has been presented elsewhere (e.g.Jonson
et al., 2006; Colette et al., 2011; or for many individual sites
for the year 2009,Gauss et al., 2011). Examining results from
43 EMEP sites included in the present runs, we found mean
overpredictions of daily maximum ozone of ca. 5 % for the
winter (DJF) months, ca. 6 % for spring (MAM), 8 % for
summer (JJA), and ca. 14 % for the autumn months (SON).
Model performance changes considerably from site to site,
however, and the reasons for this are often not so clear: likely
sometimes model-related, sometimes problems with the ob-
servations. The issue of EMEP model performance with re-
spect to the ozone uptake parameters is even more difficult,
but has been tackled in several previous papers (e.g.Tuovi-
nen et al., 2001, 2004, 2007, 2009 and Klingberg et al.,
2008).

As noted in Sect. 1, the EMEP model is one of the key
tools in the development of air pollution emissions policy in
Europe. The model has to be not only state of the art in terms
of model performance when compared to measurements, but
also very efficient in computer processing in order to con-
duct literally thousands of scenario runs. This means that
modelling of pollution transfer between the atmosphere and
biosphere needs to be simple enough to ensure reasonable
model run times, yet complex enough to incorporate the key
drivers of for example O3 or nitrogen deposition fluxes at
the European scale. The application of the model across such
a large spatial region also means that the complexity of the
model has to be balanced against the availability of spatial
data characterising the important physical and environmental
conditions that will influence for example ozone concentra-
tions or nitrogen deposition across Europe (e.g. land cover,
species distribution, soil type, root depth and meteorological
information).

4.2 Model outputs

Some specific outputs of the EMEP model are of interest for
this work. Firstly, we have two metrics commonly used to in-
dicate risks of ozone damage to vegetation in Europe: AOT40
and POD1. These metrics have been described in detail else-
where (LRTAP, 2010), but are briefly summarised here.

(i) PODY

Phyto-toxic ozone dose is the accumulated stomatal ozone
flux over a thresholdY nmole O3 m−2 s−1:

PODY =

∫
max(Fst− Y,0) dt (14)

where the stomatal flux,Fst, and threshold,Y , are in
nmole O3 m−2 s−1 (per projected leaf area). This integral is
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Fig. 4. Comparison of estimated and observed SGS (day number) using the methods LAT, LPJ-CRU, TTM and T5. The regression and 1:1
lines are also indicated, along with correlation coefficient (r), mean absolute error (MAE) and index of agreement (d). For LPJ-CRU two
stations (marked in yellow, near observed SGS 98, estimated 140) are obvious outliers and have been excluded from the statistics.

evaluated over time, from the start of the growing season
(SGS) to the end (EGS). The fluxFst is calculated using the
so-called DO3SE model (Emberson et al., 2000, 2001; Simp-
son et al., 2001, 2003; Tuovinen et al., 2009). Details of the
method and parameters have changed over the years, but the
latest version is documented inSimpson et al.(2012).

(ii) AOT40

AOT40 is the accumulated amount of ozone over the thresh-
old value of 40 ppb:

AOT40=

∫
max(O3 − 40 ppb,0)dt. (15)

This integral is also taken over time, namely the rele-
vant growing season for the vegetation concerned. The cor-
responding unit is ppb hours (abbreviated to ppb h). The us-
age and definitions of AOT40 have changed over the years
though, and with different applications. Here we use AOT40
calculated from ozone values at the top of the canopy, during
daylight hours, consistent with mapping manual recommen-
dations (LRTAP, 2010).

In recent effects work, POD-type metrics are clearly pre-
ferred over AOT40 for forest and crop species, but we present
AOT40 here as the definition is conceptually simpler than

POD, and AOT40 is still relevant for semi-natural vegeta-
tion (LRTAP, 2010). AOT40 is also rather similar to the so-
called SOMO35 metric, which is recommended as the rele-
vant ozone indicator byWHO (2004). SOMO35 is calculated
as the sum over the year of the daily 8-h maximum ozone
concentrations in excess of a 35 ppb threshold. The POD
metric was previously denoted AFstY (accumulated stomatal
flux over thresholdY ) and has been compared to AOT40 over
Europe bySimpson et al.(2007).

Our third metric is the annual average concentration of
ozone, primarily in order to compare with the two effect met-
rics above, which are based upon O3. Also, ozone is a key
oxidant in tropospheric chemical cycles (Monks et al., 2009),
an important greenhouse gas, and highly coupled to carbon
sequestration (e.g.Sitch et al., 2007).

5 Results

5.1 Evaluation of SGS and EGS methods

Figure 4 compares the SGS predictions of the four SGS
methods (Sect.2) against observed values from the PAN
database. Actual values are given in Table2 (as noted in
Sect. 2, we restrict our analysis to situations where the
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Fig. 5. Comparison of observed and estimated EGS (day number) using the methods LAT (= EMEP default) and LPJ-CRU at stations from
the PAN database. Regression lines are not given since neither method shows significant correlation with the data.

difference in the NWP model’s terrain height and the obser-
vation site is within 100 m). The regression line, 1 : 1 line,
correlation coefficients (r2), mean absolute error (MAE), and
index of agreement (d) are also given on these plots.

The r2 values range between 77 % to 88 %, indicating
quite good performance for all methods. The very sim-
ple LAT method correlates quite well with the observations
(r2

= 0.77), but the regression line has a slope of just 0.48,
and large intercept of 51 days. The modelled SGS with the
LAT method covers a much smaller range of values than
the observed. The poorest index of agreement is found for
the LPJ-CRU method (d = 0.74), which uses monthly aver-
age temperature, but the correlation (r2

= 0.84) is much bet-
ter than the LAT method. There is a clear tendency for the
method to predict SGS values earlier than the measurements,
with the largest MAE of about 22 days. This difference com-
pared to the other models is likely due to the fact that LPJ-
GUESS is designed for global-scale usage, whereas the other
methods were optimised for European application (further,
in the LPJ-GUESS model the development of birch leaves
at the start of the season extends over a long period, which
will partly compensate for this early start of SGS). The TTM
method performs well with this dataset, withr2

= 0.88 and
d = 0.94, although with a slope of 1.28 and quite large (36-
day) intercept. Mean absolute error is within 9 days. TTM is
thus significantly better than the default latitude method.

Finally, the simple T5 method performs rather well, with
the best index of agreement (d = 0.95), lowest MAE (5.4
days), and a regression line that is almost coincident with the
1 : 1 line (Fig.4(d). The correlation coefficient (r2

= 0.83) is
not so high as with LPJ-CRU or TTM, but still good. The
scatter in this plot is significantly larger when the observed
SGS is lower than about day 125. Examination of the spatial
distribution of these data (Supplement, Fig. S1) shows that
discrepancies between the T5 methodology and the observa-
tions are generally associated with proximity to the coast, for
example at all the Irish sites, and at a site in northern France.
This may well stem from the temperature data being used;

grid cells with mixed sea and land areas can easily have un-
representative temperatures. The very good agreement (low
scatter) for days with SGS> 125 is associated with Nordic
sites, but Fig. S1 also shows that the T5 method gives consis-
tently good results across much of Europe. Of course, much
of this good agreement stems from the fact that the param-
eters of the T5 method were obtained by fitting this dataset
(optimising for r2 and slope), but this fitting was done for
1 yr of meteorology only, whereas here we use results from
five meteorological years. The fact that all three statistical
measures fit so well suggests that the underlying model has
a good structure (we have also tested the use of a simpler
model with fixed values for theDu,i parameter; results were
not as good, however; see Supplement, Fig. S2).

Figure 5 compares EGS estimates from the two avail-
able methods with observations. It is clearly seen that both
methods perform poorly in reproducing observed EGS val-
ues. The range of observed EGS is quite small, with most
values between days 290–320, suggesting that factors other
than temperature control this phase of the growing season.
It could be said that the EMEP model’s current assumption
of a latitude-dependent (and hence, implicitly, photoperiod-
dependent) EGS is no worse than the more physiologically
based LPJ methods. This would be partly consistent with
Partanen et al.(1998) who suggested that the day length and
photoperiod could be the drivers for leaf colouring and end of
growing season in boreal and temperate environments. How-
ever, one could also argue for a simpler fixed-date system
(at least in preference to the methods tried here), since the
correlation is essentially zero for both methods.

5.2 EMEP model simulations

As discussed in Sect.4.2, we have selected three outputs
from the EMEP model to illustrate the importance of vari-
ations in SGS and EGS: the two ozone effects – metrics
POD1,DF and AOT40DF– and annual mean ozone concentra-
tion.
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(a) dSGS,LAT (b) dEGS,LAT

Fig. 6.Estimated start and end of growing season in Eurasia, using the standard EMEP LAT method.

(a) dSGS,T5 (b) dSGS,T5 − dSGS,LAT

Fig. 7. (a)Estimated start of the growing season using the T5 method, and(b) the difference between the T5 and LAT methods.

We have run the EMEP model using the two growing sea-
son methods (LAT and T5) and taken the difference between
the scenarios to find out the effect of the changing of the
growing season on the four output metrics. Figures6 and7
illustrate the estimated distribution of SGS and EGS obtained
using the EMEP LAT method, and SGS as estimated by the
T5 method. The T5 SGS values are obviously much more
complex than those obtained with the LAT method, reflect-
ing both climate differences across Europe and topographic
effects. Fig.7b shows significant differences between the two
methods, with T5 SGS values frequently more than a month
later than the LAT values (e.g. in the Alps, western Norway,
Turkey).

Figure 8 shows the modelled POD1,DF across Eurasia
when using the LAT method for the year 2009. Highest val-
ues, of around 30 mmole m−2, are found in southern Europe,
but values exceed 10 mmole m−2 over much of the continent
(for comparison,Mills et al., 2011recommended critical lev-

els of 4 mmole m−2 for birch and beech forests; although our
generic deciduous forest class is not strictly comparable, the
values seen in Fig.8 suggest extensive areas at risk of ozone).

Figure8b shows the difference in modelled POD1,DF when
using the T5 methodology. The effect of the different SGS
methods is different in different parts of Europe. In many
parts of southern Europe, POD1,DF using the T5 method is
significantly higher than in the base case run (LAT). In other
parts, especially northern and eastern Europe, and mountain
areas, POD1,DF with T5 is lower than in the base case. These
changes are as expected: delayed SGS means less exposure
to the spring peak in ozone in many parts of Europe. Changes
are of the order of 2–5 mmole m−2, corresponding to about
10 % of the base values in many areas.

The modelled values of AOT40DF are illustrated in Fig.9a.
As shown and discussed already inSimpson et al.(2007),
modelled AOT40 values show much stronger gradients than
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(a) POD1,DF – LAT (b) Change in POD1,DF

Fig. 8. Modelled values of(a) POD1,DF (mmole m−2) using the EMEP LAT method, and(b) the difference (T5 minus LAT) in modelled
POD1,DF when using the T5 method. Calculations for 2009.

(a) AOT40DF – LAT (b) Change in AOT40DF

Fig. 9. Modelled values of(a) AOT40DF (units: ppm h) using the EMEP LAT method, and(b) the difference (T5 minus LAT) in modelled
AOT40DF when using the T5 method. Calculations for 2009.

those of the flux indicator POD1,DF. Highest values (over
40 000 ppb h) are seen in the Alps and northern Italy.

The implementation of the T5 method lowers AOT40DF
in many parts of Europe, with largest changes of ca.
10 000 ppb h in mountain areas. This method leads to mod-
erate increases in parts of the United Kingdom, Denmark,
in eastern France and also in some regions in southern Eu-
rope. Elsewhere (e.g. over much of central and eastern Eu-
rope) changes are much smaller, typically with T5 leading to
reductions in AOT40DF of around 1–2000 ppb h, about 10 %
of the values given by the LAT method.

The predictions of surface annual average O3 concentra-
tions using the EMEP standard model and the effect of im-
plementation of the T5 method on the surface O3 concen-
trations are shown in Fig.10. The distribution of ozone re-
flects well-known patterns, with a general north–south gradi-

ent (e.g.Scheel et al., 1997), and higher levels over sea areas
where ozone deposition is very low. The gradients in ozone
are also much smaller than those of AOT40DF or POD1,DF,
a result of the thresholds used in these ozone metrics, which
amplify the importance of the higher end of the ozone (or
ozone flux) frequency distributions (Tuovinen et al., 2007;
Sofiev and Tuovinen, 2001).

Figure10 shows that the impact of the changing SGS val-
ues is quite small on mean ozone levels, with changes be-
ing smaller than 0.5 ppb almost everywhere. This finding is
illustrated further in Fig.11, which shows daily maximum
ozone concentrations (at canopy top) and daily POD1,DF val-
ues for two sites (in Greece and Sweden), using the base case
(LAT) SGS estimates and the T5 estimates. The use of the T5
SGS values is seen to have very little effect on O3 itself (see
discussion in Sect.6) but a rather significant effect on the

Biogeosciences, 9, 5161–5179, 2012 www.biogeosciences.net/9/5161/2012/



A. Sakalli and D. Simpson: Growing seasons in a chemical transport model 5173

(a) O3 – LAT (b) Change in O3

Fig. 10.Modelled values of(a) annual average O3 concentration (units: ppb) using the EMEP LAT method, and(b) the difference (T5 minus
LAT) in modelled O3 concentration when using the T5 method. Calculations for 2009.
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Fig. 11.Calculated daily maximum ozone concentrations (at canopy top, units: ppb) for 2009, and daily POD1,DF values (units: mmole m−2),
for sites in Greece (left) and Sweden (right), using the base case (LAT) SGS estimates and the T5 estimates.

length of the growing season, and therefore on the accumu-
lated POD values.

Finally, we have explored the response of other outputs of
the EMEP model to this change in SGS, but such responses
are generally very small. For example, use of the T5 method
instead of LAT produces changes in the modelled fields of
nitrogen dry deposition of up to a few mg(N) m−2, less than
one percent of the base case deposition values of several hun-
dred mg(N) m−2 (see e.g.Simpson et al., 2006).

6 Discussion

As discussed above, the use of the T5 methodology as intro-
duced here results in differences in SGS of deciduous forests
(DF) of typically 10–30 days in many parts of Europe, some-
times more (cf. Fig.7), with the SGS generally delayed com-
pared to that of the default EMEP LAT method. The results
of the EMEP model simulations discussed in Sect.5.2show
that differences in SGS estimates can have significant effects
on the two ozone metrics POD1,DF and AOT40DF. On the

other hand, the annual average ozone concentration itself was
shown to be very insensitive to these SGS changes. Other
metrics such as nitrogen deposition were also found to be
very insensitive to these SGS changes.

There are several reasons for these strong differences in
response. Firstly, it is important to remember that here we
change SGS only for deciduous forests. Thus, growing sea-
sons are unchanged for coniferous forests, crops, grasslands,
semi-natural and all other land cover classes in the EMEP
model. The POD1,DF and AOT40DF metrics are directly
linked to deciduous forests, whereas most other metrics (e.g.
ozone concentrations) are under the influence of all land
cover categories.

Further, ozone concentrations frequently show peaks in
springtime (Monks, 2000; Karlsson et al., 2007; Scheel et al.,
1997) (see also Fig.3). Metrics such as AOT40DF and
POD1,DF are accumulated over a relatively short time period,
which is defined by SGS and EGS, and shifts in this time pe-
riod can significantly affect the accumulated ozone exposure
or dose.
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Other metrics are rather insensitive to vegetation charac-
teristics in this springtime period. For example, those aspects
of biosphere–atmosphere exchange that most affect ozone
are deposition processes and biogenic VOC (BVOC) emis-
sions. Ozone deposition occurs to all vegetative canopies,
so a change in just DF only affects a fraction of the to-
tal deposition. Further, in springtime much of ozone depo-
sition is through the non-stomatal rather than stomatal path-
ways (Fowler et al., 2009), and even stomatal fluxes are quite
low until temperatures rise well above 5◦C, so emergence
of leaves has only a limited impact on the total deposition
sink. Biogenic VOC are also strongly temperature depen-
dent (Guenther et al., 2006), so again changes in leaf area
at the beginning of the growing season have only a limited
effect (at least with existing parameterisations; recent work
on BVOC emissions has also suggested that flowering rather
than pure temperature control may result in high emissions
during springtime;Baghi et al., 2012).

The small sensitivity of the modelled nitrogen deposition
to the SGS changes shares some of these features. In this
case, the non-stomatal contributions to deposition are even
larger than for ozone (e.g.Burkhardt et al., 2009; Flechard
et al., 2011; Fowler et al., 2009; Sutton et al., 2007), and
to a large extent the deposition of nitrogen has to match the
emissions input – and in Europe most emissions of reactive
nitrogen are from anthropogenic combustion sources.

The performance of both tested methods for EGS was
rather poor. Certainly, temperature alone is not driving EGS,
and other factors such as light have an important role. This
clearly warrants more study but likely requires more ad-
vanced modelling frameworks. On the other hand, it is prob-
ably more important to establish the start rather than the end
of the growing season, not least as ozone concentrations are
usually higher near SGS than near EGS. There are also stud-
ies suggesting that ozone uptake at the start of the growing
season is more important than towards the end (Pääkkönen
et al., 1996; Ashmore, 2005, and references cited therein).

As noted in the Introduction, the work presented here is
seen as a first step towards quantifying the importance of
using improved growing seasons in CTMs, and we chose a
species (birch) that allowed an approach based purely upon
temperature. Plant phenology is however a complex issue,
and in most species many other factors also influence or con-
trol SGS and EGS. Such factors will need to be accounted
for in climate change evaluations (Körner and Basler, 2010).
Accounting for these will certainly require more complex
methods, and likely better links to ecosystem models such as
LPJ-GUESS; indeed, this is our long-term aim for the EMEP
MSC-W model. So, although LPJ-GUESS here did not cap-
ture SGS as well as the “tuned” European empirical methods,
an improved calibration would likely produce better results,
and such models will almost certainly be required in the fu-
ture. These models are also developing rapidly in terms of
their ability to handle individual species (e.g.Hickler et al.,
2012).

A natural extension of this work will be to evaluate the
T5 and other methodologies for other forest species, and
other land use categories, including those associated with
agriculture. Further work is needed to explore the extent to
which dynamic SGS values over other vegetation canopies
might affect biosphere–atmosphere exchange in this case.
For example, emissions and deposition of oxidised and re-
duced nitrogen compounds from agricultural areas depend
on the growing seasons of for example crops and pastures
(e.g.Fowler et al., 2009; Skjøth et al., 2011). Indeed, the tim-
ing of key agricultural activities is linked to local knowledge
of growing seasons. This influences for example fertiliser
application and cutting times, which can strongly influence
biosphere–atmosphere exchange of NH3 (e.g.Loubet et al.,
2002).

7 Conclusions

In order to explore the importance of using more realistic
growing season estimates in chemical transport models, we
have developed a new and simple method (the T5 method)
for calculating the start of the growing season (SGS) of
birch (which we use as a surrogate for deciduous trees).
This method is intended as a first step to the introduction
of dynamic growing seasons in the EMEP MSC-W chemical
transport model. Although clearly more testing is needed for
a broader range of species, the simple requirements of the
T5 method might make it suitable for use in other CTMs and
other modelling systems.

The T5 method is empirical, based upon a simple equation
with just two free parameters. We show that with this formu-
lation a very good fit to the observed SGS values for birch is
attained, in terms of the regression statistics, mean absolute
error, and index of agreement.

We developed the T5 method with observations from the
PAN European Phenological Database, which provided ap-
propriate data from 122 stations for SGS (and 55 for EGS).
We also compared this with the simple latitude-based scheme
currently used in the EMEP MSC-W model, the LPJ-GUESS
scheme using monthly CRU data, and with the Finnish ther-
mal time system, which is used for pollen modelling. All
methods performed quite well for the start of the growing
season, especially those developed specifically for Europe
(TTM and T5) and driven by daily meteorological data. The
LPJ-GUESS code, driven by monthly data, also gave good
correlation but predicted SGS too early compared to the other
methods (this is partly compensated in the LPJ-GUESS code
by a long development time for LAI for birch, but may also
reflect that LPJ-GUESS has a more global focus than the
other methods; parameters are not optimised for European
conditions). For the end of the growing season, the two avail-
able methods performed poorly, but uncertainties about the
end of the growing season are probably less important than
those for SGS.
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The SGS values generated by T5 can be significantly dif-
ferent from those of the simple default latitude function used
in the EMEP model, with differences of 10–30 days over
many parts of Europe. The T5 values present a much more
realistic picture of the variation of SGS across Europe.

We have used the EMEP MSC-W chemical transport to il-
lustrate the importance of improved SGS estimates for ozone
and two metrics associated with ozone damage to vegetation.
This study shows that although inclusion of more realistic
growing seasons has only small effects on annual average
concentrations of pollutants such as ozone, the metrics asso-
ciated with vegetation risk from ozone are significantly af-
fected. The ozone flux metric, POD1,DF, decreased in most
areas of Europe, showing largest decreases at high latitudes
(e.g. Scandinavia, northern Russia) or at high elevations (e.g.
the Alps). Although these areas have quite low base-case
POD values, the levels are still appreciable and likely dam-
aging for vegetation, and many of these areas are also heavily
forested. On the other hand, POD1,DF levels are increased in
some areas (e.g. Portugal and the west coast of France) by ca.
3–5 mmole m−2, and these areas were already experiencing
some of the highest POD1,DF values in the base case.

In this study, the impacts of a dynamic SGS applied to de-
ciduous forests on other long-term pollution metrics such as
nitrogen deposition are small. We have presented a number
of reasons for this, but an important need is to explore the im-
pact of improved SGS for other types of vegetation, including
agriculture. This work demonstrates a strong need to include
more realistic treatments of growing seasons in CTMs.

Supplementary material related to this article is
available online at:http://www.biogeosciences.net/9/
5161/2012/bg-9-5161-2012-supplement.pdf.

Acknowledgements.This study was supported by the Swedish
Strategic Research Area project, MERGE – ModElling the Re-
gional and Global Earth system, and by the EU projects ECLAIRE
(project no: 282910), and PEGASOS (265148) as well as EMEP
under UNECE. Thanks are due to Ben Smith, Paul Miller and
colleagues at Lund University for the provision of the LPJ-GUESS
code and help in its implementation. Thanks are also due to
Birthe Marie Steensen at the Norwegian Meteorological Institute in
Oslo for help with the TTM methodology.

Edited by: S. Reis

References

Allabay, M.: Temperate Forests (Biomes of the Earth), Chelsea
House Publications, 2006.

Amann, M., Bertok, I., Borken-Kleefeld, J., Cofala, J., Heyes, C.,
Hoeglund-Isaksson, L., Klimont, Z., Nguyen, B., Posch, M.,
Rafaj, P., Sandler, R., Schoepp, W., Wagner, F., and Winiwarter,
W.: Cost-effective control of air quality and greenhouse gases
in Europe: Modeling and policy applications, Environ. Model.
Softw., 26, 1489–1501,doi:10.1016/j.envsoft.2011.07.012,
2011.
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