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Abstract
Fossil fuels will remain the main source of energy for mankind in the

foreseeable future. Heat released in combustion of fossil fuels is always

accompanied by emission of undesired pollutants. Environmental con-

cerns have led to stringent emission rules for combustion industry spe-

cially for reducing the amount of NOx production. Lean premixed com-

bustion has increasingly gained interest in recent years as an approach

toward reduced NOx emissions by reducing the operating temperature.

However, lean blow off limit and the tendency of the dynamic flame to

become unstable present technical challenges. The low swirl burner

concept is a rather new and promising design to stabilize lean pre-

mixed flames close to their flammability limit. Large Eddy Simulation

together with a finite rate chemistry combustion model have been used

here for numerical studies of a laboratory low swirl stabilized flame.

The importance of the inlet boundary condition is investigated and an

optimized approach is suggested. The flame stabilization mechanism

is discussed and it is shown that the choice of the inlet boundary con-

dition can significantly affect this mechanism.

Air transport is becoming more common and aviation contribution

to anthropogenic CO2 production will soon become prominent. Turbo-

machinery efficiency in modern aircraft engines is close to perfection

and innovative core designs are needed for significant efficiency im-

provements. Unsteady phenomena in the working cycle of a conceptual

Pulse Detonation Engine is studied here using URANS and a finite rate

chemistry combustion model. The limitations imposed by the unsteady

flow at compressor side are compared for two alternative engine con-

figurations.

Keywords: Combustion, Emissions, Lean premixed, Lean blow off,

Dynamic flame, Low Swirl Burner, Large Eddy Simulation, Finite rate

chemistry, Combustion modeling, Inlet boundary condition, Flame sta-

bilization, Unsteady phenomena, Working cycle, URANS, Pulse Deto-

nation Engine, Engine configuration

iii





List of Publications

This thesis is based on the work contained in the following papers:

I M. Irannezhad and L.-E. Eriksson, 2008, Flow-Flame Interac-

tions in a Lean Premixed Low Swirl Burner, The 7th Interna-

tional ERCOFTAC Symposium on Engineering Turbulence Mod-

eling and Measurements-ETMM7, June 4-6, Limassol, Cyprus

II M. Irannezhad and L.-E. Eriksson, 2009, Large Eddy Simulation

of a Lean Premixed Low Swirl Burner, The 6th International Sym-

posium on Turbulence and Shear Flow Phenomena-TSFP6, June

22-24, Seoul, South Korea

III M. Irannezhad, T. Grönstedt and L.-E. Eriksson, 2011, Limita-

tions of Tube Filling in a Pulsed Detonation Engine, The 20th

ISABE Conference, September 12-16, Göteborg, Sweden
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Nomenclature

Latin symbols

A pre-exponential factor in Arrhenius expression

c speed of sound

C coefficient in combustion model

Cε1 constant in k-epsilon turbulence model

Cε2 constant in k-epsilon turbulence model

Cµ constant in k-epsilon turbulence model

Cp specific heat at constant pressure

Cs constant in Smagorinsky subgrid model

Cv specific heat at constant volume

D diffusion coefficient

Dt turbulent diffusion coefficient

e internal energy

e0 total internal energy

Ea activation energy in Arrhenius expression

f frequency

Fj Cartesian components of flux vector

h enthalpy

h0 total enthalpy

Hf heat of formation

H source vector

J species mass diffusion flux

k turbulent kinetic energy

ksgs subgrid scale turbulent kinetic energy

Ka Karlovitz number

Kaδ Karlovitz number based on inner layer thickness

lt turbulent length scale

lt,max turbulent length scale upper limit

ℓ turbulent length scale

ℓF flame thickness

M Mach number, preconditioning matrix

Meff effective Mach number

p pressure
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Pk turbulent production term

Pr laminar Prandtl number

Prt turbulent Prandtl number

q heat release, heat diffusion flux

Q state vector in conservative form

R gas constant

Re Reynolds number

RR reaction rate

SF free stream velocity

Sij strain rate tensor

SL laminar flame speed

ST turbulent flame speed

s stoichiometric ratio by weight

S chemical source term

Sc laminar Schmidt number

Sct turbulent Schmidt number

t time

tη Kolmogorov time scale

T temperature, period

T0 inner layer temperature

TL threshold temperature

tF flame time scale

u velocity

ut turbulent velocity scale

U ′ turbulent intensity
~V diffusion velocity

ẇ reaction rate

W̄ mean reaction rate

x Cartesian coordinate

X mole fraction

Y mass fraction

Y Fu.
0 initial fuel mass fraction

Y Fu.
L threshold fuel mass fraction

Greek symbols

α preconditioning under-relaxation factor, heat diffusivity

∆f filter width

δ inner layer thickness scaled by flame thickness

δij Kronecker delta

ε dissipation of turbulent kinetic energy

η Kolmogorov length scale

γ specific heat ratio

λ heat conductivity
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µ laminar dynamic viscosity

µt turbulent eddy viscosity

ν kinematic viscosity (ν = µ/ρ)
νsgs subgrid scale kinematic viscosity

φ equivalence ratio

ρ density

σε constant in k-epsilon turbulence model

σk constant in k-epsilon turbulence model

τc chemistry time scale

τd detonation/blowdown time

τf fill time

τij viscous stress tensor

τp purge time

τs spark time

τt turbulence time scale

υ′ turbulent velocity scale

υη Kolmogorov velocity scale

ℓδ inner layer thickness

Subscripts

sgs subgrid scale

Superscripts

(m) species m
− ensemble averaged quantity

′ fluctuating quantity

∼ Favre-filtered ensemble averaged quantity

sgs subgrid scale

Abbreviations

CFD Computational Fluid Dynamics

CFL Courant-Friedrich-Lewy

DNS Direct Numerical Simulation

HPC High Pressure Compressor

HPT High Pressure Turbine

LES Large Eddy Simulation

LSB Low Swirl Burner

MPI Message Passing Interface

PDC Pulse Detonation Combustor

PDE Pulse Detonation Engine

PDF Probability Density Function

PDT Pulse Detonation Tube

ppm particle per million

ppmv particle per million by volume
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RANS Reynolds Averaged Navier-Stokes

URANS Unsteady Reynolds Averaged Navier-Stokes

ZND Zeldovich-vonNeumann-Döring

Chemical Compounds

CH4 methane

CO carbon monoxide

CO2 carbon dioxide

H2 hydrogen

H2O water

N2 nitrogen

NOx nitrogen oxides

O2 oxygen
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Chapter 1

Introduction

1.1 Motivation

C
HEMICAL REACTIONS are nearly always accompanied either by an

absorption or release of energy which manifests itself as heat. Heat

released from chemical reactions in the burning process of fossil fuels

has been the major source of energy for mankind since the industri-

alization era started. Today, despite all technical improvements and

global efforts in exploiting other sources of energy such as solar, wind

and nuclear energy, combustion of fossil fuels still accounts for more

than 80% of the total energy consumption. The rapid growth of popula-
tion together with the growth in average energy consumption per per-

son has made it impossible to decrease the rate of consumption of fossil

fuels in favor of other substitutes. It is unequivocally expected that

fossil fuels will remain the main source of energy for domestic heat-

ing, power generation and transportation for at least a few decades to

come. Therefore, combustion as one of humanity’s oldest technologies

will remain a key technology in the foreseeable future.

Unfortunately, heat is not the only product in the combustion of

fossil fuels. Combustion always changes the chemical composition of

the reactants and produces new molecules. Fossil fuels are hydrocar-

bon molecules which are made of carbon and hydrogen atoms. Ideally,

in the complete combustion of hydrocarbons, the products are carbon

dioxide CO2 and water vapor H2O. However, non-ideal and incom-
plete combustion process which always happens in practice not only

produces heat, CO2 and water but also unwanted pollutants in form

of soot, carbon monoxide CO, nitrogen oxides NOx, unburned hydro-

carbons, etc. Carbon dioxide and water vapor belong to the family of

greenhouse gases which are known to contribute to the global warm-

ing phenomenon. Moreover, carbon dioxide is involved in the process
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of ocean acidification. While human activities does not significantly af-

fect the concentration of water vapor in the atmosphere, except very lo-

cally, anthropogenic increase in carbon dioxide concentration has been

noticeable. It is believed that the burning of fossil fuels is the main rea-

son for the increase in tropospheric carbon dioxide concentration from

280ppm in pre-industrial times to 396ppm today. Unlike the long term
effects of greenhouse gases, carbon monoxide and nitrogen oxides are

poisonous and are known to be immediately dangerous for human life.

Carbon monoxide is very toxic if inhaled and can be fatal. The nitro-

gen oxides can form nitric acids which are dangerous and can cause or

worsen respiratory diseases.

One major contribution to the CO2 production is the transport sec-

tor which is dominated by consumption of fossil fuels in different kinds

of engines. Today, aviation accounts for about 2.5% of total anthro-
pogenic CO2 production. However, air transport is becoming more com-

mon and studies have shown that significant increase in air passenger

traffic is expected in the future. Therefore, air transport will play a

more prominent role in air pollution and global warming in the future.

The continuous need for energy makes it impossible to abandon fos-

sil fuels, however the environmental impacts are real and significant.

Therefore, global attempts such as Kyoto Protocol have been made to

enforce different countries to reduce the level of their pollutants pro-

duction, CO2 in particular, in order to confront the problem of global

warming. Moreover, national and international authorities are con-

stantly posing more and more stringent regulations on the acceptable

level of NOx emissions for industry, specially automotive and gas tur-

bine industry. The combustion technology needs to address these is-

sues and continuous improvement is needed if these ever increasing

demands on reduced emission levels are to be met in the future.

1.2 Background

Turbulent combustion happens in nearly all practical burner appli-

cations and is an engineering problem of high interest. Turbulence,

even in non-reacting medium, is far from being fully understood and

is usually referred as the most significant unsolved problem in clas-

sical physics. The exact manner in which combustion and turbulence

affect each other is an unresolved problem which has inspired many

researchers in the past decades. The general view is that turbulence

and combustion enhance each other, however they both have a range of

different length and time scales that can interact and change this sim-

ple picture. Under certain circumstances, turbulence can even cease

2
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combustion and result in local extinction of the flame. Although there

is a significant lack of knowledge in turbulent combustion context, the

urgent need for solving engineering problems has led to some prelimi-

nary solutions called combustion models.

Computational Fluid Dynamics (CFD) is one primary tool in turbu-

lent flow studies. Turbulence models have been used in CFD to sim-

ulate non-reacting turbulent flows. There are several methodologies

in solving the fluid flow equations. In Direct Numerical Simulation

(DNS) all the scales of the flow are resolved and the flow equations

are solved without any modeling assumptions. In Reynolds Averaged

Navier-Stokes models (RANS) the mean quantities are computed and

the effects of the fluctuations are modeled. DNS simulations require

large number of grid cells to resolve all the scales of the flow and are

out of the scope of industrial use for decades. RANS simulations on the

other hand are well within the computational capabilities of the day

but can not address the unsteadiness and dynamics of the flow, spe-

cially reacting flows where the flow-flame interact at different scales

and the flow field exhibits high levels of unsteadiness and instabil-

ity. Large Eddy Simulation (LES) is an intermediate solution between

DNS and RANS which resolves large and intermediate scales and only

models small scales of the flow. The behavior of the small scales are

believed to be universal and LES models theoretically do not suffer

from lack of generality inherent in RANS models. The grid resolution

in LES calculations specifies the range of scales which are resolved,

therefore still large number of grid cells are needed for LES simula-

tions compared to RANS models. Although LES was first proposed in

60s it is only in recent years that the growth in the power of computa-

tional facilities enables LES computations on a practical test case. In

spite of this growth, LES simulations are still too slow to be performed

on a single processor due to tremendous number of grid cells needed for

resolving the intermediate scales of the flow. This necessitates the use

of parallel computations on several processors. Message Passing Inter-

face libraries (MPI) are ready-to-use functions and procedures in C++

and Fortran which are used for communication between several proces-

sors in a parallel environment. MPI is widely used for parallelization

of numerical solvers for solving flow equations.

One natural way to study turbulent reacting flows is to incorporate

models for turbulence-combustion interactions into the well known tur-

bulence models. This has been done for RANS turbulence models be-

fore and many combustion models have been proposed. However, react-

ing flows are highly unsteady and the interactions of combustion scales

with turbulence scales are not very well known. The flow structures

3



Mohammad Irannezhad, A Numerical Study of Reacting Flows Using

Finite Rate Chemistry

can corrugate the flame front and significantly affect the flame stabi-

lization mechanism in practical applications. This makes it difficult to

model the combustion phenomenon and to simulate the reacting flows

with RANS models. The rapid growth of the computer powers in the

recent years and the possibility of performing computations on several

processors in parallel, have made the simulations using Large Eddy

Simulation (LES) possible even for reacting flows. Some of the un-

steady structures and flow-flame interactions are resolved in LES and

the uncertainty of the combustion modeling is narrowed to the small-

est scales of the flow. Nevertheless, combining LES with combustion

models is a fairly new topic and there is still a vast variety of problems

to be solved. The flow equations in LES are spatially filtered and the

thickness of the flame front is less than the typical LES grid resolu-

tion which indicates that the whole reaction zone is filtered out and

can not be resolved. This poses extra modeling problems in numerical

simulations of reacting flows in LES. Numerical instabilities are an-

other source of problem which need to be addressed when combustion

models are incorporated into the flow equations; after all, numerical

techniques need to be applied for solving the governing equations and

combustion models should avoid adding extra difficulties.

There is a wide range of numerical methods and combustion mod-

els suggested for reacting flow studies and a proper test case is needed

to evaluate the potential of these methods in predicting the flow field,

flame position, flame stability and other characteristics of reacting flows.

The test case should be well documented and easy to be modeled in nu-

merical codes. It should also offer simple and well defined boundary

conditions.

1.3 Low Swirl Burner

Production of carbon monoxide and nitrogen oxides are highly depen-

dent on the operating temperature of the technical processes as shown

in figure 1.1. The production of NOx decreases with reduced flame tem-

peratures while the production of CO increases.
In a stoichiometric fuel/air mixture the amount of oxygen is just

enough to burn all the fuel while in a lean mixture there exist an excess

amount of oxygen which not only helps to complete the burning process

of all unburned/ill-burned products but also results in a lower flame

temperature. Lean premixed combustion has increasingly gained in-

terest in recent years as an approach toward low NOx emissions. How-

ever, lean blow off limit and the tendency of the dynamic flame to be-

come unstable present technical challenges. The Low swirl stabilized

4
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Figure 1.1: Temperature dependence of emissions for typical gas tur-

bine combustion (Lefebvre (1999)).

combustion concept is a rather new and promising design to stabilize

lean premixed flames close to their flammability limit. This enables

the burner to work at lower temperatures, hence producing lower NOx

emissions (Cheng et al. (2000); Littlejohn et al. (2002); Johnson et al.

(2005); Cheng et al. (2009)).

In view of the need for a test case for validation of numerical meth-

ods and combustion models, a low swirl burner similar to the design

originally proposed by R. K. Cheng and co-workers (Chan et al. (1992);

Bédat & Cheng (1995); Cheng et al. (2000)) was chosen and three iden-

tical burners were manufactured and installed at Lawrence Berkley

National Laboratory (LBNL), Darmstadt University and Lund univer-

sity (Petersson et al. (2007)). Since then this burner and its associated

flame has been the subject of several experimental and numerical stud-

ies (Nogenmyr et al. (2007); Petersson et al. (2007); Nogenmyr et al.

(2009, 2010); Day et al. (2012)). This low swirl burner has a simple

design with few complicated components and can be relatively easily

modeled in numerical solvers. However, the main problem in numeri-

cal simulation of this burner is the uncertainty in specifying the inlet

boundary condition. It has been shown that the choice of the computa-

tional domain and the inlet boundary condition significantly affects the
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results (Nogenmyr et al. (2010)). In order to make this flame a proper

test case for LES studies the problem of uncertainty in specifying the

inlet boundary should be solved so that the effects of numerical meth-

ods and combustion models on the results could be isolated from the

effects imposed by the choice of the boundary conditions.

The first part of this thesis work was focused on investigating the

effects and importance of the inlet boundary condition on prediction

of the flow field and flame position as well as the flame dynamics in

a low swirl burner and trying to solve the problem of inlet boundary

uncertainty by providing proper and simple boundary conditions for

numerical studies.

Lean premixed low swirl stabilized combustion concept is a promis-

ing technology to push the operating conditions of industrial burners

close to lean blow-off limit. Hence, meeting the ever increasing de-

mands on reducing NOx emissions. Low swirl concept is proved to

give very low emission levels while showing the capability of operating

with different fuels under a rather wide range of operating conditions

(Cheng et al. (2009); Littlejohn & Cheng (2007); Cheng et al. (2008,

2000)). In this context this test case is also of interest from a practi-

cal engineering point of view. The details of the geometry and working

conditions of the burner are given in papers I, II and V.

1.4 Modern Aircraft Engines

Production of CO2 in burning process of fossil fuels is inevitable and

the only way to reduce its production is to decrease fuel consumption

by increasing efficiency in engineering processes such as gas turbines.

In spite of significant improvements in turbomachinery efficiency, the

overall efficiency of modern aircraft engines are quite low. The room

for efficiency improvement in the turbomachinery components is very

limited and major improvements can only happen through innovative

core designs. One of the main sources of loss in aircraft engines is the

combustor. Conventional aircraft engines work with a Brayton cycle,

or a modified Brayton cycle, in which the combustion happens at con-

stant pressure. The constant pressure combustion is known to give low

thermal efficiencies. The detonation mode of combustion is another

option which has been considered for more than 70 years. In detona-
tion a supersonic shock wave followed by a reaction zone is sustained

which passes through the fuel/oxidizer mixture and rapidly burns it in

a process close to a constant volume combustion. This mode of combus-

tion, if applied in a jet engine frame, resembles the Humphrey cycle.

The irreversibility, entropy generation, in this cycle is less than the

6



CHAPTER 1. INTRODUCTION

conventional constant pressure combustion which can yield a consider-

able increase in the overall engine efficiency. The thermodynamic cy-

cle and potential efficiency benefits of Pulse Detonation Engine (PDE)

concept has been the subject of a number of analytical and numerical

studies (Paxson (2001); Kentfield (2002a,b); Wu et al. (2003); Goldmeer

et al. (2008)). However, there are numerous physical and technical

challenges needed to be addressed. The detonation is an intermittent

process by nature, therefore any engine exploiting this phenomenon

needs to work in a pulsating manner. In 2008 the first aircraft with a

PDE was successfully launched. The engine was consisted of several

pulse detonation tubes (PDT) that gave the necessary thrust for the

flight. This demonstration showed that a PDE can be integrated into

an aircraft frame without experiencing structural problems from the

detonation waves. However, to fully exploit the detonation process in

a practical aircraft these sets of tubes need to be integrated into an

engine with the other components such as turbines and compressors

(hybrid engine). The turbomachinery studies have always been focused

on either steady conditions or short unsteady transients while the tur-

bomachinery in a hybrid PDE is exposed to extreme intermittent un-

steadiness. The effects of the unsteady flow on the turbine stage have

been studies before (Rasheed & Tangirala (2004); Tangirala & Rasheed

(2007); Zante & Turner (2007); Rouser et al. (2010)), however the com-

pressor side has not been considered equally. The second part of this

thesis has been focused on the integration of a set of pulse detonation

tubes in the frame of a turbofan engine.

1.5 Thesis Objectives

Develop and modify an existing in-house LES solver in order to

apply it for numerical studies of a low swirl stabilized flame. An

appropriate outlet boundary condition was included and several

turbulence-chemistry interaction models were implemented. The

original solver was a sequential numerical code working on a sin-

gle processor, therefore it was parallelized with the aid of MPI

routines in order to speed up LES simulations.

Develop a proper combustion model for LSB studies which is eas-

ily incorporated into LES solvers and is capable of resolving the

flame dynamics in the low swirl burner flow field.

Investigate the effects of the inlet boundary condition and to find

the optimized computational domain and corresponding bound-
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ary conditions in order to be used by other researchers for further

LSB studies.

Investigate the flame stabilization mechanism in the low swirl bur-

ner flow field and understand the underlying flow-flame interac-

tions phenomena which are responsible for flame stabilization.

Provide a simple combustion model for RANS which is capable of

capturing the correct detonation wave properties.

Compare two alternative PDE configurations for their flexibility

of working conditions by studying the unsteady phenomena at

both compressor and turbine sides.

It should be mentioned that the time devoted to the second part

of the thesis, the PDE part, was no more than 15% of the total time
devoted to this thesis work.
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Chapter 2

Combustion

C
OMBUSTION in a gaseous medium is classified as non-premixed,

partially premixed and premixed combustion according to the mix-

ing level of the fuel/oxidizer mixture prior to burning. Premixed com-

bustion, which is the combustion mode considered throughout this the-

sis work, requires that the fuel and oxidizer are completely mixed be-

fore the combustion is allowed to take place. A premixed mixture of fuel

and oxidizer is not reactive at low temperatures. However combustion

can be initiated if a local heat source or other means of introducing

radicals is applied in the mixture. This initiation of the burning pro-

cess is called ignition. Once the mixture is ignited the burning process

continues provided that the mixture is within the so called flammabil-

ity limits. These flammability limits depend on the composition of the

mixture. Stoichiometric condition happens when the amounts of fuel

and oxidizer in the combustion compound are balanced so that after

the combustion process is completed no fuel or oxidizer is left. If there

exists an excess of fuel over oxidizer the mixture is called rich and if

there is a deficit of fuel the mixture is called lean. The equivalence

ratio of a mixture φ is defined as the ratio of the fuel-to-oxidizer mass
fraction ratio to the stoichiometric fuel-to-oxidizer mass fraction ratio,

equation 2.1. Most hydrocarbon fuels are flammable in the range of

0.5 < φ < 1.5.

φ =
Yfuel/Yoxidizer

(Yfuel/Yoxidizer)stoichiometric
(2.1)

2.1 Combustion Modes

When a flammable premixed fuel/oxidizer mixture is ignited the burn-

ing process can occur in three distinctive modes. In specific cases burn-

ing happens very rapidly and without any preferable direction. This is
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the explosion mode of combustion. However, in most engineering pro-

cesses the overall conditions lead to formation of a wave which passes

through the mixture and burns it.

Figure 2.1 shows a tube filled with premixed fuel/oxidizer mixture.

The velocities are shown both in the wave and unburned gas coordinate

systems. If the tube is open at both ends the velocity of the wave is low

and is controlled by transport processes, mainly simultaneous heat dif-

fusion and diffusion of radicals. This results in a subsonic wave and

the combustion mode is called deflagration; the wave is called flame,

combustion wave or deflagration wave interchangeably. However, if the

tube is closed at one end and the mixture is ignited at the same end the

propagating wave undergoes a change from a subsonic wave to a super-

sonic wave. The burning process is not controlled by heat conduction or

radical diffusion; rather, the shock wave passing through the unburned

gas increases the temperature and pressure substantially and leads to

rapid burning of the fuel. This supersonic front is called detonation

wave and this combustion mode is called detonation. In both deflagra-

tion and detonation modes the propagating waves are sustained by the

heat released from reactions.

−u2 0 −u1

u1 − u2 u1 0

Burned gas Unburned gas
Wave direction in lab frame

Velocities with wave fixed in lab space

Velocities with respect to the unburned gas

Figure 2.1: Tube case used for combustion mode analysis. Velocities

in wave (top) and unburned gas (bottom) coordinates are shown.

Equations 2.2-2.6 represent the conservation of mass, momentum

and energy together with equations of state for unburned and burned

mixtures respectively, where subscript 1 denotes unburned and sub-
script 2 denotes burned mixture and q is the heat released from chemi-
cal reactions.

ρ1u1 = ρ2u2 (2.2)
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p1 + ρ1u
2
1 = p2 + ρ2u

2
2 (2.3)

cpT1 +
1

2
u2

1 + q = CpT2 +
1

2
u2

2 (2.4)

p1 = ρ1R1T1 (2.5)

p2 = ρ2R2T2 (2.6)

The unknowns in this set of equations are u1, u2, T2, p2 and ρ2. Equa-

tion 2.5 connects known variables and is redundant. Therefore, there

are four equations and five unknowns, thus no eigenvalue solution ex-

ists for the problem and more information is needed to find a unique

answer to the equations. With simple algebraic manipulation of the

above equations the following relations are obtained. The assumptions

of constant Cp (specific heat at constant pressure) and constant γ (spe-
cific heat ratio) are used in the following discussion.

γ

γ − 1
(
p2

ρ2
− p1

ρ1
)− 1

2
(p2 − p1)(

1

ρ1
+

1

ρ2
) = q (2.7)

γM2
1 =

p2

p1
− 1

1− ( 1
ρ2

)

( 1
ρ1

)

(2.8)

γM2
2 =

1− p1

p2

( 1
ρ1

)

( 1
ρ2

)
− 1

(2.9)

Equation 2.7 is called Hugoniot equation and relates the unknown

variables on the burned side, p2 and
1
ρ2
, to the corresponding known

variables on the unburned side. This equation gives a family of solu-

tions for each specified heat release q. The case of q = 0 corresponds to
a shock wave with no combustion, heat addition, and passes through

the initial unburned condition p1 and
1
ρ1
. Figure 2.2 shows two such

Hugoniot curves for an arbitrary q and for q = 0. Point A corresponds
to the initial condition. The Hugoniot curve is hyperbolic and there are

two tangent lines to it which pass through point A. These two lines
together with the horizontal and vertical lines corresponding to ini-

tial pressure and density divide the Hugoniot curve into five distinct

regions shown by roman numerals I-V in figure 2.2. Region V is char-

acterized by p2 > p1 and
1
ρ2

> 1
ρ1
which gives M2

1 < 0 from equation

2.8. Therefore, this region does not represent physical solutions and is
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directly ruled out. The discussion presented here can be found in more

details in Glassman (1996).

A
p1

1/ρ1 1/ρ2

p 2

J

Y

K

X

I

II

III

IV

V

Figure 2.2: Hugoniot curves for q = 0, dashed line, and an arbitrary q,

solid line.

2.2 Detonation

Examination of equation 2.8 reveals the characters of M1 in regions

I and II. In these regions p2 is significantly larger than p1 and
1
ρ2
is

smaller than 1
ρ1
. Consequently, the right hand side of equation 2.8 is

much larger than 1 and certainly larger than 1.4which is a conservative
value for γ. Therefore, M1 > 1 and these regions define a supersonic
compression wave and are together called detonation region. It can be

shown that the flow at tangent point J is sonic in the coordinate system
attached to the wave front, equations 2.10.

u2,J = c2,J M2,J = 1 (2.10)
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This implies that the waves corresponding to these regions can be

further categorized as below.

• Region I: Strong detonation since p2 > pJ (supersonic flow to sub-

sonic)

• Region II: Weak detonation since p2 < pJ (supersonic flow to su-

personic)

There is no condition by which strong detonation can be ruled out,

however it is argued by Chapman and Jouguet that the results in this

region are unstable everywhere except at J . Furthermore, assuming
a specific structure for the detonation wave as a shock wave followed

by a reaction zone, which will be shortly discussed as ZND model, rules

out region II. Consequently, the only possible solution in the detonation

side is point J which is called the Chapman-Jouguet plane. Strong det-
onation can only happen as transient modes and would quickly break

down and fall into Chapman-Jouguet condition. The detonation wave is

a compression wave and the burned gases at Chapman-Jouguet plane

follow the wave front at the speed of sound, as indicated by the unity

of Mach number at Chapman-Jouguet plane.

The fact that the detonation waves should fall into a single point

J on the Hugoniot curve suggests that an eigenvalue solution to equa-
tions 2.2-2.6 does exist in this region. Therefore all the unknowns in

these equations can be uniquely determined without any further as-

sumptions and post-detonation conditions are uniquely determined.

2.2.1 ZND Structure of the Detonation Wave

Zeldovich, von Neumann and Döring independently arrived at a theory

for the structure of the detonation wave. The ZND theory states that

the detonation wave is a planar shock wave followed by a reaction zone.

The shock wave moves at the detonation velocity and increases the

pressure and temperature of the unburned mixture behind it. Chemi-

cal reactions are exponential functions of the temperature; in case the

temperature right behind the shock is not high enough to rapidly con-

sume all the fuel a slowly burning region, induction zone, is formed

behind the shock and combustion progresses and temperature gradu-

ally increases to values that rapidly burn all the remaining fuel in a

very short distance. At the same time the temperature increases and

pressure decreases until they match the the Chapman-Jouguet condi-

tions.

ZND structure of the detonation wave is shown in figure 2.3. The

shock wave increases the pressure and temperature from point 1 to 1′.
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The induction zone immediately follows and is characterized by very

small changes in mixture properties. Chapman-Jouguet plane is at

point 2which is preceded by a very thin reaction zone. The kinetics and
mechanism of reactions together with the temperature level behind the

shock wave give the spatial and temporal separation of the shock front

and Chapman-Jouguet plane. The induction zone could be very thin if

the temperature behind the shock is high enough to immediately burn

all the fuel.

Figure 2.3: Structure of the detonation front according to ZND model.

The pressure, temperature and density ratios correspond to the ini-

tial conditions presented in paper III. The width of the induction

zone is typical of detonation waves at low initial pressures and does

not correspond to the initial conditions in paper III.

No presumed wave structure was needed to compute the detona-

tion velocity and Chapman-Jouguet conditions, however wave struc-

tures of ZND form were used to rule out the weak detonation region in

the discussion above. At the end it is worth to mention that ZND con-

cept considers the detonation wave to be one-dimensional while there is

evidence that self-sustained detonation waves have three-dimensional

cellular structure.
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2.3 Deflagration

Characteristics of M1 in regions III and VI can be studied by exam-

ining equation 2.8 in the same way as what was done for regions I

and II. In these regions p2 is smaller than p1 and
1
ρ2
is larger than 1

ρ1
.

Consequently, the right hand side of equation 2.8 is smaller than 1.
Therefore, M1 < 1 and these regions define a subsonic wave and are
together called deflagration region. It can be shown that the flow at

tangent point Y is also sonic in the coordinate system attached to the
wave front, equations 2.11, and deflagration region can be further cat-

egorized as below.

• Region III: Weak deflagration since p2 > pY (subsonic flow to sub-

sonic)

• Region IV: Strong deflagration since p2 < pY and
1
ρ2

> 1
ρY
(subsonic

flow to supersonic)

u2,Y = c2,Y , M2,Y = 1 (2.11)

1
ρ2

> 1
ρY
in region IV, therefore velocities are greater than u2,Y due

to continuity while the speed of sound is about equal to the speed of

sound at Y . Therefore, as stated above, the flow is supersonic behind
the shock in this region. This indicates that the flow in a constant area

duct should pass the sonic point by heat addition which is impossible

and region IV is ruled out.

Region III can not be ruled out and the whole region contains physi-

cal solutions. This region corresponds to the deflagration mode of com-

bustion and encompasses the laminar flame family of solutions. In

order to uniquely specify the deflagration velocity for a set of initial

conditions another equation is needed. This equation comes from the

examination of the structure of the deflagration wave and deals with

the rate of chemical reactions or, more specifically, the rate of heat re-

lease. In other words, treating the combustion wave as a discontinuity

does not yield any unique answer and the structure of the flame needs

to be resolved for this purpose.

2.3.1 Premixed Flame Structure

Structure of a typical premixed flame is shown in figure 2.4. It consists

of three separate zones, a preheat zone, a reaction zone also called the

inner layer and a recombination zone also referred as the oxidation
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layer. The preheat zone is chemically inert and the changes in concen-

tration of species and the temperature variations are caused by diffu-

sion from downstream. In the inner layer the fuel is completely con-

sumed and temperature increases. This layer is chemically active and

is responsible for keeping the reactions alive. The oxidation layer falls

into the burned gas or post-flame zone. Although the recombination

reactions are very exothermic here, the concentration of recombining

radicals are so low that the temperature profile does not change signif-

icantly. The characteristics of a premixed flame and the composition

changes across it are determined by the competition between the con-

vective flow of the unburned gases toward the flame and the diffusion

of heat and radicals from the high-temperature reaction zone against

the convective flow into the preheat region.

preheat zone

oxidation layer

T0

inner layer

δ

T

O2

COH2

SL

x/ℓF0

CH4

Figure 2.4: Structure of a premixed methane flame.

2.3.2 Laminar Flame Speed

Flame velocity or laminar flame speed, SL, is the velocity at which un-

burned gases move through the combustion wave in the direction nor-

mal to the wave surface. In other words, it is the velocity at which
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the flame front propagates normal to itself and relative to the flow into

the unburned mixture. It is represented by u1 in figure 2.1. Laminar

flame speed is a thermo-chemical transport property that depends on

fuel/oxidizer mixture, the equivalence ratio, temperature and pressure.

Any exact solution of laminar flame propagation must make use of ba-

sic equations of fluid dynamics modified to account for the liberation

and conduction of heat and for changes of chemical species within the

reaction zones. It is possible to solve these equations numerically us-

ing detailed reaction mechanisms and molecular transport properties.

These are called the comprehensive models for laminar flame calcula-

tions. However, by using certain physical assumptions and mathemati-

cal techniques these set of complicated equations can be simplified and

analytically easy to handle. Although computer codes can simply calcu-

late the laminar flame speed and flame thickness from theses detailed

equations, combustion modeling can still benefit from simple analytical

approaches as they provide simplified relations.

Thermal theories are the simplest analytical theories in laminar

flame calculations which assume only the heat diffusion in resolving

the flame front structure. The theory of Mallard and Le Chatelier falls

into this group of theories. By assuming an ignition temperature TL,

below which no reactions occur, this theory gives the laminar flame

speed and the reaction zone thickness according to equations 2.12 in

which SL, δL, D and W̄ are the laminar flame speed, flame thickness,

heat diffusivity and average reaction rate respectively.

sL ∝
√

DW δL ∝
D

sL
(2.12)

Diffusion theories further consider the diffusion of molecules. How-

ever, since these theories assume that the flame propagation is funda-

mentally a thermal mechanism they do not consider the diffusion of

atoms and radicals. The theory of Zeldovich, Frank-Kamenetskii and

Semenov belongs to this category of theories. The threshold tempera-

ture considered in the Mallard Le Chatelier theory is also applied here,

however it is assumed to be very close to the flame equilibrium tem-

perature and is eliminated from the mathematical development. This

theory gives the same two proportionality relations given in equation

2.12.

2.4 Turbulent Combustion

Combustion requires that the fuel and oxidizer are mixed at molecu-

lar level to have the chance to collide and react. Turbulence increases
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the mixing process and thereby enhances combustion. On the other

hand, combustion process releases heat and generates flow instabili-

ties which then enhance the transition to turbulence. Therefore, com-

bustion nearly always takes place within a turbulent rather than a

laminar flow field in technical processes. The turbulent mixing process

dominates the molecular mixing required for combustion. The general

view in turbulent mixing is that once a range of different eddies have

developed, strain and shear at the interface of the eddies enhance mix-

ing. During the eddy break up process and the formation of smaller

eddies, strain and shear increase which steepen the concentration gra-

dients at the interface between reactants and enhance the molecular

inter-diffusion. Chemical reactions consume the fuel at the interface

and steepen the gradients more. The way in which the combustion

changes this picture and modifies the turbulent mixing process is not

yet clear.

Reaction rates are usually of exponential nature and chemical re-

actions are nearly always fast compared to all turbulent time scales.

These active reactions concentrate in thin layers which are typically

thinner than the Kolmogorov length scale. These thin layers can not

exert any feedback on the flow except for density changes. If these

layers extinguish due to any reason, the chemistry becomes very slow.

In both fast and slow chemistry situations, time and length scales of

combustion and those of turbulence in the inertial sub-range are sep-

arated, hence the mixing process can be explained by classical mixing

theories. This scale separation makes the mixing process in the iner-

tial sub-range independent of chemistry and simplifies the combustion

modeling (Peters (2000)).

2.5 Turbulent Flame Speed

The mass consumption rate per unit area in a premixed laminar flame

is ρuSL where ρu is the unburned gas density. The consumption rate

increases in a turbulent flow field and a corresponding turbulent flame

speed ST can be defined to relate the consumption rate and density.

The turbulent flame speed is an averaged property and depends on the

characteristics of the turbulent flow field and the flame stabilization

mechanism. If the turbulent length scales are significantly larger than

the flame thickness, as in a low intensity large scale turbulence, one

can assume the flame front as a corrugated laminar flame which has

an effective area larger than a simple planar laminar flame. The ratio

of turbulent to laminar flame speeds would then be simply the ratio

of the corresponding effective flame areas. Based on calculating the
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increase in flame area in a large scale low intensity turbulent flow field,

Damköhler suggested equation 2.13 for the turbulent flame speed in

which U ′ is the turbulent intensity ahead of the flame front.

ST = SL + U ′ (2.13)

Other approaches for calculating the increase in flame surface in

large scale low intensity turbulence have been tried. The works of

Clavin-Williams (Calvin & Williams (1979)) and Schelkin (Schelkin

(1947)) resulted in correlations given by equations 2.14 and 2.15 re-

spectively.

ST

SL
∼ {1 + [

(U ′)2

SL
]}1/2 (2.14)

ST

SL
= [1 + (2U ′/SL)]1/2 (2.15)

There are a number of other turbulent flame speed correlations, e.g.

Zimont (Zimont & Lipatnikov (1995)), Gülder (Gülder (1990)), Peters

(Peters (1999)), etc. These models are usually in the form of equa-

tion 2.16 in which f is a functional of the hydrodynamical and physico-
chemical parameters expressed via the Reynolds, Re = utlt

ν
, Damköhler,

Da = τt

τc
, and Prandtl, Pr = ν

α
numbers.

ST

SL

= 1 + f(Re, Da, Pr) (2.16)

Most of flame wrinkling and corrugation is resolved in LES and the

turbulent flame speed calculation is narrowed to the increase of the

flame surface due to subgrid corrugation of the flame. This subgrid-

scale turbulent flame speed is often assumed to be related to subgrid

scale turbulence level u′

sgs according to equation 2.17 where α and n are
constants.

ST

SL
= 1 + α(

u′

sgs

SL
)n (2.17)

A complete discussion about turbulent flame speed is given in Li-

patnikov & Chomiak (2002).

2.6 Reduced Chemistry

There is a large number of reactions and active species, including radi-

cals, present in the combustion process of even the simplest fuels. This

is not a particular problem when simple one-dimensional equations are
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solved, for example in laminar flame speed calculations. However, it

is not economical to solve this huge set of equations in three dimen-

sions. Moreover, the reaction rates have an exponential dependence

on temperature in nature, thus the reaction rates are very sensitive to

temperature changes. Therefore, at certain temperatures some of the

reactions might be very fast compared to the others which results in the

stiffness problem in solving the set of equations. One solution to this

problem is to reduce the number of equations by making equilibrium

assumption for faster reactions and modifying the others to account for

this assumption. This results in a reduced reaction mechanism which

still represents the main characteristics of the original mechanism.

A further step in reducing the number of reactions and active species

is to replace the detailed mechanism by a set of new reactions which do

not even actually exist in nature but are an integral form of several el-

ementary reactions. It is reasonable to reduce the number of reactions

so that it is possible to incorporate them in three-dimensional calcula-

tions. The reaction rates in these global reactions are usually given by

the so called Arrhenius expressions given in equation 2.18 in whichRR,
A, T , n and Ea are reaction rate, pre-exponential factor, temperature,

a constant and activation energy respectively. The coefficients in these

Arrhenius expressions are specified in a way that certain properties of

the detailed mechanism such as flame temperature, CO concentration
or laminar flame speed are reproduced by the reduced global mecha-

nism.

RR = AT ne−Ea/T (2.18)

One such global mechanism for methane/air mixture is given in

Meredith & Black (2006). The detailed mechanism is reduced to only

three reactions involving five species and the reaction rates are given

by equation 2.19. This mechanism is originally optimized for temper-

ature and CO concentration predictions at atmospheric conditions and
for a limited range of equivalence ratios.

2CH4 + 3O2 −→ 2CO + 4H2O

2CO + O2 −→ 2CO2

2CO2 −→ 2CO + O2

ẇi = AiT
βie−Eai

/RT
∏Nj

j=1
[Xj]

ai,j (2.19)

Figure 2.5 compares the flame structure for a lean premixed mix-

ture of methane/air at φ = 0.62 calculated from both the detailed GRI
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mechanism (GRI-Mech) and Meredith global mechanism. The flame

calculations are performed using comprehensive theories. Not shown

in this figure is the laminar flame speed which was computed to be

about SL = 0.125 for GRI-Mech and about SL = 0.13 for Meredith mech-
anism. The global mechanism gives surprisingly comparable results

to the detailed mechanism at this specific equivalence ratio, however

at larger equivalence ratios it starts to significantly deviate from GRI

mechanism.
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Figure 2.5: Structure of lean premixed methane/air flame at φ = 0.62

computed by comprehensive laminar flame theories for GRI detailed

mechanism, solid lines, and Meredith three step global reaction

mechanism, dashed lines.

2.7 Flame Stabilization

Typical working velocities in practical combustion devices in which

high volumetric heat release rates are needed exceed not only the lam-

inar but also the turbulent flame speed of hydrocarbon fuel mixtures.

This makes it impossible to stabilize a flame unless some other means

are used. It is possible to achieve a continuous ignition of fresh mix-

ture by adding a pilot flame in the flow, however these pilot flames

are added inconvenience to the system and are usually not used. In

practice, stabilization is accomplished by causing some of the hot com-

bustion products to recirculate, thereby continuously igniting the fresh

mixture coming from upstream. The recirculation can be achieved by

several means such as introducing a solid obstacle as a flame holder

(bluff-body stabilization), by directing part of the flow in the direction
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opposed to the main flow direction, by introducing a step in the wall en-

closure, by exploiting the vortex break down and the subsequent flow

recirculation of a diverging swirling jet (swirl stabilization), etc.

Figure 2.6 shows the swirl stabilization concept. The swirling jet

anatomy shown here corresponds to the low swirl stabilization mode

in which only part of the flow gains the swirl velocity component. In a

conventional high swirl stabilized flame the axial core region in figure

2.6 is eliminated and the whole flow is given a swirl velocity component.

recirculation region

swirling flow

axial flow

divergent flow

Figure 2.6: Principles of swirl flame stabilization.

2.8 Turbulent Combustion Regimes

Structure of a premixed flame was shown in figure 2.4 in which the x
coordinate was scaled with a flame thickness ℓF . The flame thickness

is a result of diffusive phenomena characterized by a diffusivity D. It
is convenient for scaling purposes to assume equal diffusivities for all

reacting scalars and to assume a Schmidt number of unity Sc = ν
D
. The

flame velocity scale is the laminar flame speed SL and addition of the

diffusivity D as a scale gives the flame length scale (flame thickness)
and the flame time scale, equation 2.20.

ℓF =
D

SL
=

ν

SL
, tF =

D

S2
L

=
ν

S2
L

(2.20)

The thickness of the preheat zone, inner layer and oxidation layer

are typically of the order of ℓF , 0.1ℓF and 0.3ℓF respectively (Peters

(2000)). Comparing the scales of the flame with that of the turbulence

leads to classification of the turbulent premixed flames into several

regimes. Two sets of turbulent scales are considered, large integral
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scales (ℓ, υ′ and ℓ/υ′) and small Kolmogorov scales defined in equation

2.21.

η = (
ν3

ε
)1/4, tη = (

ν

ε
)1/2, υη = (νε)1/4 (2.21)

Based on these scales a turbulent Reynolds number, a Damköhler

number and a Karlovitz number are defined in equations 2.22, 2.23

and 2.24 respectively.

Re =
υ′ℓ

D
=

υ′ℓ

ℓFSL
(2.22)

Da =
ℓ/υ′

ℓF/SL
(2.23)

Ka =
tF
tη

=
ℓ2
F

η2
=

υ2
η

S2
L

(2.24)

Another relevant Karlovitz number can be defined based on the in-

ner layer thickness as the proper flame length scale, equation 2.25.

Kaδ =
ℓ2
δ

η2
= δ2Ka ∼ 0.01Ka (2.25)

Figure 2.7 illustrates the classification of premixed flames into five

regimes. Laminar flames happen at Reynolds numbers less than unity.

All the other regimes are within the turbulent premixed category. Wrin-

kled flamelets regime is characterized by Re > 1, Ka < 1 and Da > 1
and in terms of the scales by ℓ/ℓF > 1 and υ′/SL < 1. This indicates
that the turbulent intensity is smaller than the flame speed and lam-

inar flame propagation dominates the flame front corrugation. Large

scales of turbulence are larger than the flame thickness and can not

interact with the internal structure of the flame. The small scales of

the flame are faster than the small scales of turbulence and are not

affected. In this regime turbulence can not interfere with the flame.

In the corrugated flamelets regime the turbulent velocity scale over-

comes the laminar flame speed and leads to corrugation of the flame

front. In the thin reaction zones regime Ka > 1 hence ℓF > η and the
turbulent small scales can penetrate into the reactive-diffusive flame

structure and distort it but they are still larger than the inner layer

thickness. In the broken reaction zones regime Kaδ > 1 and the small
scales of turbulence can enter the inner layer and affect the structure

of it possibly leading to local quenching of the flame.

Most practical turbulent flames are either in corrugated flamelets

or thin reaction zones regimes. The flame in the core region of the low
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Figure 2.7: Turbulent premixed combustion regimes diagram (Peters

(2000)).

swirl burner is in the border of corrugated flamelets and thin reaction

zones regimes. However, the turbulent scales are smaller in the shear

layer and flame scales are larger due to dilution of the mixture by mix-

ing with co-flow air. The flame in the shear layer is in the border of thin

reaction zones and broken reaction zones regimes. Mixing process can

dilute the mixture to equivalence ratios below the flammability limit

which results in local extinction of the flame.
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Chapter 3

Methodology

T
WO PREMIXED reacting flows are studied in the present work: the

flow in a pulse detonation engine and the flow in a low swirl burner.

Reactive nature of these flows implies that they both undergo density

and composition changes. However, these two flows are very differ-

ent in nature. Moreover, the objectives of these two studies are dif-

ferent which implies that the same numerical method might not suit

both studies. The main numerical tool used in this work is a compress-

ible computational fluid dynamics (compressible CFD) code developed

by Eriksson (1995). This code solves the Navier-Stokes, k − ε turbu-
lence model and species transport equations on a block structured non-

orthogonal curvilinear boundary-fitted computational grid using stan-

dard cell-centered finite volume method. The diffusive flux is approx-

imated with a locally centered second order scheme while a low dis-

sipation third order accurate characteristic upwind scheme gives the

convective flux. The equations are integrated in time using a three-

stage Runge-Kutta time stepping method. The details of the numerical

schemes can be found in Eriksson (1995) and Andersson (2005).

The range of velocities in the low swirl burner flow field is well be-

low the compressibility limit,M ≪ 0.3, density changes are due to tem-
perature variations and the flow is incompressible. The combustion is

at low speed, deflagration mode, and happens in a turbulent flow field

which implies that the structure of the flame front and turbulence-

chemistry interactions are important features. The flow and the flame

exhibit a wide range of structures which presumably contribute to the

flame stabilization mechanism. RANS turbulence models do not seem

to be adequate to resolve the flow-flame structures, thus LES meth-

ods were chosen for LSB studies. Preconditioning concept was used to

economically solve this incompressible flow with a standard compress-

ible flow solver. The details of the preconditioning technique are pre-

sented in appendix A. The Meredith three-step global reaction mecha-
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nism gives the reaction rates which are then corrected for chemistry-

turbulence interactions through a finite rate chemistry upwind thick-

ened flame combustion model. Combustion happens far from the walls

and is dominated by the larger flow structures, therefore walls do not

play a significant role in this flow. Thus, the walls are not resolved and

are treated through wall functions.

On the other hand, the velocities in the PDE flow field are well

above compressibility limits and density changes are primarily due to

pressure variations. The combustion is in detonation mode and the

exact structure of the flame front and its interactions with turbulence

are not important. Two-dimensional URANS with realizable standard

k − ε turbulence model with wall functions were used for PDE simula-
tions. Combustion modeling does not need to address any interactions

with the flow. The aim of the combustion model is to assure that deto-

nation happens under certain circumstances and results in the correct

post-combustion conditions. Burning is modeled at a finite rate given

by an Arrhenius expression in a single step reaction mechanism. The

constants in this Arrhenius expression are tuned to assure the onset of

detonation.

3.1 Multi-Species Reacting Systems

The governing equations of Newtonian fluid flow which are the com-

pressible form of continuity, momentum and energy conservation equa-

tions are given in equations 3.1-3.3 in which e0 = e+ 1
2
umum is the total

internal energy, q is the diffusive heat flux and τij is the viscous stress

tensor. The viscous stress tensor is given by equation 3.4 where Sij ,

equation 3.5, is the strain-rate tensor. Effects of radiation and body

forces are neglected.

∂ρ

∂t
+

∂(ρuj)

∂xj
= 0 (3.1)

∂(ρui)

∂t
+

∂(ρujui)

∂xj

= − ∂p

∂xi

+
∂τij

∂xj

(3.2)

∂(ρe0)

∂t
+

∂(ρuje0)

∂xj
= −∂(ujp)

∂xj
+

∂(uiτij)

∂xj
− ∂qj

∂xj
(3.3)

τij = µ(2Sij −
2

3
Smmδij) (3.4)

Sij =
1

2
(
∂ui

∂xj

+
∂uj

∂xi

) (3.5)
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In case of a non-reacting single species fluid motion these equations

can be closed by an equation of state which relates the thermodynamic

properties of the fluid. The perfect gas assumption, equation 3.6, is

often valid as the equation of state for gases.

p = ρRT (3.6)

Reacting flows are multi-species systems which undergo composi-

tion changes through chemical reactions. It is possible to consider sepa-

rate conservation equations for individual species. However, it is more

convenient to consider only one set of conservation equations for the

mixture of species. In this work the mixture and all the species in-

volved are assumed to be thermally perfect gases. Therefore, equation

3.6 also holds for the mixture in which R =
∑N

n=1 Y (m)R(m) and R(m) are

the mixture and species m gas constants respectively. If one further
assumes that the mixture is in vibrational equilibrium then internal

energy and enthalpy of the mixture are functions of the composition

and temperature only (equation 3.7 in which the internal energy and

enthalpy of species are functions of temperature only).

e =
N∑

n=1

Y (m)e(m), h =
N∑

n=1

Y (m)h(m) (3.7)

These individual internal energies and enthalpies are furthermore

assumed to be absolute quantities, that is they are assumed to contain

the heat of formation Hf . This is important in the case of chemical re-

actions with heat release. In real gases the temperature dependence

in equation 3.7 is non-linear, however in many cases linearized rela-

tions, as the best linear fits in the range of working temperatures, are

very good approximations. The following linear relations for individual

species are considered in this work.

e(m) = H
(m)
f + C(m)

v T, h(m) = H
(m)
f + C(m)

p T, C(m)
p = C(m)

v + R(m) (3.8)

From the assumption above the following auxiliary relations for the

mixture are obtained.

e = Hf + CvT, h = Hf + CpT, h = e +
p

ρ
(3.9)

where

Hf =
N∑

n=1

Y (m)H
(m)
f , Cv =

N∑

n=1

Y (m)C(m)
v , Cp =

N∑

n=1

Y (m)C(m)
p , Cp = Cv + R

(3.10)
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The composition of the mixture is needed in order to calculate the

gas properties of the mixture. The transport equations of species, equa-

tion 3.11, can be used to find the composition of the mixture Y (m).

∂(ρY (m))

∂t
+

∂(ρujY
(m))

∂xj
= −

∂J
(m)
j

∂xj
+ S(m) (3.11)

where Y (m), J (m) and S(m) are the species m mass fraction, diffusion
flux, and chemical source respectively.

The chemical source term S(m) is determined by the reaction mech-

anism (often through Arrhenius expressions). The diffusion flux J (m) is

related to the diffusion velocity ~V (m) and partial density ρ(m) according

to

J (m) = ρ(m)~V (m) = ρY (m)~V (m) (3.12)

The diffusion velocity of the species m is the velocity pf species m
relative to the mass weighted velocity of the mixture, equation 3.13,

and can be determined by solving the set of equations 3.14 were X(m)

denotes mole fraction of species m and D(mn) is the binary diffusion

coefficient (Kuo (2005)). Body forces and Dufour effects are neglected.

~V m = ~v(m) − ~v (3.13)

∇X(m) =
N∑

n=1

X(m)X(n)

D(mn)
(~V (n) − ~V (m)) + (Y (m) −X(m))

∇p

p
, m = 1, 2, . . . , N

(3.14)

In a single-species system the diffusion heat flux is due to tem-

perature gradient only and is usually modeled by Fourier’s heat law,

qj = −λ ∂T
∂xj
. However, the diffusion velocities of species in a multi-

species system are not equal and another term is added to the diffu-

sion heat flux to compensate for the excess/deficit of velocity of species

m relative to the velocity of the mixture, equation 3.15.

qj = −λ
∂T

∂xj

+
N∑

n=1

J
(m)
j h(m) = −λ

∂T

∂xj

+
N∑

n=1

ρY (m)V
(m)
j h(m) (3.15)

The set of equations 3.1-3.3 can be closed by N equations of state
corresponding to the species in the system. The equations presented

in this section govern the motion of a gaseous mixture whose proper-

ties are mass weighted averages of corresponding species properties. It
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should be mentioned that only N − 1 species transport equations are
really needed and the last equation is made redundant by the following

consistency equations.

N∑

n=1

Y (m) = 1,

N∑

n=1

J
(m)
j = 0,

N∑

n=1

S(m) = 0,

N∑

n=1

Y (m)~V (m) = 0 (3.16)

One major simplification to the above governing equations is to ap-

proximate the species diffusion velocity using Fick’s law

Y (m)~V (m) = −D(m)∇Y (m) (3.17)

where D(m) is the binary diffusion coefficient of species m with re-
spect to an abundant species. The species mass diffusion flux is then

calculated from

J (m) = −ρD(m)∇Y (m) (3.18)

It is possible to use tabulated data for diffusion coefficients and

solve the species transport equations, however a more simplified for-

mulation can be obtained by assuming equal Schmidt numbers for all

species which results in equation 3.19. The effects of this approxima-

tion in laminar flame calculations of a methane/air mixture are pre-

sented in appendix B.

J (m) = −ρD∇Y (m) (3.19)

The species transport equations with this approximation, equation

3.20, are used in the present work. The diffusion flux term in energy

equation is also modified with this assumption according to equation

3.21.

∂(ρY (m))

∂t
+

∂(ρujY
(m))

∂xj
=

∂

∂xj
(ρD

∂Y (m)

∂xj
) + S(m) (3.20)

qj = −λ
∂T

∂xj
+

N∑

n=1

J
(m)
j h(m) = −λ

∂T

∂xj
−

N∑

n=1

ρD
∂Y (m)

∂xj
h(m) (3.21)

3.2 Combustion Modeling

The set of flow equations presented in the previous section are closed

and can be solved without any modeling assumptions using DNSmeth-

ods. However, the grid resolution needed for such DNS numerical sim-

ulations is well above the capabilities of today’s computers for practical
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engineering flows. Other CFD methods such as RANS and LES tur-

bulence models can be used for solving the flow of the mixture, how-

ever the effects of composition changes need to be in some way incor-

porated into these equations. One way to get this composition is to

directly solve the species transport equations. This method is used in

the present work.

Favre averaging and Favre filtering are well accepted methods of

averaging/filtering varying density flows in LES and RANS turbulence

models. This filtering results in the simplest formulation of filtered

equations which best resemble the corresponding constant density for-

mulations. The filtered conservation equations for multi-species sys-

tems are similar to their single species counterparts except for the ex-

tra diffusion term discussed earlier which is Favre filtered according

to

q̄j,extra = −
N∑

n=1

ρD
∂Y (m)

∂xj
h(m) = −

N∑

n=1

ρ
˜

D
∂Y (m)

∂xj
h(m) (3.22)

The Favre-filtered species transport equations are

∂ρỸ (m)

∂t
+

∂(ρũjỸ
(m))

∂xj

=
∂

∂xj

(ρD
∂Y (m)

∂xj

)

︸ ︷︷ ︸

I

− ∂

∂xj

[ρ(ũjY (m) − ũjỸ
(m))]

︸ ︷︷ ︸

II

+ S
(m)

︸︷︷︸

III

(3.23)

There are four extra terms, compared to single-species systems,

which need modeling. These terms are the filtered extra diffusion term

and three terms on the right hand side of the filtered species transport

equations. The extra heat diffusion term and term I in equation 3.23

are easier to model and can be modeled as

N∑

n=1

ρ
˜

D
∂Y (m)

∂xj
h(m) =

N∑

n=1

ρD
∂Ỹ (m)

∂xj
h̃(m) (3.24)

∂

∂xj
(ρD

∂Y (m)

∂xj
) =

∂

∂xj
(ρD

∂Ỹ (m)

∂xj
) (3.25)

Term II is the so-called turbulent transport flux term and is respon-

sible for the enhancement of mixing of the species by turbulence. This

is the turbulent diffusive flux of reacting scalars and can be modeled

the same way the non-reactive scalars are modeled through gradient-

diffusion models based on Boussinesq’s hypothesis, equation 3.26.
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(ũjY (m) − ũjỸ
(m)) = −Dt

∂Ỹ (m)

∂xj
(3.26)

The extra diffusion term involves the species diffusion flux J (m),

equation 3.21, which can now be modeled using laminar and turbulent

diffusion fluxes, equations 3.25 and 3.26. This choice of modeling the

filtered extra diffusion term is consistent with the rest of the equations

and is used here:

q̄j,extra = ρ(D + Dt)
∂Ỹ (m)

∂xj
h̃(m) (3.27)

The chemical source term, term III, is the most challenging term to

model. The chemical source term is usually an exponential function of

temperature and species mass fractions, therefore filtered sources in-

volve correlations of temperature andmass fractions. There are several

techniques to model this term. This term can be closed, no modeling

needed, if the joint Probability Density Function (PDF) of tempera-

ture and species mass fractions is known. This is the so-called PDF

transport technique in which the joint PDF of several flow properties

is solved and is used to directly compute and close some of the terms,

e.g. the chemical source term. There are a number of approaches for

which PDF function to consider such as composition joint PDF, velocity-

composition joint PDF, etc. The PDF transport models are compu-

tationally expensive, however they can be solved using Monte-Carlo

methods for simpler cases. Details of this method can be found in Pope

(1990, 1985).

The flamelet structure based combustion modeling is another ap-

proach to overcome the problem of the source termmodeling. The flame

in the corrugated flamelets and thin reaction zones regimes is quasi

laminar and the flame structure follows that of a laminar flame. There-

fore the scales of the flame and turbulence are separated and the flame

is a thin layer that does not interact with the flow. Under such condi-

tions it is possible to treat the flame as a freely propagating surface in

the flow which gives feedback to the flow through density changes. The

flow condition at this surface, flame front, works as the boundary con-

dition to the laminar flame. These laminar flame structures under dif-

ferent conditions can be calculated separately using one-dimensional

laminar flame calculations. The level-set G-equation technique belongs

to this category of models and is presented in detail in Peters (2000).

The third option is to use reaction based techniques in which the

source term is directly modeled using filtered flow properties (temper-

ature and species mass fractions). The simplest approach is to directly
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use the filtered properties in the Arrhenius reaction rate expression.

This is very easy to apply but gives large errors. It is also possible to

use linearized reaction rate expressions using Taylor series, however

such series need many terms to converge and are impractical.

3.3 Finite Rate Chemistry

Chemistry time scales are often much smaller than turbulence time

scales. This implies that the thin reaction regions can be treated as

discontinuity surfaces. Sometimes the chemistry is assumed to be in-

finitely fast and no details of the reaction zones are taken into account

in combustion modeling. These models are called infinitely fast chem-

istry models versus finite rate chemistry models in which the structure

of the flame is in one way or another considered in combustion model-

ing. Techniques such as the level set G-equation model are finite rate

chemistry models in this categorization since the structure of the flame

is taken into account in laminar flamelet calculations. Nevertheless, fi-

nite rate chemistry models in the context of present work refer to com-

bustion models in which the flame front structure is directly resolved in

the simulation using rate based modeling of the chemical source terms.

In such finite rate chemistry models a difficulty is encountered as

the typical grid size, both in RANS and LES, is larger than the flame

thickness. Therefore, the flame can not be resolved in the computa-

tional domain. The flame needs to be at least as thick as one grid cell;

however, the source term is very sensitive to even smallest temperature

changes due to its exponential nature. This sensitivity results in vari-

ations in heat release and is a source for onset of non-linear numerical

instabilities. These instabilities can cause large spurious oscillations

when the flame is resolved in only one computational cell and might

even result in divergence of numerical schemes. The artificially thick-

ened flame technique (Butler & O’Rourke (1997); Colin et al. (2000)) is

one solution to this problem. The flame in this technique is thickened

over a number of computational cells while its laminar flame speed is

preserved. The source term is then distributed in several cells and the

heat release does not cause non-linear instabilities.

The finite rate chemistry method, coupled with thickened flame con-

cept, has several advantages over other techniques.

• From a numerical point of view, the chemical reactions are de-
scribed as in DNS on an LES grid. If the flame is thickened

enough the actual flame is replaced by a thicker flame without

filtering. This indicates that no subgrid modeling is needed for
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the source term and the chemical source term is given by the re-

action rates from the reaction mechanism evaluated by filtered

variables.

• The reaction rates are given by Arrhenius expressions, therefore
various phenomena, such as ignition, quenching, flame stabiliza-

tion, flame-wall interactions, etc., are directly taken into account

without extra modeling considerations.

• This approach can be used together with any reaction mechanism
at any level of complexity.

• It is very easy to implement in CFD solvers. Moreover, the prob-
lem remains a convection-diffusion problem, there are no extra

numerical methods needed.

Nonetheless, the increased flame thickness modifies the Damköhler

number and consequently the interactions of turbulence with the flame

are affected. The increased Damköhler number indicates that the flame

response to turbulence is reduced and some of the flame surface is lost.

Moreover, the structure of the flame might be affected by the turbu-

lent eddies which now can penetrate into the thickened reaction zone.

These effects are more important at high turbulence levels and complex

chemistry.

Two different finite rate chemistry models are used in this thesis.

For LSB studies an upwind thickened flame concept is applied which is

similar to the artificially thickened flame technique. In this model the

flame is not thickened explicitly and the thickening level is not decided

in advance; instead, the numerical stability constraints dynamically

thicken the flame in such a way that the numerical scheme is stable.

The Total Variation Diminishing (Laney (1998); Eriksson (1995)) tech-

nique is used as the non-linear stability control mechanism. The re-

action rates are given by the Meredith reaction mechanism and are

corrected for turbulence and flame thickening effects. This technique

is explained in detail in paper IV and is compared to the artificially

thickened flame technique.

The PDE studies do not need to address any turbulence-chemistry

interactions, therefore the reaction rates given by the reaction mecha-

nism are not corrected. Instead, the reactions rate coefficients in the

Arrhenius expression of the single step reaction mechanism are tuned

to assure the onset of detonation under certain circumstances.
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3.4 Governing Equations

The Unsteady Favre-filtered Reynolds-Averaged Navier-Stokes (URANS)

equations for a multi-species system in conservative form with a real-

izable k-epsilon turbulence model can be written in compact form as

∂Q

∂t
+

∂Fj

∂xj
= H (3.28)

The state vector Q in conservative form is given by equation 3.29
where ρ is the ensemble averaged density and, ũi, ẽ0 = e + 1

2
ũmũm + k̃,

Ỹ (m), k̃ and ε̃ are Favre-filtered velocity, total internal energy, mass
fraction of species m, turbulent kinetic energy and turbulent dissipa-
tion rate respectively.

Q =











ρ
ρũi

ρẽ0

ρỸ (m)

ρk̃
ρε̃











(3.29)

Equation 3.30 gives the flux vector Fj where p is the ensemble av-
eraged pressure, τij is the viscous stress tensor, h̃0 = ẽ0 + p̄

ρ
is the to-

tal enthalpy, Cp is the specific heat at constant pressure, µ and µt are

laminar and turbulent viscosity, Pr and Prt are laminar and turbu-

lent Prandtl number, T̃ is the Favre-filtered temperature, Sc and Sct

are laminar and turbulent Schmidt numbers, h̃(m) is the Favre-filtered

enthalpy of species m and σk and σε are constants in the k-epsilon tur-

bulence model.

Fj =














ρũj

ρũiũj + pδij − τij

ρh̃0ũj − Cp

((
µ

Pr
+ µt

Prt

)
∂T̃
∂xj

)

− ũiτij −
∑N

n=1(
µ
Sc

+ µt

Sct
)h̃(m) ∂Ỹ (m)

∂xj

ρũjY
(m) − ( µ

Sc
+ µt

Sct
)∂Ỹ (m)

∂xj

ρk̃ũj −
(

µ + µt

σk

)
∂k̃
∂xj

ρε̃ũj −
(

µ + µt

σε

)
∂ε̃
∂xj














(3.30)

The viscous stress tensor is approximated with a Boussinesq’s as-

sumption as

τij = (µ + µt)

(

2S̃ij −
2

3

∂ũk

∂xk
δij

)

− 2

3
ρk̃δij (3.31)
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Cµ Cε1 Cε2 σk σε Prt Sct

0.09 1.44 1.92 1.0 1.3 0.9 0.9

Table 3.1: Constants in the k-epsilon turbulence model

where S̃ij is the Favre-filtered strain rate tensor defined as

S̃ij =
1

2

(
∂ũi

∂xj
+

∂ũj

∂xi

)

(3.32)

The source term H is given by equation 3.33 where Pk is the turbu-

lent production term, equation 3.35, and Cε1, Cε2 and Cµ are constants

in the k-epsilon turbulence model. The various constants in the turbu-

lence model are listed in table 3.4.

H =











0
0
0

S̄(m)

Pk − ρε̃
(Cε1Pk − Cε2ρε̃) ε̃

k̃











(3.33)

Pk =

(

µt

(

2S̃ij −
2

3

∂ũk

∂xk
δij

)

− 2

3
ρk̃δij

)
∂ũi

∂xj
(3.34)

The realizability constraints is given by

µt = min



Cµρ
k̃2

ε̃
,

0.4ρk̃
√

S̃ijS̃ij



 (3.35)

The set of equations presented above represent realizable URANS

equations and were directly used in PDE studies. However, the same

set of equations can be used to perform LES studies of LSB. This set of

equations also represent spatially Favre-filtered governing equations

and the URANS model can be transformed to a hybrid LES/URANS

model if a proper upper limit is imposed on the turbulent length scale.

The details of this technique are discussed in Olausson (2011) and are

presented in appendix C.
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Chapter 4

Summary of Papers

T
HIS CHAPTER gives a short summary of the work done and the re-

sults reported in the five papers on which this thesis is based.

4.1 Paper I

4.1.1 Motivation and Background

A proper inlet boundary condition was needed for numerical study of

the low swirl burner, however no well-defined and accepted boundary

condition was available. A few experimental pieces of information were

available which at the time were used by other groups for specifying the

inlet velocity profile. The velocity profiles at several distances above

the nozzle exit were measured and the one 2mm above was superim-
posed by synthesized turbulence and used as the inlet boundary condi-

tion by other researchers. This choice of boundary condition had led to

elimination of the whole nozzle from computational domain, hence giv-

ing a very simple computational grid with simple cartesian grid cells.

The mass flow split between the perforated-plate and the swirler-vanes

was measured in a separate experimental study with the nozzle cap re-

moved. Although the configuration of the burner was altered for this

measurement, yet the results were considered by some groups to rep-

resent the mass flow split in the original configuration. The measured

mass flow split figure was then used in some studies to extend the com-

putational grid back to partly include the nozzle and the swirler-vanes

but not the perforated-plate. The study presented in this paper sug-

gested a third option in specifying the inlet boundary condition based

on the computational domain shown in figure 4.1(a).
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(a)

(b)

(c)

Figure 4.1: Schematics of the computational domain used to simulate the

low swirl burner. Solid and dotted lines represent walls and inflow bound-

aries respectively. The red color shows the borders of the computational

domain in each case. These figures illustrate only the boundaries inside the

nozzle. Premixed methane/air mixture enters from left.
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4.1.2 Work and Results

The flow field in the low swirl burner is of low velocities and it was not

economical to solve it with a standard compressible flow solver. There-

fore, the first step in simulating the low swirl burner flow field was

to find the proper preconditioning level for the range of velocities in

the flow. This was found by gradually decreasing the effective speed

of sound to reach the state at which the results would be affected by

further decreasing the speed of the acoustic waves. The chosen precon-

ditioning value slows down the acoustic waves to values for which the

whole domain is within the practical incompressible limit (Meff < 0.3).

The next step was to find the proper inlet boundary condition. The

total mass flow rate through the inlet and the measured mean velocity

profiles 10mm downstream of the nozzle exit where available. Based
on these information several candidate profiles where imposed as the

inlet boundary condition in the computational domain shown in figure

4.1(a) and the one giving the best comparison of mean flow variables

with the measured data 10mm above the nozzle was chosen as the inlet
boundary velocity profile.

The previous steps were done using a coarse computational grid

in single processor computations. The grid spacing was halved in all

three directions into a fine computational grid which was then used for

subsequent studies. The inlet profile was then used in the fine grid

simulations to investigate the grid resolution effects on the problem.

At this stage the solver was parallelized using MPI libraries to reduce

the computational time.

A single reaction mechanism, equation 4.1, was considered where s
is the stoichiometric ratio by weight.

Fu + s ·O2 −→ (1 + s) · Pr (4.1)

The results showed that the flow field compares well with the exper-

imental data indicating that the choice of the inlet profile is valid for

both coarse and fine grid simulations. However, the temperature field

showed some discrepancy from available experimental data in both

coarse and fine grid simulations. The flame position in the coarse grid

case was adjusted to the measured position by tuning the combustion

model but it did not predict the dynamic flame structures. The fine grid

case exhibited a hole in the core region, however at the time of submit-

ting this paper the fine grid simulations had not yet been completed.
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4.1.3 Comments

The combustion modeling needed to be simple at this stage as the focus

was on the boundary condition problem and not the combustion mod-

eling. The combustion model used in the simulations was a flame cap-

turing combustion model which assumes that the flame propagation is

governed by diffusion of species. Figure 4.2 shows a flame stabilized in

a flowmoving with velocity SF to the right. It is assumed that reactions

start at a threshold fuel mass fraction Y Fu.
L , therefore the temperature

and fuel mass fraction upstream of the flame front are only affected

by convection-diffusion and not by reactions (heat release). Equation

4.2 gives the governing equation for flame propagation. Solving these

equations assuming continuity of Y Fu. and dY Fu./dx at Y Fu. = Y Fu.
L

gives the reaction rates, equation 4.3, which is similar to results given

by laminar flame propagation theory of Mallard and Le Chatelier.

Y Fu.
L

Y Fu.

Y Fu. → 0

Y Fu.
0 ← Y Fu.

SF

x

Figure 4.2: Flame stabilized at free stream velocity SF







SF
dY F u.

dx
= ν d2Y F u.

dx2 for Y Fu. > Y Fu.
L

SF
dY
dx

= ν d2Y F u.

dx2 − AkY
Fu. for Y ≤ Y Fu.

L

(4.2)

Ak = [(
Y Fu.

0

Y Fu.
L

− 1

2
)2 − 1

4
]
S2

F

ν
= C

S2
F

ν
(4.3)

4.2 Paper II

4.2.1 Motivation and Background

The fine grid simulations which was started with paper I needed to

be completed to evaluate the potential of the combustion model in pre-
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dicting the flame position and dynamics. Furthermore, only the mean

velocity field was compared with experimental data in paper I whereas

the fluctuations of the velocity field could have a significant role in

flame dynamics. Therefore, further studies were performed which re-

sulted in paper II.

4.2.2 Work and Results

The final fine grid simulations revealed that the hole in the core re-

gion of the flame was inevitable, nonetheless its depth was eventually

reduced compared to the results presented in paper I. In addition to

existence of this hole, the flame in the core region did not exhibit the

dynamic behavior observed in the experiments. One possible cause

of this discrepancy was the lack of turbulent flow structures in the

core region which result from the jets emanating from the holes in the

perforated-plate. It was observed that the velocity fluctuations mea-

sured at the flame front region were significantly larger than the lam-

inar flame speed of the mixture. This suggests that these structures

can significantly wrinkle the flame in the core region and cause the

flame dynamics observed in experimental results. Therefore, as a fur-

ther step in simulating the flow-flame field, the effects of these holes

were added at the inlet by extending the computational domain back

to the location of the perforated plate, figure 4.1(b). Preliminary re-

sults, available at the time of paper submission, showed that adding

these jets lead to the appearance of large scale turbulence in the core

region and the flame became very dynamic in that area. The velocity

fluctuations were better predicted compared to results from paper I,

however the mean axial velocity showed deviation from experimental

data specially in the core region were a high axial velocity appeared in

the center.

4.2.3 Comments

One important factor which determines the swirl number is the radial

velocity distribution across the nozzle. Although the inlet boundary

condition in paper I was adjusted to give correct swirl number at the

inlet, adding the holes changed the swirl number. The uniform flow

assumed at the inlet in paper I was replaced here by the non-uniform

flow evolved from interactions of the jets. This discrepancy needed to be

readjusted since the simulations performed had revealed high depen-

dence of the flow field and flame structures on the swirl number. The

problem of finding the proper boundary condition was not yet solved at
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this stage, therefore combustion modeling was not yet in focus and the

same simple combustion model as paper I was used.

4.3 Paper III

4.3.1 Motivation and Background

The primary studies on pulse detonation engine, presented in the un-

published results chapter, revealed that direct substitution of the com-

bustor in a conventional aircraft engine frame with a set of pulse deto-

nation tubes causes severe problems at compressor side when multiple

tubes with a controlled firing sequence is applied. A few suggestions

were made to overcome this problem of which the statorless configura-

tion method for replacing the combustor with a set of pulse detonation

tubes was studied in this paper.

4.3.2 Work and Results

Two alternative PDE configurations were compared in this paper. In

the first configuration the combustor is directly replaced by a set of

detonator tubes, figure 4.3. The second configuration was based on a

statorless turbine in which the HPT stator row was eliminated and in-

stead the detonation tubes were bent to directly discharge the flow at

the proper angle into the turbine, figure 4.4. Both synchronized and

non-synchronized firing sequences were considered. In the primary

studies of PDE the valve was simulated as walls during the spark and

detonation/blowdown phases and as specified mass flow during fill and

purge phases. This boundary condition assumes that the mass flow

through the engine is not affected by the flow condition in the combus-

tor. In other words, the compressor side will immediately adapt itself to

the combustor in such a way that during fill and purge phases a steady

mass flow is injected into the tubes. The valve was simulated with the

following boundary conditions in this paper.

• during the spark and detonation-blowdown phases it is defined as
a solid wall.

• during the purge and fill phases it changes from open position to
closed position instantaneously if the flow reverses through it and

changes from closed position to open position when the pressure

at the tube side drops below the pressure at the compressor side.
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Figure 4.3: PDC integration in a PDE, direct substitution (Chalmers Univer-

sity c©).

The results show that the statorless turbine configuration offers

a wider range of operating conditions while the problem of traveling

waves in adjacent tubes in the first configuration is a serious problem

which poses high limitations on working conditions of PDE, specially

when a non-synchronized firing is applied.

4.3.3 Comments

The gas properties in this work were slightly modified so that the con-

ditions at Chapman-Jouguet plane were met at the burned side. The

simple test case used for validation showed that the correct detonation

velocity was also predicted. The deflagration to detonation distance

was also predicted within a reasonable limit, though the combustion

model was not specifically tuned for this purpose.

One problem with the idea of the statorless turbine is that the high

velocity flow should pass through the bent tube which is at a steep

angle. This results in large regions of recirculation in the bent section.

The flow passing from the compressor to the tubes however is at much

lower velocity. Therefore, it is easier to turn the flow right at the tube

inlet. This can be achieved by PDE configuration illustrated in figure

4.5. This configuration was not analyzed due to lack of time.
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(a)

(b)

Figure 4.4: PDC integration in a PDE, statorless turbine PDE configuration

(Chalmers University c©).
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Figure 4.5: PDC integration in a PDE, tilted tube PDE configuration

(Chalmers University c©).

4.4 Paper IV

4.4.1 Motivation and Background

Results obtained in papers I and II showed that a somewhat proper

inlet boundary condition was found, therefore the focus shifted to com-

bustion modeling in paper III.

4.4.2 Work and Results

A three step global reaction mechanism from literature was chosen

and validated for laminar flame property predictions. The combustion

model was also modified for better approximation of turbulent flame

speed and effective viscosity. The combustion model was shown to work

similar to a artificially thickened flame technique. However, applying

an artificially thickened flame model resulted in blow out of the flame

while the combustion model developed in this work gave a dynamic yet

stable flame.
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4.4.3 Comments

Addition of modeled holes helped the simulations in predicting the dy-

namic behavior of the flame front but the velocity profiles did not com-

pare well with the experimental data. In particular, the high velocity

in the center line resulted in a deep hole in the mean flame front.

4.5 Paper V

4.5.1 Motivation and Background

The results from previous papers indicated that there is still room

for improvement in specifying the inlet boundary condition for LSB

studies. In this paper the computational domain was extended back

to include the perforated-plate/swirler-vanes component, figure 4.1(c),

hence eliminating any assumption at the inlet.

4.5.2 Work and Results

A block structured grid was adapted to the now complicated geometry.

The grid at the inlet side was twice as fine as the grid at the flame side

separated by a 2-to-1 grid interface. Both reacting and non-reacting

simulations were performed. The predicted mass flow split differed

from the aforementioned measured values by 10%. The flame position
and dynamics were well predicted and the flow field showed the well

known characteristics of a low swirl flow field observed in several ex-

periments.

The effects of mass flow split and effective vane angle were studied

in several other simulations on computational grids previously used in

papers I, II and IV. The results interestingly showed that it is possible

to capture correct flame position along the center line, under certain in-

let conditions, when the modeled holes are not included (figure 4.1(a)).

However, the flow field does not represent a low swirl flow field and the

flame dynamics are not well predicted. On the other hand, using mod-

eled holes (figure 4.1(b)) with proper inlet conditions gives a dynamic

flame but the flame position is not well predicted.

4.5.3 Comments

This study revealed that the flame dynamics are strongly connected to

unsteady flow structures. These flow structures are mainly generated

and evolved inside the nozzle. The flow interactions inside the nozzle
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yield a complicated flow field with varying turbulence characteristics

across the nozzle, hence a synthetic turbulence seems to be inadequate

for resembling the turbulence at the nozzle exit. There are two ways to

specify the inlet boundary turbulence in LSB numerical simulations.

One is to extend the computational domain upstream to include the

major parts which affect the flow unsteady structure. This method was

used in this study and showed to be successful in flow-flame predic-

tions. However, this option is numerically expensive. Nevertheless,

it was shown in this paper that the flame front position and velocity

fluctuations at the nozzle exit are not correlated. Thus, a time series

of flow field at the nozzle exit can be extracted from this simulation

and saved in a database which could be then imposed as the bound-

ary condition in other numerical studies of this burner. Such boundary

condition can be used to eliminate the whole nozzle from numerical

studies, hence resulting in a simple cartesian grid which is favorable

for computer codes. This simple geometry together with well defined

and easy to use boundary conditions provided by this study make LSB

a proper test case for evaluation of numerical methods specially LES

combustion models.
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Chapter 5

Unpublished Results

T
HIS SECTION gives some of the results from primary studies on

PDE which motivated the study presented in paper III.

5.1 PDE Configuration

The combustion chamber in a PDE consists of a set of detonation tubes

which fire periodically at a certain frequency. The tubes can either fire

all at once, synchronized firing, or they can be out of phase following

a controlled phase-shift firing sequence, non-synchronized firing. The

integration of the PDC in the frame of a turbofan engine is not triv-

ial. The simplest PDE consists of a set of detonation tubes directly

exhausting in the air which provide the thrust necessary for the air-

craft to fly. However, the PDC should be integrated in a conventional

engine frame including turbomachinery to yield maximum benefits in

efficiency. The first and most straightforward PDC integration method

is to directly replace the combustion chamber in a turbofan engine

with a set of tubes. Connected to each tube is a divergent part, dif-

fuser, which will guide the flow toward the turbine stator guide-vanes.

These tubes/diffusers are circumferentially distributed and connected

to a plenum to which the stator guide-vanes are connected at the other

side. This PDE configuration is sketched in figure 5.1 in which the

diffuser angle is chosen to be zero. Each tube is directly followed by

a guide-vane in this configuration, however the number of tubes and

guide-vanes do not need to be necessarily equal. A 2-D cross section of

this configuration is used in this numerical study, figure 5.2.

There is a pressure valve at the inlet of each tube, figure 5.1, which

will open to let the flow into the tube when necessary and will close

when the detonation process is started. This valve is not directly sim-

ulated in this work.
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Figure 5.1: A conceptual PDE configuration in which the tubes di-

rectly replace the combustion chamber (Chalmers University c©).

Figure 5.2: 2-D cross section of the PDE.

5.2 Pulse Detonation Cycle

The detonation cycle simulated in this work consists of four phases

which are illustrated in Figure 5.3.
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• In the Purge phase the input valve is opened and pure air flows
into the tubes to sweep the combustion products away and to cool

the tubes and the turbine blades.

• In the Fill phase the input valve is opened allowing the fuel/air
mixture to flow into the tubes.

• In the Spark phase the valve is closed and a local spark near the
valve initiates the combustion of the mixture which will eventu-

ally lead to detonation.

• In the Detonation/Blowdown phase the detonation wave evolves
and the flow is developed until the next cycle starts to repeat the

purge phase.

Detonation/Blowdown(τd)Fill(τf )Purge(τp)

Spark(τs)

0 T

Figure 5.3: PDE working cycle.

5.3 Test Case

The test case simulated in this study is an engine at take off. The ther-

modynamic design parameters of the engine are chosen to represent

a year 2010 entry of service engine. The fuel is Jet-A, the oxidizer is

air and the mixture is stoichiometric. There are a number of consid-

erations that should be addressed when setting up a conceptual PDE

configuration:

• To establish the detonation in a tube, a minimum length of the
tube must be filled with fuel/air mixture which should exceed the

length needed for deflagration to detonation transition. Moreover,

the width of the tube has to be selected carefully; the tube geom-

etry should be chosen in such a way that a sufficient length of the

tubes is filled with fuel/air mixture in the whole aircraft/engine

mission.
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• The idea of having a controlled phase-shift sequence of ignition
in the tubes is to minimize the unsteadiness of the flow at the

rotor inlet. To allow having several phase-shift options, the num-

ber of tubes should be carefully chosen so that one could find an

integer number of tubes across which the flow is periodic in cir-

cumferential direction. Establishing the periodicity reduces the

computational cost.

• Auto-ignition of the fuel/air mixture is a problem in high working
pressure and temperature of the mixture at the inlet of the tubes.

For the hot day take-off point studied here, the auto-ignition time

for Jet-A/air mixture is in the order of 2.5 − 4ms for a premixed
mixture at a lean equivalence ratio (φ = 0.7). The auto-ignition
time for the stoichiometric mixture is lower which suggests that

the fuel/air mixture should be detonated before this time limit.

In a real engine the fuel/air mixture is not premixed and the fuel

is sprayed into the air, therefore the filling time can be increased

if fuel/air contact time is reduced by proper fuel injection timing.

The multi-point injection system shown in figure 5.1 is one exam-

ple of providing proper fuel injection timing in which the tube is

first filled with pure air then the fuel is injected at several points.

Therefore, the fuel and air will not be in contact during the fill

period, hence the risk of auto-ignition is reduced. Nevertheless,

the filling time in this study was chosen not to substantially ex-

ceed these auto-ignition limitations. This short filling time also

implies that the velocity of the mixture entering the tubes from

compressor side should be high enough to fill a sufficient length

of the tube.

• The fuel/air mixture is stoichiometric resulting in very high post-
combustion temperatures. The purge air is used to cool the tubes

and the turbine. The amount of purge air must be sufficient to

reduce the average turbine entry temperature to values in the

range of state of the art of turbine technology. In this work the

purge air reduces the effective equivalence ratio to 0.4 which is
a suitable value for a conventional engine design. The purge air

also washes away the combustion products and provides a cold

buffer layer between hot products and fresh reactants.

Based on the above limitations a conceptual engine is configured ac-

cording to Table 5.1. The stator guide-vane design is chosen from a well

known test case for transonic stators available in the public domain

(Sieverding (1982)). The working conditions and the working cycle for

the test case are given in table 5.2 and figure 5.4. Fuel injection is not
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Number of tubes 36 Tip radius at HPC outlet 0.3798
Tube diameter 0.04 Hub radius at HPC outlet 0.3212
Tube length 0.60 Tip radius at HPT inlet 0.3670
Diffuser length 0.1 Hub radius at HPT inlet 0.3350
Diffuser angle 5◦ Tip radius at HPT rotor inlet 0.3670
Plenum length 0.1 Hub radius at HPT rotor inlet 0.3350

Table 5.1: Test case engine dimensions, all lengths are given in meters.

considered and the fuel/air mixture entering the tubes is assumed to be

fully premixed. The inlet temperature given here corresponds to both

pure air and the fuel/air mixture.

Purge time, τp(ms) 4.0 Fuel/air equivalence ratio, φ 1.0
Fill time, τf(ms) 4.0 Effective equivalence ratio, φeff 0.4
Spark time, τf (ms) 0.05 Inlet pressure, Pin(bar) 32
Det./B.D. time, τd(ms) 8.0 Inlet temperature, Tin(K) 870
Period, T (ms) 16.0 Fuel Consumption Rate (kg/s) 1.2
Frequency, f(Hz) 62.5

Table 5.2: PDE working cycle and working conditions.

Detonation/BlowdownFillPurge

Spark

time(ms)0 4 8 8.05 16

Figure 5.4: PDE cycle timing for synchronized firing test case.

5.4 Computational Domain

The computational domain and the grid adapted to the geometry are

shown in Figure 5.5. The domain is a two-dimensional cross section

of the PDE which starts at the tube inlet and includes the tube, the

diffuser and one guide-vane. It then extends for some distance in axial

direction. The grid does not include any turbine rotor row. In circumfer-

ential direction the grid should include a number of tubes which give
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periodicity in that direction. In case of synchronized firing one tube

represents such periodicity. The grid is block structured. It is refined

in the boundary layers around the stator guide-vane walls, figure 5.5,

and consists of around 11000 computational cells in total.

Figure 5.5: Computational domain (top), ignition cells (left), compu-

tational grid in guide-vane passage (right) and boundary layer grid

(bottom). Several probes in the domain, top figure, record the time

history of flow properties.

5.5 Numerical Method

Periodic boundary condition is applied in circumferential direction. The

walls are set to no-slip walls and are treated with wall functions. The

outlet is set to a specified pressure condition. However, to overcome

convergence problems, specially in the beginning of the simulations,

this pressure is allowed to vary to avoid suction into the exit plenum

from outside of the domain. The simulations then run for several det-

onation cycles to ensure that a limit cycle, a condition at which flow

properties do not change in successive cycles, is established. The tube

inlet boundary condition depends on which phase is being simulated.

In the fill and purge phases it is set to a specified mass flow boundary

condition where a total mass flow at specified total enthalpy is pre-

scribed. In this period the pressure, density and temperature at the

inlet vary so that the prescribed mass flow at prescribed total enthalpy
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enters the domain. In the spark and detonation/blowdown phases the

inlet boundary condition is set to a no-slip wall. The spark which is re-

sponsible for combustion initiation is modeled as a local heat addition

in five cells close to the tube inlet, figure 5.5. A number of probes are

placed in the domain to record the variation of flow properties in time.

These probes are shown in figure 5.5 and their geometrical locations

are given in table 5.3.

P.1 Inlet P.6 Guide-vane minimum area

P.2 20 cm from inlet P.7 Guide-vane outlet (top)

P.3 End of the tube P.8 Guide-vane outlet (middle)

P.4 End of the diffuser P.9 Guide-vane outlet (bottom)

P.5 Guide-vane inlet P.10 Rotor inlet

Table 5.3: The geometrical location of probes in the domain.

Unsteady RANS with standard k − ε turbulence model together
with wall functions are used for turbulence modeling. The numerical

schemes used here are similar to other simulations presented in this

thesis. The combustion model is based on a single reaction mechanism,

equation 5.1, where s is the stoichiometric ratio by weight. Therefore,
there are four species, Fuel, Oxygen, Products and Inerts, involved in

the simulations of which the transport equation for the first three are

solved. The fuel is aviation Jet-A fuel and the oxidizer is air in this

work.

Fu + s ·O2 −→ (1 + s) · Pr (5.1)

The reaction rate RR is given by a simple Arrhenius expression,
equation 5.2, in which the pre-exponential factor A and activation en-
ergy Ea are adjusted so that onset of detonation is assured. The deto-

nation is triggered by introducing a local heat source in the tube and

with the aid of rapid heat release through exponential reaction rate the

initial deflagration wave transforms to detonation. In order to avoid

auto-ignition a threshold temperature, TL = 1200K, is specified below
which all reactions are neglected.







RR = AρY Fu.Y O2e−Ea/T for T > TL

RR = 0 for T < TL

(5.2)

The species are assumed to be perfect gases, therefore the enthalpy

and internal energy are functions of temperature only as indicated in

equations 5.3 in which Hf is the heat of formation of species.
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h = Hf + CpT e = Hf + CvT Cp = Cv + R (5.3)

The gas constant R and the specific heat at constant pressure Cp for

individual species are assumed to be constant. To find these gas proper-

ties the enthalpy versus temperature for all the species are found from

NASA polynomials in the expected range of temperature using the well

known NASA CEA code (McBride & Gordon (1996)). The species gas

properties are then computed from a linear curve fit onto this data.

The detonation process is approximated by a constant volume com-

bustion where the density and internal energy of the mixture do not

change by combustion. The above procedure does not exactly results

in these conditions at the burned side. Therefore, some of species gas

properties, which are found by above curve fitting, are slightly modified

so that the combustion takes place in a constant volume mode and the

expected post-combustion pressure of the mixture is achieved. This is

validated by comparison with results computed by CEA code.

5.6 Results

The initial state is defined as the tube filled with fuel/air mixture and

the rest of the domain filled with cold products. The simulation starts

with the spark phase and continues to reach a limit cycle condition as

the effects of the initial conditions decay. This usually takes only a

few cycles but here the computations are continued for ten cycles to

ensure a well converged solution. The results presented in this section

correspond to the last cycle. Figure 5.6(a) shows the contours of the

fuel mass fraction at the end of the fill process indicating the extent to

which the tube is filled with fuel/air mixture. This is a very important

parameter for establishing a proper detonation wave. In this test case

approximately 47cm of the tube is filled. Figure 5.7 gives a set of snap-
shots of temperature and pressure contours showing the propagation

of the detonation wave in the domain. The first snapshot at the top

corresponds to the end of the fill phase.

Figure 5.8 shows the time history of static pressure and Mach num-

ber at P.7, P.8 and P.9 locations. This figure illustrates the 2D behavior

of the flow at the stator guide-vane outlet which indicates that the tur-

bine rotor is exposed not only to time variations but also to spatial

variations during the cycle. The flow is transonic for the major part of

the cycle which confirms the choice of a stator guide-vane designed for

transonic operation.

A second test case was studied to investigate the effects of a con-

trolled phase-shift firing sequence on the working conditions of PDE. A
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(a)

(b)

Figure 5.6: Contours of fuel mass fraction at the end of the fill process

for synchronized (a) and non-synchronized (b) firing test cases.

set of two tubes with 180◦ out of phase working cycles are put together
for this purpose. The cycle timing and the working conditions are ex-

actly the same as the first test case. The cycle is depicted in figure

5.9.

Figure 5.6(b) shows the fuel mass fraction contours at the end of

the fill phase which indicates that a larger portion of the tube length

is filled with fuel/air mixture compared to the synchronized firing test

case.

5.7 Fill Phase

Figure 5.10(a) shows a time series of static temperature and static

pressure at P.1 for the synchronized firing test case. This probe is lo-

cated at the inlet and shows the unsteady flow exerted on the compres-

sor. The temperature is relatively constant at the inlet while the pres-

sure undergoes slight variations. Figure 5.10(b) shows the correspond-

ing results for the lower tube in the non-synchronized test case. The

pressure variations for the non-synchronized firing test case are much

higher in magnitude and can severely affect the working conditions at

the compressor side. Figure 5.11(a) shows a series of snapshots of tem-
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Figure 5.7: Propagation of detonation wave visualized by contours of

static temperature (left) and static pressure (right). Snapshots are

taken at 50µs intervals starting at the end of the fill period (snapshot

at the top). Temperatures and pressures are in Kelvin and bars re-

spectively.

perature and pressure contours for synchronized firing case. The deto-

nation wave can not smoothly pass through the guide-vane passage and

is repeatedly reflected back and forth by the closed valve and the stator

guide-vane. Figure 5.11(b) shows the corresponding snapshots for the

non-synchronized case which reveals that the detonation wave gener-

ated in one tube can enter the other tube, which is in purge phase, and

travels all the way upstream to hit the compressor (figure 5.10(b)). The

pressure magnitude is much higher in the non-synchronized case and

can severely affect the compressor operating conditions. In a real en-

gine the valve opens/closes according to the pressure difference across

it. It lets the flow into the tube only when the pressure is lower in

the tube side. However, these pressure variations can cause a higher

pressure in the tube side and interrupt purge/fill process.

The idea of having a controlled firing sequence reduces the flow un-

steadiness in the turbine inlet and it is worth to seek for a solution to

avoid the unsteady flow exerted on the compressor side. One solution

is to change the cycle timing by increasing the detonation/blowdown

time so that the most severe pressure variations have passed before

the purge phase starts in the adjacent tube. In the working cycle and

engine configuration studied here the highest pressure peaks occur at

around 9ms and 10ms, therefore if the start of the purge phase is de-
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(b).
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(a)

(b)

Figure 5.11: Propagation of pressure waves in synchronized firing (a)

and non-synchronized firing (b) test cases visualized by contours of

static temperature (left) and static pressure (right). Snapshots are

taken at 200µs intervals starting at the end of the fill period (snap-

shot at the top). Temperatures and pressures are in Kelvin and bars

respectively.

layed past this time these pressure waves will not affect the compres-

sor operation. This can be easily achieved by increasing the detona-
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tion/blowdown phase time to 11ms while maintaining the duration of
the fill and purge periods. However, this solution is not possible when

a more complicated firing sequence is needed.

Another solution is to isolate the tubes from each other by means of

solid walls. The plenum attached to the tubes can be split by parallel

walls so that each tube is directly connected to its stator guide-vane via

a channel. In this configuration non-synchronized firing can reduce the

unsteadiness at the rotor inlet while the pressure waves can not enter

the adjacent tubes and interfere with their fill/purge process.

A third solution is to further simplify the configuration by eliminat-

ing the stator row and instead directly bending the tubes toward the

rotor row in a statorless turbine, figure 5.12. This PDE configuration

has been studied in paper III.

Figure 5.12: Bent tubes in a statorless turbine PDE configuration.
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Chapter 6

Concluding Remarks

N
UMERICAL METHODS are applied to study two different reacting

flows: a low speed deflagration in a low swirl burner and a high

speed detonation in a conceptual pulse detonation engine. In both

cases, the combustion phenomenon is modeled by finite rate chemistry

concept. However, the combustion modeling should address different

phenomena in these two cases. In PDE studies performed in this work

combustion modeling is not aimed at resolving the details of detona-

tion phenomenon, instead it is tuned to ensure that detonation hap-

pens under specific initial conditions and it gives correct conditions

at the burned side (Chapman-Jouguet conditions). In LSB studies on

the other hand, flame propagation in the flow field which determines

flame position, flame dynamics and flame stabilization mechanism is

highly dependent on interactions of combustion and flow, turbulence-

chemistry interactions, which are directly modeled through combus-

tion modeling. The finite rate chemistry concept was able to meet the

requirements for both flows studied here.

Previous numerical studies on LSB have all suffered from lack of

proper inlet boundary conditions. The effects and importance of the

inlet condition were investigated by considering several computational

domains and their corresponding inlet conditions. The results show

that the flame stabilization mechanism depends on the imposed inlet

boundary condition. The flame is stabilized as the result of a delicate

balance between deceleration of the flow in the core region, large scale

motion of flow in the core region, turbulent structures emanated from

the holes in the perforated plate and occasional bursts of vortex rings

in the shear layer. However, incorrect inlet boundary condition can re-

sult in unrealistic vortex breakdown phenomenon and subsequent flow

reversal in the core region which can dominate the flame stabilization

mechanism. Under such circumstances the flow field exhibits the typi-

cal characteristics of a high swirl field and the flame is shown to deviate
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from low swirl flame characteristics. However, the flame position along

the centerline could be well predicted under this circumstances which

suggests that one dimensional flame analysis, which is frequently per-

formed in low swirl flame studies, is certainly inadequate and mislead-

ing.

Three alternative approaches for specifying the inlet condition were

considered. No flame dynamics in the core region were observed when

the jets emanated from the holes in the perforated-plate were excluded

from computations. Modeling the perforated plate holes as individual

non-circular jets at the inlet yielded a dynamic flame in the core region,

however correct dynamics were only resolved when the computational

domain was extended back to include the perforated plate. This choice

of computational domain results in a complicated geometry and large

number of grid cells, thus it is not computationally economical. How-

ever, it was shown that the velocity fluctuations at the nozzle exit plane

are not correlated with the flame front position. Thus a time series of

solutions obtained from this simulation can be used as the inlet con-

dition in other LSB simulations. This approach results in a simple

cartesian grid which is favorable for all computational codes.

The upwind thickening technique used in this study is based on

the same grounds as the artificially thickened flame technique. How-

ever, the thickening factor is not decided in advance and numerical

stability requirements would automatically choose proper thickening

factor, hence unnecessary thickening is avoided. Nevertheless, inad-

equate thickening increases the error in evaluation of filtered source

term in the species mass transport equations which in turn triggers

non-linear numerical instabilities.

Studying the unsteady phenomena in PDE revealed that direct sub-

stitution of the combustion chamber in a conventional turbofan aircraft

engine needs certain re-thinking in turbomachinery design in order to

adapt to the intermittent process of pulse detonation. Nonetheless, sta-

torless PDE configuration suggested in this work showed a more flex-

ible range of working conditions under such unsteady conditions. The

simple finite rate chemistry model successfully predicted the correct

detonation speed and flow properties at Chapman-Jouguet plane.

6.1 Future Work

The flame stabilization mechanism suggested in this work is of qual-

itative nature. Both experimental and numerical data can be further

analyzed in order to recognize and quantify flame spatial and tempo-

ral structures and to identify certain modes which are possibly more

64



CHAPTER 6. CONCLUDING REMARKS

important in flame stabilization. Analysis of this nature can improve

LSB concept toward more robust designs which are capable of working

under a variety of operating conditions.

The aim of the laboratory LSB flame studied in the present work

is to eventually serve as a test case for numerical studies aimed at

evaluation of numerical methods and combustion model. Although the

inlet is the most challenging boundary condition, the circumferential

boundaries can pose extra difficulties. The co-flow is aimed at keeping

this open flame from environmental disturbances, however it is dif-

ficult to assure that the co-flow can protect such a delicate dynamic

flame from pressure variations present in the laboratory environment.

These circumferential boundaries pose difficulties in numerical simu-

lations since the computational domain should be extended to ensure

minimum entrainment through these boundaries. Confinement of the

flame can address such difficulties both in experimental and numerical

studies. Confinement of the LSB flame is eventually inevitable if it is

meant to replace current industrial burner technologies.

The swirling jet in the LSB immediately starts to mix in the outer

shear layer at the nozzle exit resulting in a region of stratified flow

with varying equivalence ratios. The good laminar flame speed predic-

tions of the global mechanism used in this study is limited to the nom-

inal equivalence ratio in the core region while at lower ratios it over

predicts the flame speed. This can affect both radial distribution of

temperature and flame spatial scales and in extreme cases can modify

the flame stabilization mechanism. This discrepancy in laminar flame

speed prediction should be treated by either general modification of the

global mechanism or by direct modification of the reaction rates during

computations based on tabulated data for laminar flame speed versus

equivalence ratio. Measured radial profiles of temperature are not yet

available and this modification was not carried out in this study due

to lack of validations (comparison) data. One other step in combustion

model improvement is to elaborate the numerical diffusion approxima-

tion as well as using more accurate turbulent flame speed correlations.

It is well known that turbulent flames cause pressure fluctuations.

Moreover, numerical instabilities can also generate spurious pressure

oscillations. The effects of these pressure variations on the swirling

jet stability in LSB are not studied here but can be of importance in

flame stabilization. Nevertheless, it is known that these numerical os-

cillations die out faster in three dimensional simulations and hopefully

can not significantly affect the evolution/stability of the swirling jet.

However, this is an important phenomenon and needs to be studied

separately in a simple geometry.
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Although the pulse detonation engine concept has been occasionally

considered in the past decades, it is still a young subject from practical

point of view. There are numerous topics that can be considered for

future work, however adding a rotor row to the computational domain

presented in this work seems to be the most natural way to continue

the present study. The conventional rotor designs might not be suitable

for highly unsteady flow in PDE and an impulse turbine seems to be a

better first option.

There are well known loss calculation methods, in form of correla-

tions, for engines under steady state working conditions. PDE on the

other hand does not work in such conditions, however time resolved

results from CFD can be used to calculate losses in PDE and to pre-

dict the overall efficiency of the engine. The equilibrium condition of

combustion products is assumed in this study, however dissociation of

gases at PDE high temperatures is an important fact. This assump-

tion does not significantly affect the phenomena studied here but it

certainly affects PDE efficiency calculations. More complicated reac-

tion mechanisms should be used instead of such simple single reaction

mechanism for efficiency analysis.
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Appendix A

Preconditioning

T
HE COMPRESSIBLE flow solver works satisfactorily for moderate to

high Mach number flows but when approaching the incompressible

limit the efficiency decrease drastically. The CFL number in compress-
ible flow is defined as

CFL =
∆t

∆x
(| u | +c) (A.1)

In the incompressible limit the dominating velocity in theCFL num-
ber is the speed of sound cwhich forces unnecessary small time steps in
an explicit solver, hence leading to low efficiency in solving low Mach

number flows with a standard compressible flow solver. One way to

overcome this problem is to use preconditioning. The idea is to alter

the transient behavior of acoustic waves without affecting that of the

flow. This is physically meaningful in this type of problems where there

is only one way coupling between the flow and acoustics; the acous-

tic waves have negligible effects on the flow as long as they are fast

enough. This is achieved by artificially decreasing the speed of acous-

tic waves. The preconditioning concept used here is based on an isen-

tropic pressure under-relaxation (Eriksson (1996)); to reduce the rate of

change of pressure as it is given by regular compressible Navier-stokes

equations while applying appropriate corrections to avoid entropy er-

rors. If the under-relaxation factor is chosen correctly the effective

speed of acoustic waves will decrease without affecting the convection-

diffusion properties. The preconditioning is obtained by modifying the

governing equation 3.28 according to

M−1 ∂Q

∂t
+

∂Fj

∂xj

= H (A.2)

Assuming homogeneous inviscid case and writing equation A.2 in

primitive variable vector q yields
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∂q

∂t
+ M̃Ãj

∂q

∂xj
= 0 (A.3)

where

q =











ρ
ũi

ẽ0

Ỹ (m)

k̃
ε̃











(A.4)

Ãj =
∂q

∂Q

∂F (inv)
j

∂Q

∂Q

∂q
(A.5)

M̃ =
∂q

∂Q
M

∂Q

∂q
(A.6)

The idea is to find M̃ so that a pressure under-relaxation level of α
is imposed

(
∂p

∂t
)new = α(

∂p

∂t
)calc. (A.7)

where the superscript calc. refers to the values calculated from regu-
lar Navier-Stokes equations without preconditioning. The rate of change

of entropy should be preserved by correcting the rate of change of den-

sity according to

(
∂ρ

∂t
)new − (

∂ρ

∂t
)calc. =

1

c2
[(

∂p

∂t
)new − (

∂p

∂t
)calc.] (A.8)

The speed of acoustic waves in any arbitrary direction (nx, ny, nz) is
reduced to

1

2
(1 + α)U ±

√

1

4
(1− α)2U2 + αδ2c2 (A.9)

where

U = nxu + nyv + nzw

δ =
√

n2
x + n2

y + n2
z

and the CFL number will decrease consequently, hence allowing
larger time steps.
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Appendix B

Species Diffusive Flux

Approximation

T
HE DIFFUSIVE flux in species transport equations was approximated

using Fick’s law and assuming equal Schmidt numbers for all species.

J (m) = −ρD∇Y (m) (B.1)

Laminar flame calculations for a methane/air mixture at equiva-

lence ratio of φ = 0.62, similar to LSB conditions, were performed using
both exact and approximated equations. The Meredith reaction mech-

anism was used for both cases. The computed flame structure is shown

in figure B.1 which indicates that the error in laminar flame structure

predictions using this simplified species diffusion flux is small. The

computed laminar flame speeds also agree and are ∼ 12.5cm/s and
∼ 13cm/s for approximated and exact methods respectively. The ex-
act solution was calculated using commercial code CHEMKIN and the

laminar flame with approximated diffusion term was simulated using

the same numerical tool used for all other simulations in this thesis.

The grid resolution was 0.01mm, therefore the flame structure is fully
resolved (DNS).
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Figure B.1: Structure of lean premixed methane/air flame at φ = 0.62

computed for Meredith global reactionmechanismwith exact species

diffusion term, dashed lines, and approximated species diffusion

term, solid lines.
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Appendix C

Hybrid LES/URANS

T
REMENDOUS NUMBER of grid cells are needed to resolve the walls

in LES simulations. Hybrid LES/RANS models are useful when

only the flow unsteady structures far from the walls are of interest. The

wall region is then treated with RANS turbulence models and LES is

applied elsewhere. It can be shown that k−ε turbulence model works as
a Smagorinsky subgrid scale LES model if a proper upper limit on the

turbulent length scale is imposed. Under such conditions, the model

works as Smagorinsky model everywhere except close to solid walls.

Here it is shown how k − ε turbulence model behaves as Smagorinsky
subgrid model under such circumstances (Olausson (2011)). Yan et al.

(2005) did similar work for a k − ω model.
The turbulent viscosity is defined as

µt = Cµρ
k̃2

ε̃
(C.1)

without the realizability constraint. The turbulent length scale is de-

fined as

lt = C3/4
µ

k̃3/2

ε̃
(C.2)

Taking only the turbulence part of the viscous stress tensor from equa-

tion (3.31) gives:

τ
(t)
ij = µt

(

2S̃ij −
2

3

∂ũk

∂xk
δij

)

− 2

3
ρk̃δij (C.3)

Since the stress tensor is symmetric, the turbulence production term

can be written as

Pk = τ
(t)
ij

∂ũi

∂xj
=

{

τ
(t)
ij =

Symmetric

}

= τ
(t)
ij S̃ij (C.4)
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If compressibility effects are moderate, we may approximate the stress

tensor as

τ
(t)
ij = 2µtS̃ij (C.5)

which gives:

Pk = 2µtS̃ijS̃ij (C.6)

It is safe to assume equilibrium conditions for subgrid scale turbulence,

which means that the turbulence production equals dissipation:

Pk = ρ ε̃ (C.7)

The dissipation can then be written as

ε̃ =
2 µt

ρ
S̃ijS̃ij (C.8)

Far from the walls the turbulent length scale given by equation C.2

is large and exceeds the upper limit lt,max, therefore turbulent dissipa-

tion ε̃ would be given by algebraic equation C.9.

ε̃ = C3/4
µ

k̃3/2

lt,max
(C.9)

Combining equation (C.8) with equation (C.9) gives:

C3/4
µ

k̃3/2

lt,max
=

2 µt

ρ
S̃ijS̃ij (C.10)

Using equation (C.9) µt can be expressed as follows:

µt = Cµ ρ
k̃2

ε̃
= lt,max C1/4

µ ρ
√

k̃ (C.11)

Equations (C.10) and (C.11) give:

C3/4
µ

k̃3/2

lt,max

=
2 lt,max C

1/4
µ ρ

√

k̃

ρ
S̃ijS̃ij (C.12)

Rearranging this equation gives an expression for the turbulence ki-

netic energy:

k̃ =
2

√
Cµ

l2t,max S̃ijS̃ij (C.13)

Combining equation (C.11) with equation (C.13) gives an expression for

the turbulence viscosity:

µt =
√

2 ρ l2t,max

√

S̃ijS̃ij (C.14)
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Replacing µt in equation (C.8) with the expression in equation (C.14)

gives:

ε̃ = 2
√

2 l2t,max

(

S̃ijS̃ij

)3/2

(C.15)

In Smagorinsky model (incompressible version) the turbulent vis-

cosity is given by

µt = ρ (CS∆f)2
√

2 S̃ijS̃ij (C.16)

where CS is a constant between 0.065 and 0.25 depending on the flow
and ∆f is the filter width.
Comparing the expressions for µt, equation (C.14) and (C.16), re-

veals that far from the walls where the upper limit on turbulent length

scale is activated the turbulent viscosity given by k − ε model is equal
to Smagorinsky model if

lt,max = CS∆f (C.17)

Therefore, by choosing a proper value for lt,max the k − ε turbulence
model behaves as Smagorinsky subgrid LES model far from the walls.
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