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Abstract

Flexible AC Transmission System (FACTS) controllers, bothin shunt and series configuration,
are widely used in the power system for power flow control, to increase the loading capability
of an existing line and to increase the security of the systemby enhancing its transient stabil-
ity. Among the FACTS controllers family, the Static Synchronous Compensator (STATCOM)
is a key device for the reinforcement of the stability in an ACpower system. The STATCOM
provides transient stability enhancement (TSE) and Power Oscillation Damping (POD) by con-
trolling the voltage at the point of common coupling by usingreactive power injection.
This thesis investigates the application of the STATCOM with energy storage (here named E-
STATCOM) to improve the dynamic performance of the power system. In particular, the focus
of this work is on the development of a cost-effective control system for the E-STATCOM
for POD and TSE. This is achieved using a signal estimation technique based on a modified
Recursive Least Square (RLS) algorithm, which allows a fastand selective estimation of the
low-frequency electromechanical oscillations in the measured signals during power system dis-
turbances. The output of the POD and TSE controllers are active and reactive power references
that are to be injected by the E-STATCOM. The performance of the POD and TSE controllers
is validated both via simulation and through experimental verification. The robustness of the
control algorithm against system parameter changes is verified through the tests. It is shown
that with the selected input signals for the controller (based on local measurements), the E-
STATCOM is able to guarantee a uniform stability enhancement regardless of its location in the
power network.

Index Terms: Signal estimation technique, electromechanical oscillation, power oscillation
damping (POD), recursive least square (RLS), static synchronous compensator, energy
storage, transient stability.
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Chapter 1

Introduction

1.1 Background and motivation

The continuous growth of electrical loads result in today’stransmission system to be used close
to their stability limits. Due to political, economic and environmental reasons, it is not always
possible to build new transmission lines to relieve the overloaded lines and provide sufficient
transient stability margin. In this regard, the use of Flexible AC Transmission Systems (FACTS)
controllers in the transmission system can help to use the existing facilities more efficiently
and improve stability of the power system [1]. One example that is a cause of concern for the
stability of the power system is low-frequency electromechanical oscillation in the range of 0.2 -
2 Hz [2][3]. Sometimes, damping of the power oscillations from the generator system such as
power system stabilizers (PSS) might not be sufficient to maintain the stability of the system
and FACTS controllers both in shunt and series configurationhave been widely used to enhance
stability of the power system [4][5][6][7][8]. In the specific case of shunt-connected FACTS
controllers such as Static Synchronous Compensator (STATCOM) and Static Var Compensator
(SVC), Transient Stability Enhancement (TSE) and Power Oscillation Damping (POD) can
be achieved by controlling the voltage at the point of commoncoupling (PCC) using reactive
power injection. However, one drawback of the shunt configuration for this kind of applications
is that the voltage at the PCC should be varied around the nominal voltage and this reduces the
amount of damping that can be provided by the compensator. Moreover, the amount of injected
reactive power to impact the PCC voltage depends on the shortcircuit impedance seen at the
PCC. Injection of active power on the other hand affects the PCC voltage angle without varying
the voltage magnitude significantly.

Among the shunt-connected FACTS controllers, a STATCOM hasbeen applied both at distri-
bution level to mitigate power quality phenomena and at transmission level for voltage control
and POD [1][9][10]. Although typically used for reactive power injection only, by equipping
the STATCOM with an energy storage connected to the DC-link of the converter (named E-
STATCOM), a more flexible control of the transmission systemcan be achieved [11][12][13][14].
An installation of a STATCOM with energy storage is already found in the UK for power flow
management and voltage control [15][16]. The introductionof wind energy and other distributed

1



Chapter 1. Introduction

generations will pave the way for more energy storage into the power system and auxiliary sta-
bility enhancement function is possible from the energy sources [17][18]. Because injection of
active power is used temporarily during transient, incorporating the stability enhancement func-
tion in systems where active power injection is primarily used for other purposes [19] could be
attractive.

The control of E-STATCOM for power system stability enhancement has been researched in
several papers [20][21][22][23]. However, the impact of the location of the E-STATCOM on its
dynamic performance is typically not treated. When active power injection is used for POD, the
location of the E-STATCOM has a significant effect on its dynamic performance. Moreover, the
control strategy of the device for POD is similar to the one utilized for PSS [24] where a series
of wash-out and lead-lag filter links are used to generate thecontrol input signals. However,
this kind of control action is effective only at the operating point where the design of the filter
links is optimized and its speed of response is limited by thefrequency of the electromechanical
oscillations. The problem will be more significant when morethan one oscillation frequency,
local and inter-area oscillations for example, with relatively equal degree of participation exist
in the power system [3][24] and a proper separation of the frequency components is required.

1.2 Purpose of the thesis and main contributions

The purpose of the thesis is to investigate the application of energy storage equipped shunt-
connected converter (E-STATCOM) to the transmission system. The ultimate goal is to design
an effective controller for the E-STATCOM to achieve power system stability enhancement
function such as POD and TSE. An optimal control algorithm for power oscillation damping
with minimum active power injection will be developed and the performance of the device at
different locations in the power system will be investigated. The control strategy, which is based
on online estimation of the power oscillation components following system disturbances, will
be designed to be robust against system parameter changes. The developed algorithms will be
verified through simulation and experiment.

To the best of the author’s knowledge, the main contributions of the thesis are:

• Develop a generic signal estimation algorithm based on a Recursive Least Square (RLS)
algorithm with variable forgetting factor. An RLS algorithm with variable forgetting fac-
tor and frequency adaptation is implemented. This enables afast and selective estimation
of different frequency components.

• Develop an adaptive POD controller using RLS algorithm withvariable forgetting factor
for E-STATCOM. A POD controller is designed to adapt to system parameter changes
and stability enhancement is provided irrespective of the connection point of the E-
STATCOM with minimum active power injection.
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1.3. Structure of the thesis

1.3 Structure of the thesis

The thesis is organized into eight chapters with the first Chapter describing the background
information, motivation and contribution of the thesis. Chapter 2 - 3 gives a theoretical base
on problems of power system dynamics and the strategies usedto improve power system sta-
bility. Chapter 2 briefly discusses stability of the power system using a simplified single ma-
chine infinite bus system and Chapter 3 describes the application of FACTS controllers, both
series-connected and shunt-connected, in power systems. Among the shunt-connected FACTS
controllers, E-STATCOM which will be the focus of the thesiswill also be described briefly.
Chapter 4 - 7 represents the main body of the thesis. Chapter 4discusses a generic signal es-
timation algorithm based on RLS algorithm with variable forgetting factor. Its application for
specific examples is included with validation in simulation. Chapter 5 describes the control of
E-STATCOM where the current controller is improved to deal with distorted grids using the
result in chapter 4. The Chapter concludes with a simulationverification of the results. Chap-
ter 6 addresses the main objective of the work where application of E-STATCOM for POD and
TSE is discussed. The POD controller is designed using the improved RLS algorithm described
in Chapter 4 and its performance for system parameter changes is verified through simulation.
Chapter 7 discusses the experimental verification of the results in Chapter 4 - 6. Finally, the
thesis concludes with a summary of the results achieved and plans for future work in Chapter 8.

1.4 List of publications

The publications originating from the project are:

I. M. Beza and M. Bongiorno, ”Application of recursive leastsquare (RLS) algorithm with
variable forgetting factor for frequency components estimation in a generic input signal,”
in Energy Conversion Congress and Exposition (ECCE), 2012 IEEE,Sept. 2012 [Accepted
for publication]

II. M. Beza and M. Bongiorno, ”Improved discrete current controller for grid-connected vol-
tage source converters in distorted grids,” inEnergy Conversion Congress and Exposition
(ECCE), 2012 IEEE,Sept. 2012 [Accepted for publication]

III. M. Beza and M. Bongiorno, ”A fast estimation algorithm for low-frequency oscillations
in power systems,” inPower Electronics and Applications (EPE 2011), Proceedings of the
2011-14th European Conference on,30 2011-Sept. 1 2011, pp. 1-10

IV. M. Beza and M. Bongiorno, ”Power oscillation damping controller by static synchronous
compensator with energy storage,” inEnergy Conversion Congress and Exposition (ECCE),
2011 IEEE,Sept. 2011, pp. 2977-2984

The author has also contributed to the following publication not included in the thesis.
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1. M. Beza and S. Norrga, ”Three-level converters with selective Harmonic Elimination
PWM for HVDC application,” inEnergy Conversion Congress and Exposition (ECCE),
2010 IEEE,Sept. 2010, pp. 3746-3753
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Chapter 2

Power system modeling and stability

2.1 Introduction

To study the dynamics of the electric power system, modelingof the different power system
components is necessary . Here, the model of a synchronous generator is described in detail.
Simplifications to the model are made in order to simplify themathematical model to derive
the controllers. Moreover, the dynamics of the power systemare studied using a simple single
machine infinite bus system.

2.2 Synchronous generator model

The model of the synchronous generator could include Automatic Voltage Regulators (AVR)
and Power System Stabilizers (PSS). To simplify the mathematical model, these elements are
not included in the model to be described here. For a better understanding of power system
stability and required simplifications for transient stability studies, a detailed model of the syn-
chronous machine including flux dynamics in stator and rotorwindings (field and damping
windings) will be derived here. Figure 2.1 presents the stator and rotor circuit of a synchronous
machine where a rotatingdq reference frame of the generator is used to model the machine. In
thisdq coordinate system, the rotor field flux is synchronized to thed-axis. In this model, three
damping windings, one in thed-axis (winding1d) and two in theq-axis (1q and2q), that give
the synchronous machine different time constants are considered.
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Chapter 2. Power system modeling and stability

Fig. 2.1 Circuit of a synchronous machine; Left: rotor circuit with field winding (fd) and damper wind-
ings (1d, 1q, 2q), Right: Stator circuit with phase windings (a, b, c).

Fig. 2.2 Synchronous machine model in rotatingdq-reference frame. Left: equivalent circuit ind-
direction; Right: equivalent circuit inq-direction.

With the signal reference given in Fig. 2.2, the voltage equations for the stator and rotor circuit
can be expressed in per-unit as [24]

esd =
1
ω0

dψsd

dt
− ωψsq − Rsisd

esq =
1
ω0

dψsq

dt
+ ωψsd −Rsisq

efd =
1
ω0

dψfd

dt
+Rf ifd

0 = 1
ω0

dψ1d

dt
+R1di1d

0 = 1
ω0

dψ1q

dt
+R1qi1q

0 = 1
ω0

dψ2q

dt
+R2qi2q

(2.1)

In the equations above, the signals [esd, esq], [ψsd, ψsq] and [isd, isq] are the stator voltage, sta-
tor flux and stator current components respectively in thedq reference frame andω0 is the

6



2.2. Synchronous generator model

base angular frequency. The rotor circuit flux, currents andapplied field voltage are given by
[ψfd, ψ1d, ψ1q, ψ2q], [ifd, i1d, i1q, i2q] andefd, respectively. Assuming identical magnetizing in-
ductances between the stator windings, field windings and damper windings, the flux linkages
can be expressed as

ψsd = −Lsdisd + Lmdifd + Lmdi1d
ψsq = −Lsqisq + Lmqi1q + Lmqi2q
ψfd = −Lmdisd + Lfdifd + Lmdi1d
ψ1d = −Lmdisd + Lmdifd + L1di1d
ψ1q = −Lmqisq + L1qi1q + Lmqi2q
ψ2q = −Lmqisq + Lmqi1q + L2qi2q

(2.2)

Denoting with the subscripts ”m”,”’ λ”, ” s”,” f ” and ”1” or ” 2”, the mutual, leakage, stator, field
and damper winding inductances respectively, the different inductances in (2.2) are defined as

Lsd = Lmd + Lsλ
Lsq = Lmq + Lsλ
Lfd = Lmd + Lfλ
L1d = Lmd + L1dλ

L1q = Lmq + L1qλ

L2q = Lmq + L2qλ

From (2.2), the currents can be expressed as a function of thefluxes as

i = L−1ψ (2.3)

whereψ = [ ψsd ψsq ψfd ψ1d ψ1q ψ2q ]T, i = [ isd isq ifd i1d i1q i2q ]T and the
inductance matrixL is given by

L =

















−Lsd 0 Lmd Lmd 0 0
0 −Lsq 0 0 Lmq Lmq

−Lmd 0 Lfd Lmd 0 0
−Lmd 0 Lmd L1d 0 0
0 −Lmq 0 0 L1q Lmq
0 −Lmq 0 0 Lmq L2q

















Using (2.1)-(2.2), the model of the synchronous generator can be derived in state space form
with fluxesψ as state variables as

dψ

dt
= (L−1

R+W)ψ +B1efd + F1

[

esd
esq

]

(2.4)

where the matricesR, B1, F1 andW are given by
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Chapter 2. Power system modeling and stability

R = ω0

















Rs 0 0 0 0 0
0 Rs 0 0 0 0
0 0 −Rf 0 0 0
0 0 0 −R1d 0 0
0 0 0 0 −R1q 0
0 0 0 0 0 −R2q

















, B1 = ω0

















0
0
1
0
0
0

















, F1 = ω0

















1 0
0 1
0 0
0 0
0 0
0 0

















W = ω0

















0 ω 0 0 0 0
−ω 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

















(2.5)

2.3 Equation of motion

In case of unbalances between the mechanical and the electrical torque acting on the rotor, the
equation of motion for a synchronous generator can be expressed in per-unit as in (2.6) - (2.7)
[24] whereω, KDm, Tmg andTeg in per unit represent the angular speed, mechanical damping
torque coefficient, mechanical torque input and electricaltorque output of the generator, re-
spectively. The inertia constant of the generator system expressed in seconds is denoted asHg.
The expression for the electrical torque of the generatorTeg depends on the model used for the
synchronous generator and for the model in (2.4).

2Hg
dω

dt
= Tmg − Teg −KDmω (2.6)

dδg
dt

= ω0ω − ω0 (2.7)

The angleδg represents the angular position of the generator rotor withrespect to a reference
frame rotating at a constant frequency ofω0.

Teg = ψsdisq − ψsqisd (2.8)

Expressing the currents as a function of the fluxes, the electrical torque can be expressed as

Teg = (C1ψC2 −C2ψC1)L
−1ψ (2.9)

with the matricesC1 andC2 defined as

C1 = [ 1 0 0 0 0 0 ], C2 = [ 0 1 0 0 0 0 ]
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2.4. Transmission network model

2.4 Transmission network model

A single line diagram of the transmission system where a synchronous generator is connected to
an infinite bus is shown in Fig. 2.3. The transmission system is represented by two transformers
with leakage reactances [Xt1,Xt2] and a transmission line with resistanceRL and reactanceXL

at nominal frequency. The infinite bus is represented by a constant voltageV i and a constant
frequencyω0.

Fig. 2.3 Single line diagram of a synchronous generator connected to an infinite bus.

Taking the rotor position as a reference (see Section 2.2), the voltage vectorV i can be expressed
in thedq-reference frame as [24]

V i = Vid + jViq = Vi sin(δg) + jVi cos(δg) (2.10)

whereδg representing the angle with which the internal voltage of the generator leads the infinite
bus voltage. Using the notation in Fig. 2.3, the transmission network model in the generatordq-
reference frame is given by

es = V i +RLis + jωXeis +
Xe

ω0

dis
dt

(2.11)

where

Xe = Xt1 +XL +Xt2

In component form, the network dynamics can be expressed as function of fluxes and rotor
angle as

[

esd
esq

]

=

[

sin(δg)
cos(δg)

]

Vi + ZCL
−1ψ +

Xe

ω0
CL

−1 d

dt
ψ (2.12)

whereZ andC are given by

Z =

[

RL −ωXe

ωXe RL

]

, C =

[

C1

C2

]

(2.13)
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Chapter 2. Power system modeling and stability

2.5 Combined electrical and mechanical equations

Combining (2.1) - (2.11), the single machine infinite bus system can be represented by an8th

order, time varying and nonlinear system as

d
dt
ω = − 1

2Hg
[(C1ψC2 −C2ψC1)L

−1ψ +KDmω] +
1

2Hg
Tmg

d
dt
δg = ω0ω − ω0

dψ

dt
= A

−1
1 A2ψ +A

−1
1 F1Vi

[

sin(δg)
cos(δg)

]

+A
−1
1 B1efd

(2.14)

with I representing an identity matrix,A1 andA2 are given by

A1 = I− Xe

ω0
F1CL

−1, A2 = L
−1
R+W + F1ZCL

−1 (2.15)

To reduce system order and facilitate understanding of the low-frequency electromechanical
dynamics, the following assumptions can be made to the modelin 2.14 [24].

1. The transformer voltage termsdψsd

dt
and dψsq

dt
in (2.1) are neglected which removes the

dynamics in the stator flux. To be consistent with this simplification, steady state relations
can be used for representing the interconnecting transmission network where the network
transient is ignored by neglectingdis

dt
in (2.11). This simplification is applied in (2.14) by

settingA1 = I in (2.15).

2. The change in speed is so small to affect the voltage equations in (2.1) and can be ne-
glected (ω ≈1 pu). This has a counterbalancing effect of the simplification made in the
previous point as far as low-frequency rotor oscillations are concerned. This results the
matricesW in (2.5) andZ in (2.13) to be constants resulting the model in (2.14) to be
time invariant.

With these simplifications, the model in (2.14) will be reduced to a nonlinear, time invari-
ant 6th order system withx = [ ω δg ψfd ψ1d ψ1q ψ2q ]T as state variables andu =
[ Tgm efd ]T as inputs. Linearizing around a stationary operating point(x0,u0), a time in-
variant linear model describing the dynamics of the single machine infinite bus system can be
expressed in the form of

d∆x

dt
= A∆x+B∆u (2.16)

The notation (∆x,∆u) represents a small signal variation around an equilibriumpoint (x0,u0).
The inputs to the model in (2.16) (∆Tmg and∆efd) are outputs from the prime mover and
excitation system respectively which are not modeled in this analysis.
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2.6. Simplified model for system stability studies

2.6 Simplified model for system stability studies

The model in (2.16) includes dynamics of the rotor flux [∆ψfd,∆ψ1d,∆ψ1q,∆ψ2q]. With the
assumption that the rotor flux in a generator changes slowly following a disturbance in the
time frame of transient studies [24], the model in (2.16) canbe further simplified to obtain a
constant flux model (so calledclassical model) of a synchronous generator. In this model the
rotor flux dynamics are neglected and the synchronous generator is represented by a voltage
source of constant magnitudeVg and dynamic rotor angleδg behind a transient impedance
X ′

d. The voltageVg represents the internal voltage magnitude of the synchronous generator
just before disturbance. Figure 2.4 shows the equivalent circuit of the single machine infinite
bus system where the resistive losses are neglected. In thisequivalent circuit, the angle of the
infinite bus is taken as reference.

Fig. 2.4 Equivalent circuit of a single machine infinite bus system with the classical model of the syn-
chronous generator.

Using steady state relation for the network equation, the expression for the transient electrical
torque of the generatorTeg in pu is given by

Teg ≈ Pg =
VgVi sin(δg)

X
(2.17)

where

X = X ′
d +Xt1 +XL +Xt2

Using the classical model of the synchronous generator, theelectromechanical equation de-
scribing the dynamics of the single machine infinite bus system is expressed as

d

dt

[

∆ω
∆δg

]

=

[ −KDm/2Hg
−KSe/2Hg

ω0 0

]

[

∆ω
∆δg

]

+

[

1/2Hg

0

]

∆Tmg (2.18)

where the synchronizing torque coefficientKSe is given by

KSe =
dTeg
dδg

=
VgVi cos(δg0)

X

To see the impact of neglecting the rotor flux dynamics, the model in (2.16) (variable flux model)
and (2.18) (constant flux model) are compared for a particular operating point. A synchronous
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Chapter 2. Power system modeling and stability

generator rated at 2220 MVA, 24 kV and 60 Hz is used for the comparison. The parameters
of the generator in per-unit are given in Table 2.1 [24]. The results for the two models are
summarized in Table 2.2.

TABLE 2.1. PARAMETERS OF THE SYNCHRONOUS GENERATOR

Parameter Value Parameter Value
Lmd 1.65 Rs 0.003
Lmq 1.60 Rf 0.006
Lsλ 0.16 R1d 0.0248
Lfλ 0.153 R1q 0.0061
L1dλ 0.14 R2q 0.0227
L1qλ 0.706 KDm 0
L2qλ 0.11 Hg[s] 3.5

TABLE 2.2. COMPARISON OF SYNCHRONOUS MACHINE MODEL

Results Variable flux model Constant flux model
System poles -0.1731±j6.4813 ±j6.387

-37.8472, -25.1137, -0.2005, -2.0518
Oscillation frequency,ωosc 1.0319 Hz 1.0165 Hz
Damping constant atωosc 0.1713 0

The variation of the electrical torque∆Teg, which comprises of a damping torque component
that varies in phase with the rotor speed variation and a synchronizing torque component that
varies in phase with the rotor angle variation, for the two models can be expressed as in (2.19).
The variation of the damping torque coefficientKDe and synchronizing torque coefficientKSe

as a function function of frequency is shown in Fig. 2.5 for the two models.

∆Teg = KSe∆δg +KDe∆ω (2.19)

where

KSe = Real
{

∂Teg
∂δg

}

, KDe = Real
{

∂Teg
∂ω

}

As the results in Table 2.2 and Fig. 2.5 show, including the rotor flux dynamics does not change
the low-frequency electromechanical oscillation significantly. A damping torque component
is provided while the synchronizing torque component is reduced slightly when compared to
the case with constant rotor flux model. This is due to the impact of the damping windings,
which is neglected when using the classical model. Because,the classical model provides a
simplified model for power system stability analysis, this model will be used for controller
design in Chapter 6. Moreover, using the classical model of the synchronous generator where
the electrical damping is zero, the damping controller design will be based on a conservative
assumption.
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2.7. Power system stability

Fig. 2.5 Variation of damping (left) and synchronizing (right) torque coefficients forvariable flux model
(dashed) andconstant flux model(solid).

2.7 Power system stability

The dynamic solution to the simplified system represented by(2.18) usually consist of low-
frequency electromechanical oscillations in∆ω and∆δg. To investigate the transient stability
of the system following disturbances, the Equal-area criterion is commonly used [25]. For this,
the system in Fig. 2.4 is assumed to transfer an initial steady state power ofPg0 = Pm to the
infinite bus. Figure 2.6 shows an example of the power angle curve for the system before, during
and after a disturbance. A lower power output during the fault results the generator to accelerate
and increase its rotor angle. When the fault is removed, the machine will start to decelerate
as the power output is higher than the mechanical power input. But the generator angleδg
keeps increasing until the kinetic energy gained during acceleration during the fault is totally
balanced by the kinetic energy lost during deceleration, inthis case atδ3 where areaABCE =
areaDEFG. This implies that the first swing stability of the system depends on whether the
available deceleration areaDEFH of the post-fault system is greater than the acceleration area
ABCD during the fault.

As an example, the single machine infinite bus system in Fig. 2.4 is simulated to study its
transient stability for different fault clearing timetc. In this example, the mechanical damping
is assumed zero. When the fault clearing time is increased beyond the critical valuetc,cri, the
available deceleration area will be less than the acceleration area during fault leading to loss of
synchronism of the generator. This is shown with a continuous increase of the rotor angle in
Fig. 2.7.
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Chapter 2. Power system modeling and stability

Fig. 2.6 Power angle curve for single machine infinite bus system before (black), during (gray solid) and
after (dashed) fault.

Fig. 2.7 Rotor angle variation of the generator following a three-phase fault for a fault clearing time
tc = tc1 (black solid),tc2 (black dashed) andtc3 (gray solid) withtc1 < tc2 < tc,cri < tc3.

2.8 Conclusions

In this chapter, the modeling of a single machine infinite bussystem has been presented. Starting
with a detail model of the synchronous generator, the required simplifications for easier power
system stability analysis have been been discussed. Using the simplified model and with the aid
of the Equal-area criterion, the transient stability of thesingle machine infinite bus system has
been described. Furthermore, the impact of the fault clearing time on the system stability has
been briefly discussed. To ensure the stability of system, different enhancement functions can
been applied from the generator system, controllable loadsor FACTS controllers [1][24]. This
is achieved by increasing the deceleration area during the first swing of the generator angle. The
subsequent rotor angle oscillation can be damped by using, for instance, a PSS in the voltage
controller of a synchronous generator and FACTS controllers. Using the simplified model in
Fig. 2.4, the application of FACTS controllers for power system stability enhancement [6][7]
will be described in the next chapter.
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Chapter 3

Use of FACTS controllers in power systems

3.1 Introduction

Power electronic based devices such as FACTS controllers have been applied both at distribu-
tion and transmission level [26]. At distribution, FACTS are typically used for mitigation of
power quality phenomena and for integration of renewable sources, while at transmission level,
they are mainly applied for power flow enhancement and control and to improve the system
stability. The use of various FACTS controllers, both series-connected and shunt-connected, for
transmission system application will be briefly discussed in this chapter. The focus will be on
power oscillation damping and transient stability enhancement using reactive power compensa-
tion.

3.2 Need for reactive power compensation

Transmission lines are inductive at the rated frequency (50/60 Hz). This results in a voltage drop
over the line that limits the maximum power transfer capability of the transmission system. By
using reactive power compensation, the loading of the transmission line can be increased close
to its thermal limit with enough stability margin. This can be achieved by using fixed reactive
power compensation, such as series capacitors, or controlled variable reactive power compensa-
tion. The advantage with controlled variable compensationis that it counteracts system or load
changes and disturbances. FACTS controllers can provide controlled reactive power compen-
sation to the power system for voltage control, power flow control, power oscillation damping
and transient stability enhancement [1]. The application of FACTS controllers for power system
stability enhancement will be described in the following sections.
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3.3 Series-connected FACTS controllers

As already described in Section 2.6, the power transfer capability of long transmission lines
depends on the series reactive impedance of the line. By using series capacitor, the reactive
impedance of the line can be reduced and this increases the transmittable power in the trans-
mission system [27]. Fixed capacitors provide a constant series impedance (−jXc) and makes
the transmission line virtually shorter. This helps to increase the transient stability of the power
system. On the other hand, a controlled variable impedance can be obtained by using series-
connected FACTS controllers such as Thyristor-controlledSeried Capacitor (TCSC) and Static
Synchronous Series Compensator (SSSC). This gives the advantage of power flow control and
power oscillation damping that can not be achieved by uncontrolled compensation. Figure 3.1
shows the schematics of the available series-connected reactive power compensators.

Fig. 3.1 Series-connected reactive power compensators; (a) Fixed series capacitor, (b) Thyristor-
controlled Series Capacitor (TCSC), (c) Static Synchronous Series Compensator (SSSC).

To describe the increase in transient stability enhancement by series-connected reactive power
compensation, the system in Fig. 2.4 is considered. If the steady state equivalent impedance of
compensator is denoted by−jXc, the power transfer along the line is expressed as

Pg =
VgVi sin(δg)

X −Xc

(3.1)

Figure 3.2 shows an example of the effect of a fixed series compensation (Xc = 0.2X) on
the power angle curve. The transient stability margin for a given fault clearing time (atδ1 in
this case) is increased from areaGFH for the uncompensated line to areaG1F1H1 for the
compensated line for the first swing of the generator angle. With the compensated system, the
first swing of the generator angle ends at a lower angle (δ2) than the uncompensated system (δ3)
where areaDEFG = areaDE1F1G1 representing the deceleration area for the two cases.

To see the effect of fixed compensation on power oscillation damping, the variation of the
generator active power for fixed compensation case can be calculated as

∆Pg ≈
∂Pg

∂δg
∆δg +

∂Pg

∂Xc
∆Xc =

VgVi cos(δg0)

X− Xc
∆δg +

VgVi sin(δg0)

(X− Xc)
2
∆Xc (3.2)
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3.3. Series-connected FACTS controllers

Fig. 3.2 Power angle curve for post-fault system with (black) and without (dashed) series reactive power
compensation; Gray: Power angle curve during fault.

The electromechanical equation describing the single machine infinite bus system with fixed
series compensation (∆Xc = 0) becomes

d

dt

[

∆ω
∆δg

]

=

[

0 −KSe1/2Hg

ω0 0

]

[

∆ω
∆δg

]

+

[

1/2Hg

0

]

∆Tmg (3.3)

where the synchronizing torque coefficientKSe1 is given by

KSe1 =
VgVi cos(δg0)

X−Xc

For simplicity, the damping from the mechanical system is neglected (KDm = 0). It is clear
from (3.3) that no damping is provided by fixed series compensation. But, the synchronizing
torque coefficientKse1 is increased for the compensated system (Xc > 0) compared to the
uncompensated system (Xc = 0). Therefore, the generator output power should be controlled
to vary in response to the speed variation of the generator toprovide power oscillation damping.
This can be achieved by controlling the series compensationlevelXc linearly with the generator
speed variation using FACTS controllers such as TCSC as [6]

∆Xc ≈ C1∆ω (3.4)

The speed variation of the generator (∆ω) for POD controller design can be measured or es-
timated. The algorithm used to estimate the generator speedvariation for POD design will be
described in the next section. The series-connected FACTS controllers provide an effective way
for power flow control and system stability enhancement by controlling transmission line series
impedance. One drawback associated with these devices is the complicated protection system
required to deal with large short circuit currents.
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3.4 Shunt-connected FACTS controllers

The voltage along a transmission can be controlled using shunt-connected FACTS controllers
such as Thyristor-Controlled Reactor (TCR), Static Var Compensator (SVC) and Static Syn-
chronous Compensator (STATCOM) [1]. The schematics of these devices is shown in Fig. 3.3.

Fig. 3.3 Shunt-connected reactive power compensators; (a)Thyristor-controlled reactor (TCR), (b)
Static Var Compensator (SVC), (c) Static Synchronous Compensator (SVC).

To show transient stability enhancement by shunt reactive power compensation, the system in
Fig. 2.4 is considered and the shunt compensator is connected at the electrical midpoint. If the
transmission end voltages are assumed equal (Vg = Vi), Figure 3.4 shows the voltage profile
along the transmission line when the midpoint voltage is controlled such thatVm = Vi.

Fig. 3.4 Voltage profile along transmission line with shunt reactive power compensation (solid) and no
compensation (dashed).

By controlling the PCC voltage, the power transfer over a line can be increased leading also
to an increase in the transient stability. For the example inFig. 3.4, the power flow along the
transmission line is given by (3.5). For this particular case, the power angle curve for the system
is shown in Fig. 3.5. The increase in stability margin for a given fault clearing time is clearly
shown in the figure for the first swing of the generator angle. With the compensated system, the
first swing of the generator angle ends at a lower angle (δ2) than the uncompensated system (δ3)
where areaDEFG = areaDE1F1G1 representing the deceleration area for the two cases.
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3.4. Shunt-connected FACTS controllers

Pg = 2
ViVm sin( δg

2
)

X
(3.5)

Fig. 3.5 Power angle curve for post-fault system with (black) and without (dashed) midpoint shunt re-
active power compensation; Gray solid: Power angle curve during fault.

To see the effect of controlling the PCC voltage to a constantvalue on power oscillation damp-
ing, the variation of the generator power output for constant voltage control is calculated as

∆Pg ≈
∂Pg

∂δg
∆δg +

∂Pg

∂Vm
∆Vm =

ViVm cos(δg0/2)

X
∆δg +

2Vi sin(δg0/2)

X
∆Vm (3.6)

The electromechanical equation describing the single machine infinite bus system with constant
voltage control (∆Vm = 0) becomes

d

dt

[

∆ω
∆δg

]

=

[

0 −KSe2/2Hg

ω0 0

]

[

∆ω
∆δg

]

+

[

1/2Hg

0

]

∆Tmg (3.7)

where the synchronizing torque coefficientKSe2 is given by (3.8). For comparison, the synchro-
nizing torque coefficientKSe for the uncompensated system is given by (3.9).

KSe2 =
VmVi cos(δg0/2)

X
(3.8)

KSe =
VgVi cos(δg0)

X
(3.9)

Again, the damping from the mechanical system is neglected.It is clear from (3.7) that no
damping is provided by constant voltage control. But, the synchronizing torque coefficient is
increased for the compensated system compared to the uncompensated system (Kse2 > Kse

). Therefore, an auxiliary controller for the shunt-connected compensator is needed to provide
power oscillation damping to the system. This controller will produce a voltage magnitude
modulation in order to counteract the oscillations in the generator rotor. With shunt reactive
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power compensation, this is achieved by controlling∆Vm linearly with the generator speed
variation as [1]

∆Vm ≈ C2∆ω (3.10)

This requires measurement of the generator speed which in actual installation could be difficult
or expensive. Another way is to estimate the speed variationof the generator from local signals
such as power flow over a line or power frequency. The algorithm for estimation of the gen-
erator speed for POD design can be similarly applied for series-connected FACTS controllers.
Considering the system in Fig. 2.4, the information on speedvariation of the generator can be
obtained from the derivative of the generator power output as

dPg

dδg
≈ VgVi cos(δg0)

X
∆ω (3.11)

Due to the sensitivity to noise and disturbances, the derivative action can not be used directly.
Conventionally, this is done instead by using a number of cascade filter links similar to the one
used in PSS. With this approach, one or more washout filters are used to remove the power
average and the required phase-shift (the phase-shift introduced by the derivative) is provided
by a number of lead-lag filters as described in Fig 3.6.

Fig. 3.6 Conventional filter set up to create a damping control input signal.

The problem with the setup in Fig. 3.6 is that the filter links must be designed for a particular
oscillation frequency and the correct phase shift will be provided at that particular frequency.
Moreover, as the cut-off frequency of the the washout filter to remove the average component
should be well below the power oscillation frequency, it limits the speed of estimation for the
required damping signal. An alternative approach is to use an estimation method based on a
combination of low-pass filters (LPF) as proposed in [5]. Although this method presents better
steady state and dynamic performance, its speed of responseis tightly dependent on the fre-
quency of the power oscillations to be damped (typically up to a few Hz). To overcome these
drawbacks, an adaptive estimator based on an RLS algorithm with variable forgetting is pro-
posed in this work [28]. This method will be described in Chapter 4 and its application for POD
controller design will be shown in Chapter 6.
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3.5 Energy storage equipped shunt-connected STATCOM

As mentioned earlier, FACTS controllers are designed to exchange only reactive power with
the network in steady state. Power oscillation damping and transient stability enhancement by
shunt-connected reactive power compensation is achieved by modulating the PCC voltage mag-
nitude in order to affect the power flow over the line. The problem with this approach is that the
voltage at the PCC should be kept within±10% the nominal voltage [1] and this limits the level
of damping or transient stability enhancement that can be achieved using only reactive power
injection. Moreover, the amount of injected reactive powerto impact the PCC voltage depends
on the short circuit power of the grid at the connection pointand might not be effective at some
locations in the power system. Injection of active power on the other hand affects the voltage
angle (transmission lines are effectively reactive) without varying the voltage magnitude signif-
icantly. Hence, effective power oscillation damping and transient stability enhancement can be
achieved using active power injection. As the injection of active power is used temporarily dur-
ing transient, this function can be incorporated in systemswhere the energy storage is already
available for other purposes [19]. Many researches have already been made on integration of
energy storage with STATCOM [11][12][13][14]. In this work, the focus will be on developing
an efficient and adaptive control algorithm for power systemstability enahcment using active
and reactive power injection.

3.6 Conclusions

In this chapter, a brief overview of FACTS controllers for power system stability enhancement
has been carried out. Both series and shunt-connected devices have been described. The impact
of the controllers on the active power transferred over a transmission line as well as the system
stability have been discussed. Furthermore, the need for auxiliary controllers to provide addi-
tional damping to the system has been addressed. As pointed out, in today’s installations, the
additional damping controllers are mainly based on the use of several filtering stages connected
in cascade. To overcome the drawbacks of the POD controllersusing filter links, an estimator
based on RLS algorithm and its application for POD controller design will be described in the
following chapters.
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Chapter 4

Signal estimation techniques

4.1 Introduction

In the previous chapter, the need for signal estimation for proper design of the POD controller
for a FACTS device has been discussed. The drawbacks of the methods used in actual instal-
lations, which are based on combination of cascaded filters have been briefly described. Thus,
there is a need for a better estimation algorithm. In this chapter, estimation algorithm based on
the use of filters will be described first. Then, the proposed signal estimation method, which is
based on a RLS algorithm, will be developed. Even if the proposed algorithm can be applied
for estimation of various signal components, the focus willbe on estimation of low-frequency
electromechanical oscillations, harmonics and sequence components in the power system.

4.2 Estimation methods

As explained in Section 3.4, a series of wash-out and lead-lag filter links connected in cascade
as in Fig. 3.6 can be used to estimate power oscillation components for POD controller design
in FACTS. Since the filter links are designed for a specific oscillation frequency and the correct
phase shift will be provided at that particular frequency, this set up has a limitation. Moreover,
as the cut-off frequency of the the washout filter to remove the average component should be
well below the power oscillation frequency, it limits the speed of estimation for the required
damping signal. A better approach is to use an estimation method based on a combination of
low-pass filters (LPF), as proposed in [5]. Although this method presents better steady state and
dynamic performance as compared to the system in Fig. 3.6, its speed of response is tightly
dependent on the frequency of the power oscillations. To overcome this problem, an RLS based
estimation algorithm with variable forgetting is proposedin this work [28].

To investigate the effectiveness of the considered estimation algorithms, a system consisting of
a synchronous generator connected to an infinite bus througha transmission system as in Fig 4.1
is considered. As an example, a three phase line fault is applied to this system att = 20 s with
a subsequent line disconnection to clear the fault after 100ms. This results in a low-frequency
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oscillation in the transmitted active power as shown in Fig.4.2.

Fig. 4.1 A simple power system to model low-frequency power oscillation.
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Fig. 4.2 Transmitted active power from the generator. Faultoccurred at 20 s and cleared after 100 ms.

The purpose of the estimation method is to extract the oscillatory component of the input power
signal for POD controller design. For this particular case,the generator output power (p), which
is used as input for the estimation algorithm can be modeled as the sum of an average (P0) and
oscillatory component (Posc) as

p(t) = P0(t) + Posc(t) = P0(t) + Pph(t) cos[ωosct + ϕ(t)] (4.1)

The oscillatory component,Posc, is expressed in terms of its amplitude (Pph), frequency (ωosc)
and phase (ϕ). Observe that even if the specific application to power oscillations are considered
in this section, the analysis is valid in the generic case of signal estimation [29]. In this section,
the LPF based and RLS based methods will be described when used for estimation of low-
frequency power oscillation components. The limitation ofthe LPF based method when fast
estimation is needed will be shown. Further improvements tothe RLS based method to increase
its dynamic performance will be described in the next section.

4.2.1 Low-pass Filter (LPF) based method

DenotingP ph = Pphe
jϕ as the complex phasor of the oscillatory component andθosc(t) = ωosct

as the oscillation angle, the active power in (4.1) can be rewritten as
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p(t) = P0(t) + Real
[

Pph(t)e
jθosc(t)

]

= P0(t) +
1

2
Pph(t)e

jθosc(t) +
1

2
P∗

ph(t)e
−jθosc(t) (4.2)

The expression in (4.2) separates the input signal into three frequency components (having
characteristic frequency0, ωosc, and−ωosc) where the averageP0 and the phasorP ph are slowly
varying signals. By rearranging (4.2) and applying low-pass filtering, the estimate for the aver-
ageP̃0, the phasor̃P ph and the oscillatory component̃Posccan be extracted from the input signal
as [5][27]

P̃0(t) = H0{p(t)− P̃osc(t)} (4.3)

P̃ ph(t) = Hph{[2p(t)− 2P̃0(t)− P̃
∗
ph(t)e

−jθosc(t)]e−jθosc(t)} (4.4)

P̃osc(t) =
1

2
P̃ ph(t)e

jθosc(t) +
1

2
P̃

∗
ph(t)e

−jθosc(t) (4.5)

whereH0 andHph represent the transfer function of the low-pass filters to extract the average
and the phasor component, respectively. The block diagram of this method is shown in Fig. 4.3.
For the various notations, a signal or parameterx̃ represents an estimate of the actual valuex.

Fig. 4.3 Block diagram of the LPF based estimation algorithm.

In order to evaluate the dynamic performance of the LPF basedestimation algorithm, a first
order low-pass filter with cut-off frequencyαLPF is used for the filters in (4.3) - (4.4) as

H0(s) = Hph(s) =
αLPF

s+ αLPF
(4.6)

To separate the average and oscillatory components, it is necessary that the cut-off frequency
αLPF is smaller than the oscillation frequencyωosc [5]. The dynamic performance of the LPF
based method is a function of the cut-off frequencyαLPF. By increasing the magnitude ofαLPF,
a faster estimation can be obtained at the cost of its frequency selectivity. To observe this, the
algorithm in (4.3)-(4.5) is expressed in state space form as[28][27]
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d

dt





P̃0

P̃osc

P̃β



 =





−αLPF −αLPF 0
−2αLPF −2αLPF −ωosc

0 ωosc 0






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whereP̃β is a signal orthogonal to the oscillatory componentP̃osc. From (4.7), the dynamic re-
sponse of the LPF based method can be investigated. As an example, the signalp(t) is assumed
to contain an average and a 1 Hz oscillatory component. The cut-off frequencyαLPF is then
varied from 0 Hz to 1 Hz in steps of 0.05 Hz to see the estimator’s performance. The poles for
the transfer function from the inputp to the estimate of the oscillatory componentP̃osc is shown
in Fig. 4.4. As clearly seen from the figure, the angular position of the poles from the imaginary
axis starts to decrease forαLPF > 0.4ωosc (marked in gray color for clarity) indicating that its
dynamic performance starts to deteriorate. The bandwidth of the filter is typically selected to be
one decade smaller than the frequency component to be estimated (for the specific case,αLPF =
0.628 rad/s).

Fig. 4.4 Movement of poles for the transfer function fromp(t) to P̃osc(t) asαLPF varies from 0 Hz to
1 Hz in steps of 0.05 Hz; Poles start at ’◦’ and move towards ’⊲’.

4.2.2 Recursive Least Square (RLS) based method

A Recursive Least Square (RLS) algorithm is a time-domain approach (an adaptive filter in
frequency domain) used to estimate signals based on a given model of the investigated system.
Consider a generic input signal (either real or complex)y, modeled as the sum of its estimateỹ
and the estimation errord as in (4.8)
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y(k) = ỹ(k) + d(k) = Φ(k)h̃(k − 1) + d(k) (4.8)

whereh̃ is the estimated state vector andΦ is named the observation matrix that depends on
the model of the signal. An update of the estimation state vector h̃ is developed using the RLS
algorithm in discrete time as

h̃(k) = h̃(k − 1) + G(k)
[

y(k)−Φ(k)h̃(k − 1)
]

(4.9)

The gain matrixG is given by

G(k) =
R(k − 1)ΦT (k)

λ+Φ(k)R(k − 1)ΦT (k)
(4.10)

with the covariance matrixR expressed as

R(k) = [I − G(k)Φ(k)]R(k − 1)/λ (4.11)

The termλ is named forgetting factor andI is an identity matrix. As can be seen in (4.9) -
(4.11), the algorithm is performed recursively starting from an initial invertible matrixR(0) and
initial state vector̃h(0) [30]. The RLS algorithm minimizes the cost functionξ in (4.12).

ξ(k) =
k

∑

n=0

|d(n)|2λk−n (4.12)

In steady state, the estimation speed of the RLS algorithm inrad/s is given by (4.13) [28] where
αRLS is the bandwidth of the estimator andTs is the sampling time.

αRLS =
1− λ

Ts
(4.13)

Depending on the speed of estimation required, the forgetting factor can be chosen accordingly.
For a constant forgetting factor, the matrices in (4.10) - (4.11) converge to their steady state
values depending on the observation matrixΦ and the estimation speed will be decided by the
value of the forgetting factor according to (4.13). After the RLS algorithm has converged, it
becomes linear and time invariant.

Using the same input signalp(t) as in (4.1), the model of the input signal can be expressed as

p(t) = P0(t) + Pd cos(θosc(t))− Pq sin(θosc(t)) (4.14)

where

Pd = Pph(t) cos(ϕ), Pq = Pph(t) sin(ϕ) (4.15)
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For estimation of low-frequency power oscillation, the RLSalgorithm (4.8) - (4.11) can be
applied by routine with

h̃(k) =
[

P̃0(k) P̃d(k) P̃q(k)
]T

(4.16)

Φ(k) =
[

1 cos(θosc(k)) − sin(θosc(k))
]

(4.17)

From the estimated state vectorh̃, the oscillatory component estimate (P̃osc) can be obtained as

P̃osc(k) = P̃ph(k) cos(θosc(k) + ϕ̃(k)) (4.18)

where the amplitude and phase estimates of the oscillatory component expressed as

P̃ph(k) =

√

[

P̃d(k)
]2

+
[

P̃q(k)
]2

, ϕ̃(k) = tan−1
[

P̃q(k)

P̃d(k)

]

(4.19)

As described earlier, the RLS algorithm becomes linear and time invariant in steady state. Thus,
the steady state model of the RLS estimator will be derived and its performance will be com-
pared with the LPF based method. For this, the algorithm in (4.8) - (4.18) in steady state can be
expressed in state space form as [28][27]

d
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

 p(t) (4.20)

With αRLS = (1− λss)/Ts andξ = αRLS/ωosc, the constantsα0, αa andαb are given by

α0 = αRLS(1 + ξ2), αa = (2− ξ2)αRLS, αb = −3ξαRLS

From (4.20), the dynamic response of the RLS based method canbe investigated. Considering
the same signalp(t) with an average and a 1 Hz oscillatory component,αRLS is varied from 0 Hz
to 1 Hz in steps of 0.05 Hz to see the estimator’s performance.The poles for the transfer function
from the inputp to the estimate of the oscillatory componentP̃osc is shown in Fig. 4.5. As
clearly seen from the figure, the angular position of the poles from the imaginary axis increases
continuously unlike the LPF method. This indicates that thespeed of response of the RLS based
method increase with higher value ofαRLS (or correspondingly lower value ofλ) unlike the LPF
based method.

When low bandwidth in the estimation (i.e. forαRLS = αLPF << ωosc) is acceptable, the two
methods present similar dynamic performance [28]. This canbe seen from the state space mod-
els where (4.20) is reduced to (4.7). If fast estimation is needed, the LPF based method presents
poor dynamic performance unlike the RLS-based method. Therefore, the RLS algorithm can be
used to obtain faster estimation during rapid changes of theinput signal and hence will be the
preferred method in this work.
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4.3. Improved RLS based method

Fig. 4.5 Movement of poles for the transfer function fromp(t) to P̃osc(t) asαRLS varies from 0 Hz to
1 Hz in steps of 0.05 Hz; Poles start at ’◦’ and move towards ’⊲’.

Even if faster estimation is obtained using RLS algorithm with lowerλ, its frequency selectivity
should be investigated. For this purpose, the bode diagram of the transfer function from the input
p(t) to the oscillatory estimatẽPosc is shown in Fig. 4.6. For all the cases, the bode diagram has
a 1 pu gain and0◦ phase at required the frequency and a gain of 0 pu at the unwanted oscillation
frequency. But, with increasing estimation speed (decreasing λ), the frequency selectivity of
the algorithm reduces. This requires for a modification in the conventional RLS algorithm to
achieve both fast estimation and good frequency selectivity.

4.3 Improved RLS based method

As already described, the estimation speed of the RLS based method with fixed forgetting factor
λ cannot be changed during fast transients. Moreover, its performance in steady state highly
depends on knowledge of system parameters expressed in the observation matrixΦ. This calls
for modifications in the conventional RLS algorithm in orderto achieve faster estimation during
transients without compromising its frequency selectivity in steady state as will be described in
this section.

4.3.1 Variable forgetting factor

In the conventional RLS based method, a large forgetting factor results in low estimation speed
with high frequency selectivity. Likewise, a small value ofthe forgetting factor results in the
estimator to be fast but less selective [31]. Therefore, to achieve fast estimation when a change
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Fig. 4.6 Bode diagram for the transfer function fromp(t) to P̃0(t) (left) and p(t) to P̃osc(t) (right);
Forgetting factorαRLS = 0.1 Hz (black solid),αRLS = 0.5 Hz (black dashed) andαRLS =
1.0 Hz (gray solid).

occurs in the input signal, the gain matrix of the RLS algorithmG in (4.10) must be increased
for a short time. This can be done by resetting the covariancematrixR to a high value [30] [32].
In this method, the covariance matrix to be used for the resetis chosen by trial and error and has
to be selected case by case. Moreover, the behavior of the estimator response during transient is
difficult to predict. An alternative solution is to use a variable forgetting factor [28]. With this
approach,λ is varied in a controlled way depending on the input and this helps to know the
behavior of the estimator’s response during transient and steady state.

When the RLS algorithm is in steady state, its bandwidth is determined by the steady state
forgetting factor (λss) according to (4.13). If a fast change is detected in the input (i.e. if the
absolute error|d| in (4.8) exceeds a pre-defined thresholddth), λ can be modified to a smaller
value, here denoted as ”transient forgetting factor (λtr)”. Thus, by using the properties of the
step response for a high-pass filter,λ will be slowly increased back to its steady state value
λss in order to guarantee the selectivity of the algorithm. The parametersλss, λtr as well as the
time constant for the high-pass filterτhp determine the performance of the RLS algorithm in
the transient conditions. Figure 4.7 shows the resetting method for the forgetting factor and its
variation in time when a change is detected in the input signal.

Once the value ofλss is chosen based on the steady state performance requirementof the al-
gorithm, the value ofλtr andτhp can be determined based on the required transient estimation
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Fig. 4.7 Resetting method to vary the forgetting factor during transient. Left: Block diagram; Right:
Variation ofλ with τhp = 0.04 s.

speed. Evaluation of the performance of the algorithm for different choice of the parameters
λtr andτhp will be made in this section using the example in Section 4.2.In this example, the
input signal for the estimation algorithm was the transmitted active powerp(t), which consists
of an average term (P0) and a 1 Hz oscillatory components (Posc). The model in (4.9) - (4.11)
has been used for the estimation with a variable forgetting factor. The aim of the estimator with
variable forgetting factor is to quickly separate these twosignal components accurately in the
presence of disturbances.

During steady state operations, the bandwidth of the RLS is set to a low value, meaning that
the forgetting factor will be close to unity. For an oscillating frequency of 1 Hz, the steady state
forgetting factor is set equal toλ = λss = 0.9995, corresponding to a bandwidth of 0.4 Hz for a
sampling timeTs = 0.2 ms according to (4.13). This gives the performance of the estimator to
be selective, less sensitive to noise and at the same time adaptive to slow changes in the input
signal. To evaluate the performance of the algorithm for different choice of the parametersλtr

andτhp, two types of input signals (one noisy free and another one noisy) are considered. For
each input, the settling time for the estimator as a functionof λtr andτhp is shown in Fig. 4.8.
With Ts = 0.2 ms andλss= 0.9995, the transient bandwidth of the estimator,αtr = (1−λtr)/Ts is
varied between 5 Hz and 100 Hz in steps of 5 Hz, whileτhp is varied between 5 ms and 100 ms
in steps of 5 ms.

As it can be seen in Fig. 4.8, higherαtr and higherτhp results in faster response in the case of
noise free input signal. when noise is included in the input signal, the estimation speed starts
to decrease beyond some values ofαtr and higherτhp. This is due to the estimators tendency to
follow the noise, leading to an increase of the settling time. The value that gives a compromised
response time for both signals lies in the middle. Dependingon the required estimation speed
and noise rejection performance, an appropriate value forλtr andτhp can be chosen. For this
application, a value ofλtr = 0.8995 corresponding toαtr = 80 Hz andτhp = 0.04 s have been
selected.

4.3.2 Frequency adaptation

The RLS algorithm described in Section 4.2.2 uses the information in the observation matrixΦ
to correctly estimate the signal components. The observation matrixΦ, which contains informa-
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Fig. 4.8 Transient estimation speed for a step change in the input using variable forgetting factor. Left:
noise free input; Right: 0.2 pu white noise in the input.

tion about the model of the signal according to (4.8), usually assumes some system parameters
[29]. When these parameters change, the performance of the algorithm will be affected and an
updating mechanism for the signal model is important. For example, to estimate the oscillatory
componentPosc from measured input signalp using the RLS algorithm in (4.14) - (4.18), the os-
cillation frequencyωosc should be known. Any change in the system, which results in a different
oscillation frequency, will affect the steady state performance of the RLS algorithm. Therefore,
to overcome the problem of oscillation frequency change on estimator’s performance, the RLS
algorithm is further improved by implementing a frequency adaptation mechanism. Using the
same example and parameter selection as in Section 4.3.1, the steady state frequency character-
istic of the estimator’s transfer function from the input tothe average and oscillatory component
is shown in Fig. 4.9. The transfer functions have 1 pu gain and0◦ phase shift at the estimated
frequency component and 0 pu gain at the undesired frequencycomponent. This results in a cor-
rect extraction of the average and oscillatory components in steady state for accurate knowledge
of the oscillation frequency.

If the frequency content of the input is not accurately known, the estimator will give rise to
a phase and amplitude error in the estimated quantities. Using the information in the phase
estimateϕ̃, the true oscillation frequency can be tracked by using a frequency estimator as the
one in Fig. 4.10.

The corrective term∆ω̃ is limited and fed back to the RLS algorithm to update the oscillation
frequencyω̃osc as
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Fig. 4.9 Bode diagram of the steady state RLS based estimatortransfer function. Left: fromp(t) to
P̃0(t); Right: fromp(t) to P̃osc(t).

Fig. 4.10 Block diagram for updating the oscillation frequency.

ω̃osc = ωosc0 +∆ω̃ (4.21)

The termωosc0 represents the initial assumed oscillation frequency and the transfer function
from the estimated phase (ϕ̃) to the estimated change in frequency (∆ω̃) is given by

∆ω̃

ϕ̃
=

αωs

αω + s
(4.22)

If the initial assumed oscillation frequency is correct, the estimated average and phasors [P̃0, P̃d, P̃q]
will be constants or slowly varying quantities. Correspondingly, the estimated phasẽϕ will be
a constant value resulting∆ω̃ = 0 in steady state. However, if a change in the true oscilla-
tion frequency∆ω occurs, the estimates [P̃0, P̃d, P̃q] will contain a disturbance term at the true
oscillatory frequency in addition to a slowly varying quantity. This is due to the fact that the
estimator’s transfer function can not have zero gain at the true oscillation frequency for the esti-
mates ([̃P0, P̃d, P̃q]) due to wrong assumption of the initial oscillation frequency. Similarly, the
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estimateP̃osc will have an amplitude and phase error as the estimator’s transfer function cannot
have a 1 pu gain and0◦ phase at the true oscillation frequency. IfAω andϕω represent the gain
and phase of the estimator’s transfer function at the true oscillation frequency respectively, the
oscillatory estimate in steady state can be expressed as

P̃osc(t) = AωPph cos(ωosct + ϕω) = P̃ph(t) cos(ωosc0t + ϕ̃(t)) (4.23)

The termsPph andωosc represent the true amplitude and frequency of the oscillatory component,
respectively. As can be seen in (4.23), the frequency of the oscillation is preserved in the esti-
mate. The idea here is to estimate the corrective term∆ω̃ from the estimated phasors (P̃d, P̃q).
From (4.23) and using the definition in (4.18) - (4.19), the phase estimatẽϕ can be expressed as

ϕ̃(t) = tan−1

[

P̃q(t)

P̃d(t)

]

≈ (∆ω + dω)t (4.24)

Due to wrong assumption of the initial oscillation frequency, the estimates (̃Pd, P̃q) will contain
a disturbance term at the true oscillation frequency. This in turn results a disturbancedω in
the phase estimateϕ(t) at twice the true oscillation frequency. As can be seen from (4.24),
the phase estimate is a function the frequency error∆ω and this has to be extracted. If the
disturbance termdω is neglected, the transfer function from the actual frequency error∆ω to
the estimated frequency error∆ω̃ can be expressed as

∆ω̃

∆ω
≈ αω
s+ αω

(4.25)

Using (4.25), the bandwidth of the frequency controller canbe chosen. To be able to filter the
disturbance term, the bandwidth should be set below the oscillation frequency. For an assumed
oscillation frequencyωosc0, choosingαω = 0.2ωosc0 gives the frequency correction controller a
cut-off frequency a decade below the frequency of the disturbance termdω.

4.4 Application examples on signal estimation

In this section, application examples for signal estimation using the improved RLS based method
will be described.

4.4.1 Estimation of low-frequency electromechanical oscillations

To evaluate the performance of the improved RLS based methodfor estimation of low-frequency
electromechanical oscillations, an input signal that contains an average component and a sin-
gle oscillation frequency of 1 Hz as in Fig. 4.11 is assumed. Figure 4.12 shows the estimated
average and oscillatory component of the input signal (in amplitude and phase) when a step is
applied to the input at 3.0 s for different choice of the forgetting factorλ with the conventional
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RLS algorithm. In this simulation, threeλ values that correspond to a steady state bandwidth of
0.4 Hz (black solid), 1.0 Hz (gray solid) and 2.0 Hz (black dashed) are considered.

Fig. 4.11 Input signal for simulation.

As the results in Fig. 4.12 show, by using the conventional RLS with a fixed forgetting factor,
it is not possible to achieve both estimation speed and frequency selectivity. As the forgetting
factor is reduced, estimation speed will be improved whereasthe selectivity is reduced and vise
versa. This can be improved by using a variable forgetting factor as described in Section 4.3.1.
Figure 4.13 shows the the performance of the improved RLS method with the estimator para-
meters chosen as (λss = 0.9995, λtr = 0.8995 andτhp = 0.04 s forTs = 0.2 ms). As can be seen
from the results in Fig. 4.12 - 4.13, the improved RLS based method gives a fast estimation with
a better frequency selectivity than the conventional RLS (See Fig. 4.12).

The simulation is repeated with the addition of a 0.05 pu white noise in the input signal in
Fig. 4.11 and a 30% error in assumed oscillation frequency. Figure 4.14 shows the estimated
average and oscillatory component when the proposed methodis used for estimation. The fre-
quency adaptive structure for the RLS estimater as described in the previous section is used and
Figure 4.15 (bottom) shows the estimate of the oscillation frequency.

The initial oscillations in the estimates are due to the low forgetting factor during the transient
period for faster estimation which makes the estimator to follow the noise. These oscillations
quickly decay as the forgetting factor is controlled to the steady state value. The value ofαtr and
τhp as described previously is a trade off between selectivity (rejection of unwanted frequency
component, eg. noise) and speed of estimation. The overall reduction in the speed of estimation
compared with the ideal case in Fig. 4.13 is due to the error introduced in the assumed oscilla-
tion frequency. The frequency correction controller tracks the true oscillation frequency with a
bandwidth defined in previous section and the phase and amplitude errors in the estimates will
be reduced. Without the frequency adaptation, the steady state error in the estimates is shown
clearly in Fig. 4.14 (dashed curves).
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Fig. 4.12 Estimate for the average (plot a), amplitude (plotb), phase (plot c) and estimation error (plot
d) by conventional RLS with forgetting factorλ = 0.9995(black solid),λ = 0.9987(gray solid),
λ = 0.9975 (black dashed), input signals(gray dashed); the actual oscillation frequency is used
in the simulation.

Fig. 4.13 Estimate for the average (plot a), amplitude (plotb), phase (plot c) and estimation error (plot
d) using the improved RLS method; dashed: inputs, solid: estimates; the actual oscillation
frequency is used in the simulation.
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Fig. 4.14 Estimate for the average and oscillatory component in the presence of 0.05 pu white noise in
the input and a 30% error in assumed oscillation frequency. Average component(top), oscil-
latory component (middle) and total signal (bottom); actual signal (solid gray), estimate with
frequency update (solid black) and estimates with no frequency update (dashed black);

Fig. 4.15 Improved RLS based estimator; Variation of forgetting factorλ (top) and estimate of oscillation
frequencyω̃osc (bottom);
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4.4.2 Estimation of sequence and harmonic components

In this section, estimation of harmonic and sequence components in three phase system using
the improved RLS based algorithm will be described. When thegrid voltage is unbalanced due
to unbalanced loads or unbalanced faults, a 50 Hz negative sequence component exists in the
grid voltage and a fast estimation algorithm is needed to separate the negative sequence com-
ponent for control or synchronization purposes [33][34][35]. Assuming that the zero sequence
component in the measured signal can be neglected, the complex grid voltageeαβg in the sta-
tionaryαβ coordinate system can be written as the sum of its positive and negative sequence
components as [29][36]

eαβg (t) = Ep(t)e
jθg(t) + En(t)e

−jθg(t) (4.26)

Calling the grid frequencyωg with θg(t) = ωgt, Ep andEn are the positive and negative se-
quence component phasors, respectively. Therefore, the model in (4.27) can be used to set up
an RLS algorithm as described in Section 4.2.2 (including the modifications in Section 4.3) to
estimate the positive and negative sequence components. For this particular case, the state vec-
tor to be estimated and the observation matrix are given as in(4.28) - (4.29) and the updates are
performed recursively as in (4.9) - (4.11).

eαβg (k) = Ẽp(k)e
jθ̃g(k) + Ẽn(k)e

−jθ̃g(k) + d(k) = Φ(k)h̃(k − 1) + d(k) (4.27)

h̃(k) = [ Ẽp(k) Ẽn(k) ]T (4.28)

Φ(k) = [ ejθ̃g(k) e−jθ̃g(k) ] (4.29)

For a constant grid frequency, the estimator’s steady statefrequency response is shown in
Fig. 4.16 (left) for the positive sequence component, wherea gain of 1 pu and a phase of0◦ is
achieved at the estimated frequency componentωg. Similarly, for negative sequence component
a gain of 1 pu and a phase of0◦ is achieved at the desired frequency−ωg. A typical example
where the sequence estimation can be used is in a phase lockedloop (PLL). The PLL estimates
the phase of the positive sequence grid voltageθg [35][37]. The block diagram for this applica-
tion is shown in Fig. 4.16 (plot b) where the frequency outputof the PLL can be fed back to the
sequence estimator to make the sequence estimator frequency adaptive.

Consider now the case of a distorted gird voltage. Each harmonic component appears at a fre-
quencynωg wheren represents the harmonic order, and its sign depends on whether the har-
monic is a positive or negative sequence component. In general, the model of the grid voltage
eαβg is given by [36]

eαβg (t) = E1(t)e
jθg(t) +

N
∑

i=1

Eni
(t)ejniθg(t) (4.30)
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Fig. 4.16 Sequence estimation (a) Bode diagram for positivesequence component estimation; response
for the positive frequency (solid), response for the negative frequency (dashed); (b) Block di-
agram of RLS-based sequence estimator with a PLL for synchronization and frequency adap-
tation of the sequence estimator.

whereEni
represents thenth

i harmonic phasor andE1 is the fundamental frequency phasor. The
RLS algorithm as described in Section 4.2.2 can be set up fromthe model in (4.31) where the
state vector and observation matrix are given by (4.32) - (4.33).

eαβg (k) = Ẽ1(k)e
jθ̃g(k) +

N
∑

i=1

Ẽni
(k)ejniθ̃g(k) + d(k) = Φ(k)h(k − 1) + d(k) (4.31)

h̃(k) = [ Ẽ1(k) Ẽn1
(k) ... ẼnN

(k) ]T (4.32)

Φ(k) = [ ejθ̃g(k) ejn1θ̃g(k) ... ejnN θ̃g(k) ] (4.33)

For balanced three phase system, each harmonic component will appear as either positive or
negative sequence component in (4.30). For unbalanced case, both positive and negative se-
quence component could exist for each harmonic order (including harmonic orders at multiple
of three) and the model in (4.30) should account for that [36]. When needed, the dc compo-
nent which is typically present in the measured signals can also be estimated by including a
zero-frequency component in the model.

As the same grid angle is used in both the sequence and harmonic estimation algorithms, the
PLL structure used in Fig. 4.16 (right) can be used to realizea frequency adaptive estimator.
The model in (4.26) - (4.29) can be obtained from (4.30) - (4.33) by settingni to -1 and 0 for
i = 1 andi 6= 1, respectively. To find the parameters of the estimator, the frequency content
of the input signal and the required estimation speed shouldbe considered. For this particular
application, with a sampling timeTs = 0.2 ms, the steady state forgetting factorλss = 0.9686
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corresponding to a bandwidth of 25 Hz is chosen. For fast transient performance, the transient
forgetting factorλtr = 0.6859 corresponding toαtr = 250 Hz andτhp = 0.01 s have been
selected.

To evaluate the performance of the improved RLS based methodfor estimation of sequence
components, an unbalanced fault with a phase jump is appliedto a three phase grid voltage
and the estimator’s performance is shown in Fig. 4.17. As theresults indicate, the sequence
components are estimated very quickly following the fault which verifies the validity of the
estimator. The simulation is repeated to estimate harmoniccomponents. In this case, a step
in harmonic content (5th and7th order harmonics) of a three phase voltage is applied and the
estimators performance is shown in Fig. 4.18.

Fig. 4.17 Sequence estimation for unbalanced fault with phase jump; (a) grid voltage, (b) estimation
error, (c) positive sequence component and (d) negative sequence component. Dashed: Mag-
nitude of sequence component phasor.

Fig. 4.18 Harmonic estimation in distorted three phase voltage; (a) grid voltage, (b) fundamental com-
ponent, (c)5th order harmonic component and (d)7th order harmonic component. Dashed:
Magnitude of harmonic component phasor.
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4.5. Conclusions

The fast estimation of the sequence or harmonic harmonic components can be used to achieve
a fast control of these components such as in active filter applications [29].

4.5 Conclusions

In this chapter, an estimation algorithm based on improved RLS algorithm has been described
in detail. First, a LPF based estimation algorithm has been described and compared with a con-
ventional RLS based estimator. The problem of the LPF based method when high speed of
response is required has been highlighted. To obtain a fast estimator with good frequency se-
lectivity, the RLS algorithm has been modified using variable forgetting factor and frequency
adaptation. With this method, a fast and selective estimation performance of the algorithm has
been obtained. The application of the algorithm has been shown for estimation of low-frequency
electromechanical oscillations and estimation of harmonic and sequence components. The re-
sults in this chapter will be applied for controller design in the coming chapters. Estimation
of harmonics and sequence components will be used to design acurrent controller in distorted
grids in Chapter 5 whereas the estimation of low-frequency power oscillations will be used for
design of a POD controller in Chapter 6.
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Chapter 5

Control of shunt-connected E-STATCOM

5.1 Introduction

In this section, the control of E-STATCOM connected to a three-phase grid will be described.
First, the inner current controller loop will be derived. Improvements to the controller to deal
with disturbances from harmonic and unbalanced grid conditions will be discussed. The per-
formance of the inner current controller loop will be verified through simulation. The different
outer controller loops will also be described.

5.2 System layout

The main circuit scheme of a two-level Voltage Source Converter (VSC) with energy storage
connected to a grid through an L-filter having inductanceLf and resistanceRf is shown in
Fig. 5.1. The grid is represented by its Thevenin equivalentwith voltages at the connection
point ega(t), egb(t) andegc(t). The grid inductance and resistance are denoted byLg andLg,
respectively. The VSC injects three-phase currents denoted by ifa(t), ifb(t), ifc(t) to the grid.

The valves in the phase-legs of the VSC (usually insulated gate bipolar transistors, IGBTs) are
controlled by the switching signalsswa(t), swb(t) andswc(t). The DC-link voltage is denoted
by udc(t). Whenswa(t) is equal to 1, the upper valve in the phase a is turned on while the
lower valve in the same leg is off. Therefore, the potentialuca(t) is equal to half of the DC-link
voltage,udc(t)/2. Similarly, when the switching signal is equal to−1, the upper valve is off and
the lower one is on and, thus,uca(t) is equal to−udc(t)/2. To obtain the switching signals for
the VSC, Pulse Width Modulation technique (PWM) has been adopted [38].

An energy storage is connected on the DC side of the converter. This gives the VSC the capa-
bility of injecting active power.
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Fig. 5.1 Main circuit of three-phase two-level E-STATCOM connected to the grid.

The different control blocks for the VSC system are shown in Fig.5.2. The control system
consists of an inner current controller loop and different outer controller loops which include
the AC voltage controller, the DC voltage controller, the POD and TSE controllers. A Phase-
Locked Loop (PLL) is used to track the grid voltage angleθg for coordinate the transformation.
See Appendix A for the adopted transformation from three-phase toαβ andαβ to dq reference-
frames and vise versa.

Outputs from the control system are the PWM signalsswa, swb andswc. To generate these
signals, the following will be performed.

1. Various signals such as the grid voltages, filter currents, DC-link voltage and active power
flow in the transmission systemPg are measured and sampled at a rate1/Ts whereTs is
the sampling time.

2. After coordinate transformation, the reference currents input to the current controller are
calculated in the different outer control blocks. The converter voltage reference, which is
the output of the current controller, will then be convertedfrom the rotatingdq-coordinate
system to the stationaryαβ-coordinate using transformation angleθg(k) + ∆θ, where
∆θ = 1.5ωTs is a compensation angle to take into account the half sample delay intro-
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duced by the discretization of the measured quantities and one sample delay introduced
by the computation time delay [39].

3. From the three-phase converter voltage references (u∗ca, u
∗
cb, u

∗
cc), the duty-cycles are cal-

culated in the PWM block and the switching pulses are sent to the VSC valves.

The algorithm for the different control blocks will be described in detail in the following sec-
tions.

Fig. 5.2 Overall block diagram of the control system of an E-STATCOM.

5.3 Inner current controller loop

A number of control strategies for grid-connected Voltage Source Converter (VSC) are avail-
able in the literature [40][41][42][43]. Among the different methods, a synchronous-frame
Proportional-Integral (PI) current control, designed using the internal model control approach,
has the advantage of simple implementation and robust performance in ideal-grid conditions
[44]. This method is used in this work to design the current controller for the E-STATCOM.

5.3.1 Basic current controller

For a VSC connected to a grid with voltageeg at connection point though a filter with inductance
Lf and resistanceRf as in Fig. 5.3, the filter currentif dynamics are expressed in the stationary
αβ reference-frame as in (5.1) whereuc is the converter output voltage.
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Lf
d

dt
iαβf (t) = uαβc (t)− eαβg (t)−Rfi

αβ
f (t) (5.1)

Fig. 5.3 Single line diagram of a VSC connected to a grid through a filter.

By using a PLL which tracks the grid voltage angleθg [37], the expression in (5.1) can be
rewritten in the synchronousdq reference-frame as in (5.2). Assuming ideal waveforms, the
dq quantities are constant in steady state. For all signals, the dq andαβ reference-frames are
related according to (5.3) whereωg = dθg(t)/dt represents the fundamental grid frequency.

Lf
d

dt
idqf (t) = udqc (t)− edqg (t)− jωgLfi

dq
f (t)−Rf i

dq
f (t) (5.2)

edqg (t) = eαβg (t)e−jθg(t) (5.3)

If the PLL is synchronized with the grid voltage vector, thed andq component of the current
represents the active and reactive currents injected to thegrid, respectively. The purpose of the
current controller is to independently control these currents. For the dynamical model in (5.2),
using internal model control approach [43][44], the PI current controller in continuous time is
given by (5.4) whereγcc represents the desired closed loop bandwidth of the currentcontroller.
Using the estimate of the filter inductance and resistance, the proportional and integral gains of
the PI controller are given byγccL̂f andγccR̂f , respectively. The cross-coupling between thed
andq filter currents is easily compensated in steady state. A feed-forward of the grid voltage is
also included for a good dynamic performance of the controller. In the notations, the superscript
”*” denotes a reference signal.

udq∗c (t) = edqg (t) + jω̂gL̂fi
dq
f (t) + γccL̂f

(

idq∗f (t)− idqf (t)
)

+

γccR̂f

t
∫

0

(

idq∗f (τ)− idqf (τ)
)

dτ
(5.4)

In ideal grid conditions and assuming perfect cancellationof the cross-coupling term, the closed-
loop transfer function from reference to actual signal results in a first order low-pass filter with
cut-off frequencyγcc as

[

idf (s)
iqf (s)

]

=

[ γcc
s+γcc

0

0 γcc
s+γcc

] [

id∗f (s)
iq∗f (s)

]

(5.5)

Although effective to derive the controller parameters, the desired closed-loop transfer function
in (5.5) is difficult to obtain in an actual system due to inaccurate knowledge of filter parame-
ters and the unavoidable non-linearities such as time delays and converter voltage saturation
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[39]. In particular, delays due to discretization and computational time have a major impact on
the system dynamic performance, especially in case of connection to distorted grid. For real
time implementation, the controller in (5.4) is expressed in discrete time using Euler’s forward
approximation as

udq∗c (k) = edqg (k) + jω̂gL̂f i
dq
f (k) + γccL̂f

(

idq∗f (k)− idqf (k)
)

+

γccR̂fTs
k
∑

n=0

(

idq∗f (n)− idqf (n)
) (5.6)

To deal with system parameter variations and disturbances,active damping can be included
to the controller in (5.6) [43]. This involves calculating the controller parameters assuming a
fictitious resistance (or active damping term,Ra) in the system. This will impact the value of
the total system resistance which is equal toRf +Ra. The effect of additional resistanceRa will
then be compensated in the feed-forward term as

udq∗c (k) = edqg (k) +
(

jω̂gL̂f −Ra

)

idqf (k) + γccL̂f

(

idq∗f (k)− idqf (k)
)

+

γcc

(

R̂f +Ra

)

Ts
k
∑

n=0

(

idq∗f (n)− idqf (n)
) (5.7)

The value of the active damping term should be selected carefully. Even if a higher value would
provide larger damping to system disturbances, the increase of the integral gain might lead to
instabilities when used in discrete controllers with non negligible delays. Guidelines on the
selection of the active damping term is given in [43].

The magnitude of the reference voltage for the converter should be limited based on the avail-
able DC-link voltage magnitude. When the magnitude of calculated reference voltage in (5.7)
|udq∗c | is higher than the maximum converter voltage (Uc,max), the converter can not provide the
required reference voltage. When this happens, the integrator in the controller will not be able
to force the error to zero and this leads to integration windup. To avoid this, the integral action
should be stopped during saturation or an anti-windup function should be added [26][44]. In
this work, back calculation of the error input of the integral term is used. When back calculation
is used, the control system law is modified as

udq∗c (k) = edqg (k) +
(

jω̂gL̂f −Ra

)

idqf (k) + γccL̂f

(

idq∗f (k)− idqf (k)
)

+

γcc

(

R̂f +Ra

)

Ts
k
∑

n=0

(

idq∗f (n)− idqf (n) + idqerr(n)

) (5.8)

with the additional error to the integral inputidqerr given by

idqerr(k) =
1

γccL̂f

(

udq∗c (k)− udq∗c,lim(k)
)

(5.9)

Observe that here only the magnitude of the reference voltage is limited toUc,max as
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udq∗c,lim(k) =
udq∗c (k)

|udq∗c (k)|
min

{

|udq∗c (k)| , Uc,max} (5.10)

whereudq∗c,lim is the limited converter reference voltage. The final controller structure in (5.8) is
here named ”basic current controller”.

5.3.2 Improved current controller

The basic current controller in (5.8) works as designed in ideal grid conditions where the feed-
forward term provides a perfect voltage compensation. However, problems arise in the presence
of unbalanced or distorted voltages. Due to the delays in thediscretization and computational
time in the control system, a phase shift exists between the actual and feed-forwarded grid vol-
tage. This phase shift is properly compensated only for the fundamental voltage component
using the transformation angleθg + ∆θ in Fig. 5.2. In the presence of harmonics in the mea-
sured voltageeg, this leads to a harmonic current flow between the VSC and the grid. Using
the estimation method for sequence and harmonic componentsin Section 4.4.2, the basic cur-
rent controller can be modified to deal with disturbances from harmonics or unbalanced grid
conditions [45].

Direct feed-forwarding of the grid voltage as in (5.8) and providing an angle compensation of
∆θ = 1.5ωgTs for transforming the converter reference voltage to the stationaryαβ coordi-
nate will not compensate for harmonics. This is due to the fact that the harmonics rotate with
a frequency different from the fundamental. Therefore, theharmonics should be estimated and
the angle compensation should be applied accordingly. For example, if the grid voltageeg con-
tains harmonic orders5th, 7th, 11th, 13th and a negative sequence component at fundamental
frequency due to unbalanced voltages, the grid voltage vector can be expressed as

eαβg (k) = E1(k)e
jθg(k) + E−1(k)e

−jθg(k) + E5(k)e
−j5θg(k) + E7(k)e

j7θg(k) +

E11(k)e
−j11θg(k) + E13(k)e

j13θg(k)

(5.11)

Using the grid angle estimated from the PLLθ̃g, (5.11) can be expressed indq coordinate as

edqg (k) = E1(k) + E−1(k)e
−j2θg(k) + E5(k)e

−j6θg(k) + E7(k)e
j6θg(k) +

E11(k)e
−j12θg(k) + E13(k)e

j12θg(k)

(5.12)

whereE5, E7, E11 andE13 represent slowly varying harmonic voltage phasors.E1 andE−1

are the positive and negative sequence component voltage phasors at fundamental frequency
respectively. The fundamental positive sequence component in dq coordinateE1 can be used as
an input to the PLL for grid synchronization without the influence of harmonics or the negative
sequence component. Similarly, the filter current indq coordinate can be written as
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idqf (k) = I1(k) + I−1(k)e
−j2θg(k) + I5(k)e

−j6θg(k) + I7(k)e
j6θg(k) +

I11(k)e
−j12θg(k) + I13(k)e

j12θg(k)

(5.13)

whereI5, I7, I11 andI13 represent slowly varying harmonic current phasors. The termsI1 and
I−1 are the positive and negative sequence component current phasors at fundamental frequency
respectively. With the voltage phasors (Ei) or current phasors (I i) representing the state vector
h and the observation matrixΦ as given by (5.14), the RLS based estimator in Section 4.4.2
can be used to estimate the voltage or current phasors.

Φ(k) = [ 1 e−j2θ̃g(k) e−j6θ̃g(k) ej6θ̃g(k) e−j12θ̃g(k) ej12θ̃g(k) ] (5.14)

When the harmonic compensation is included in the controller in (5.8), the harmonic compo-
nents in the grid voltage are estimated and correctly compensated before feed-forwarding them.
When the grid voltageeg is stiff (Lg << Lf in Fig. 5.3), a feed-forward of the grid voltage
as in (5.15) will remove the harmonic disturbances whereΦc is the observation matrix with
the correct angle compensation for each harmonics. On the other hand, for a weak connection
point where the grid voltage dynamics are affected by the current injection from the VSC, a
closed-loop control of the current may be required. For this, the harmonic current phasors are
estimated and a PI controller can be used to control the disturbances to zero. In this case, (5.15)
will be modified to (5.16) to control the same harmonics.

ẽdqg (k) = Φc(k)Ẽ(k) (5.15)

with

Φc(k) = [ 1 e−j2(θ̃g(k)+∆θ) e−j6(θ̃g(k)+∆θ) ej6(θ̃g(k)+∆θ) e−j12(θ̃g(k)+∆θ) ej12(θ̃g(k)+∆θ) ]

Ẽ(k) = [ Ẽ1(k) Ẽ−1(k) Ẽ5(k) Ẽ7(k) Ẽ11(k) Ẽ13(k) ]T

ẽdqg (k) = Φc(k)

[

Ẽ(k)− (γhc + Rha) L̂f Ĩh(k)− γhc

(

R̂f +Rha

)

Ts

k
∑

n=0

Ĩh(n)

]

(5.16)

with

Ĩh(k) = [ 0 Ĩ−1(k) Ĩ5(k) Ĩ7(k) Ĩ11(k) Ĩ13(k) ]T

whereĨh(k) is the estimated harmonic current phasor,γhc is the bandwidth of the closed-loop
harmonic compensator andRha is a small active damping term. As the harmonics are steady
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state quantities, the harmonic compensator bandwidthγhc is chosen much lower than the funda-
mental current controller bandwidthγcc. This choice of bandwidth also helps in the sense that
the harmonic compensator will not affect the current controller performance at fundamental
frequency. The harmonic current components can be estimated much faster than the closed loop
bandwidthγhc. Including the harmonic compensation, the controller in (5.8) is expressed as in
(5.17) wherẽedqg (k) is given by (5.16). The controller in (5.17) is here named ”improved current
controller”.

udq∗c (k) = ẽdqg (k) +
(

jω̂gL̂f − Ra

)

idqf (k) + γccL̂f

(

idq∗f (k)− idqf (k)
)

+

γcc

(

R̂f +Ra

)

Ts
k
∑

n=0

(

idq∗f (n)− idqf (n) + idqerr(n)
) (5.17)

The modification to the basic controller will enable the harmonic or negative sequence current
injection from the converter to be zero in steady state. If the purpose is to control the harmonic
or negative sequence currents as in active filters or supplying unbalanced load, the same control
structure can be used. A similar controller is found in the literatures where resonant filters are
used in [40][46][47] and multiple reference-frames are used in [48][49].

5.4 Phase-Locked Loop (PLL)

For synchronization purpose in grid-connected VSCs, a PLL that tracks the phase of the positive
sequence voltage vector is typically employed. The PLL should be robust against harmonics,
grid voltage unbalances and faults [33][35]. When fast synchronization is not needed, good
harmonic rejection from the PLL can be achieved by choosing alow bandwidth. For accurate
synchronization against grid voltage unbalances, the sequence estimation method described in
Section 4.4.2 and implemented indq reference frame can be used. The block diagram of the
PLL with the sequence estimation indq coordinate system is shown in Fig. 5.4.

Fig. 5.4 Block diagram of PLL.

For a voltage-oriented coordinate system, the PLL controller tries to force the imaginary part
of the positive sequence voltageẽdqg,p to zero. Therefore, the imaginary part (ẽqg,p) normalized to
the grid voltage is used as an angle error (εθ) to setup the PLL algorithm as
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5.4. Phase-Locked Loop (PLL)

ω̃g(k + 1) = ω̃g(k) +KiTsεθ(k)

θ̃g(k + 1) = θ̃g(k) + Tsω̃g(k) +KpTsεθ(k)
(5.18)

With αPLL representing the PLL bandwidth, the controller parametersare calculated as [37]

εθ(k) = ẽqg,p(k)
/
∣

∣ẽdqg,p(k)
∣

∣ , Kp = 2αPLL , Ki = α2
PLL

Choosing the bandwidth of the PLL is a trade of between harmonic rejection and speed of
response. When the sequence estimation is included in the PLL, it provides a 0 pu gain at the
negative sequence component and a smaller gain at harmonic frequencies. Hence, the bandwidth
of the PLL can be chosen higher. For this application, the parameters of the PLL are chosen to
get a bandwidth of 31.4 rad/s. Figure 5.5 shows a simulation of the PLL response to a sudden
phase angle jump and single phase fault.

Fig. 5.5 Phase and frequency response of PLL for a sudden phase angle jump at 0.5 s and single phase
fault at 0.8 s; Top: three phase grid voltage; Middle: Phase angle jump (dashed), PLL phase
estimate with no sequence estimation (gray) and with sequence estimation (red); Bottom: PLL
grid frequency estimate with no sequence estimation (gray)and with sequence estimation (red).
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5.5 Outer controller loops

In this section, the different outer controller loops will be described. As shown in Fig. 5.2,
the current reference input to the current controller is calculated through these outer controller
loops. The speed of these controllers is typically selectedto be much slower than the inner
current controller loop to guarantee stability. For this reason, the current controller can be con-
sidered infinitely fast when designing the parameters of theouter controller loops.

5.5.1 AC voltage controller

To control the magnitude of the voltage at the connection point, an AC voltage controller using
reactive power injection is used. Injection of reactive current at PCC results in a change of
the voltage magnitudeEg due to the variation of the voltage drop over the impedance ofthe
system at the connection pointXpcc [1][50]. To derive the controller parameters, a simplified
block diagram of an AC voltage controller with droop controlas in Fig. 5.6 is used. The signal
Eg0 represents the steady state voltage at PCC. If capacitive current corresponding to positive
reactive current is injected, the change in voltage magnitude would be negative and hence the
system is represented by a gain of−Xpcc. The negative gain is due to the selected orientation for
the rotatingdq system (voltage oriented system is here selected) and the reference filter current
direction.

Fig. 5.6 Simplified Block diagram of an AC voltage controller.

Using small signal variations, the transfer function (Gvc) from the change in voltage reference
(∆E∗

g ) to the change in PCC voltage magnitude (∆Eg) is given by (5.19) whereKvc is the
integral gain andm is a droop constant. For perfect voltage control, the droop is set to zero.
To obtain a voltage controller bandwidth ofγvc, assuming perfect knowledge of the system
impedanceXpcc and no droop, the integral gain is calculated as in (5.20). The actual bandwidth
of the voltage controller depends on the system impedance and the parameterKvc is usually
calculated assuming the largest value ofXpcc corresponding to the smallest short circuit power
at the PCC [1]. The reactive current reference for AC voltagecontrol is given by (5.21).

Gvc(s) =
∆Eg(s)

∆E∗
g(s)

=
−KvcXpcc

s−Kvc (Xpcc +m)
(5.19)
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Kvc = −γvc
/

X̂th (5.20)

iq∗f (k + 1) = iq∗f (k) +KvcTs
(

E∗
g(k)−Eg(k) +miqf (k)

)

(5.21)

5.5.2 DC-link voltage controller

When operating the VSC, the DC-link voltage should be controlled within allowable limits of
the nominal value. If only reactive power injection is used,the DC-link voltage control can
be achieved by controlling the active current reference anddrawing a small active power from
the AC grid [1][50]. If an energy storage is mounted on the DC side of the VSC, the control
of the DC-link voltage also depends on control of the energy source [19]. Among the energy
storage devices that can be integrated to the VSC include capacitors, batteries, superconducting
magnetic coil and supercapacitors [11][12][13][23][51].The modeling of the energy storage is
outside the focus of this work and will not be considered here. For the performed simulations, an
infinite voltage source will be connected to the DC-link of the VSC, while for the experimental
setup a DC generator with controlled output voltage will be used as an energy storage. For this
reason, a DC-link voltage controller is not implemented.

5.5.3 POD and TSE controllers

To achieve Power Oscillation Damping (POD) and Transient Stability Enhancement (TSE)
functions, the active and reactive power from the VSC shouldbe controlled in response to
power system disturbances. The derivation of the required active and reactive current references
to provide these auxiliary functions,id∗f,aux andiq∗f,aux respectively, will be carried out in the next
chapter. These current references can be directly used as aninput to the current controller to
achieve the required stability enhancement function. However, reactive current injection is also
used to control the voltage at PCC. If the stability enhancement function is to be included to-
gether with the AC voltage controller, (5.21) can be modifiedas in (5.22) where the PCC voltage
is modulated based on (iq∗f,aux). In this case, the speed of stability enhancement functionwhich
depends on the power system dynamics should be slower than the AC voltage controller which
is usually the case. Similarly, active current injection isused to control the DC-link voltage. If
the stability enhancement function is to be used together with the DC-link voltage controller,
the active current reference is described as in (5.23) whereid∗f,dc is the output of the DC-link
voltage controller. Finally, the current references will be limited as in (5.24) and passed to the
current controller whereIdmax is the maximum active current limit which depends on the rating
of energy source andImax is the maximum current limit of the converter.

iq∗f (k + 1) = iq∗f (k) +KvcTs

(

E∗
g(k)−Eg(k) +miq∗f (k) + X̂pcci

q∗
f,aux(k)

)

(5.22)

id∗f (k) = id∗f,dc(k) + id∗f,aux(k) (5.23)
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idq∗f,lim(k) =
id∗f,lim(k) + jiq∗f,lim(k)

|id∗f,lim(k) + jiq∗f,lim(k)|
min

{

|id∗f,lim(k) + jiq∗f,lim(k)| , Imax} (5.24)

where,

id∗f,lim(k) =
id∗
f

(k)

|id∗
f

(k)| min
{

|id∗f (k)| , Idmax

}

, iq∗f,lim(k) =
i
q∗
f

(k)

|iq∗
f
(k)| min {|iq∗f (k)| , Imax}

5.6 Simulation verification

The performance of the inner current controller loop will beverified in this section through
simulation. Considering a distorted grid, the performanceof the basic current controller and
improved current controllers will be compared.

The basic controller in (5.8) is simulated using a constant DC-link voltage. the sampling fre-
quency is equal to 5 kHz. PWM is used to generate the switchingpattern for the VSC valves.
The switching frequencyfs is equal to the sampling frequency and set to 5 kHz. Figure 5.7
shows the current response to a step reference change for an ideal grid (no harmonic distortion)
and a distorted grid. For the distorted grid, a harmonic magnitude in pu of 0.015, 0.01, 0.002
and 0.002 for the5th, 7th, 11th and13th order harmonics, respectively, is assumed. For the ideal
grid, the discrete controller works as expected (Fig. 5.7 plots a, c) for a current controller band-
width of γcc = 3141.6 rad/s and active dampingRa = 0.063Ω. In case of distorted grid, the
injected currents will be affected by low-order harmonics (Fig. 5.7 plots b, d).

Fig. 5.7 Simulated basic and improved current controller response ford-component (left) andq-
component (right); (a, c) ideal grid and discrete controller, (b, d) distorted grid and discrete
controller; reference current (dashed) and actual current(solid).

To show that this problem exists only in the discrete controller, the controller in (5.8) has been
implemented in continuous time using the same distorted grid and the results are shown in
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Fig. 5.8.

Fig. 5.8 Simulated basic current controller response for d-component (left) and q-component (right) with
distorted grid and continuous controller; reference current (dashed) and actual current (solid).

To evaluate the performance of the improved controller in (5.17), a grid distorted by5th, 7th,
11thand13th order harmonics and a negative sequence component at fundamental frequency has
been considered. The parametersγhc = 628.3 rad/s andRha = 0.0625Ω are used for the simu-
lation. Figure 5.9 shows the performance of the basic and improved controllers. The improved
controller significantly reduces the disturbances from harmonics and grid voltage unbalances.

Fig. 5.9 Simulated current controller response with basic controller (gray) and improved controller
(black). (a) d-component current, (b) d-component harmonic current, (c) q-component current
and (d) q-component harmonic current; reference current (dashed) and actual current (solid).

5.7 Conclusions

Starting with the classical PI current controller, an improved current controller for E-STACOM
in the presence of grid harmonics has been derived using the estimation algorithm in Chapter 4.
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The performance of the current controller has been verified through simulation. For synchro-
nization purpose in the control of E-STATCOM, a PLL that is robust against harmonics and
grid voltage unbalances has been derived using the sequenceestimation method described in
the previous chapter. The outer controller loops such as AC voltage controller, DC-link voltage
controller, POD and TSE controllers have been described.
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Chapter 6

Use of E-STATCOM for power system
stability enhancement

6.1 Introduction

In this chapter, the control strategy for stability enhancement using E-STATCOM will be de-
scribed. Starting with a simple two machine model of a power system, the effect of active and
reactive power injection on the generator output power willbe studied and a control strategy
for system stability enhancement will be derived. Stability analysis of the system model will be
made and the dynamic performance of the control strategy will be verified by simulation.

6.2 System modeling for controller design

A simplified power system model, as the one depicted in Fig. 6.1, is used to study the perfor-
mance of the E-STATCOM on the power system dynamics. The investigated system approxi-
mates an aggregate model of a two area power system, where each area is represented by a syn-
chronous generator [6][24]. The E-STATCOM is assumed to be connected at arbitrary points
along the transmission line for analysis purpose. Even if the E-STATCOM can be connected
at one point in the transmission line, a different connection point can be seen as a change in
system configuration between the two areas, for instance, following a fault and a subsequent
disconnection of one of the parallel transmission lines.

As discussed in Section 2.6, the synchronous generators aremodeled as voltage sources of
constant magnitude (Vg1, Vg2) and dynamic rotor angles (δg1, δg2) behind a transient impedance
(X ′

d1, X
′
d2). The generators are connected through a transformer and a transmission line. Since

the frequency of the generators does not change significantly and the electrical transients extin-
guish quickly for the investigated transient stability studies, it can be assumed that the system
is in steady state from an electrical point of view, meaning that the transformers and transmis-
sion lines can be represented by their reactance values (Xt1, Xt2, XL1 andXL2) [24], where
the resistance values are ignored for simpler analytical expressions. As shown in Section 2.6, if
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Fig. 6.1 Simplified two machine system with E-STATCOM.

the mechanical damping in the generators is neglected, the overall damping for the investigated
system is equal to zero. Therefore, the model is appropriateto allow a conservative approach of
the impact of the E-STATCOM when used for stability studies [52]. As the current controller
of the E-STATCOM is much faster than the low-frequency electromechanical dynamics, the
E-STATCOM will be modeled as an ideal controlled current source. The controlled injected
active and reactive current components are indicated asidf andiqf respectively, where the PLL is
synchronized with the phaseθg of the grid voltage at PCC,eg. The electrical connection point
of the converter along the transmission line is expressed asa function of the parametera as

a =
X1

X1 +X2
(6.1)

where,
X1 = X

′

d1 +Xt1 +XL1 , X2 = X
′

d2 +Xt2 +XL2

An equivalent circuit representation of the investigated system in Fig. 6.1 for stability studies is
shown in Fig. 6.2.

Fig. 6.2 Equivalent circuit for two machine system with E-STATCOM.

The level of stability enhancement provided by the converter depends on how much the ac-
tive power output from the generators is changed by the injected currents. For the system in
Fig. 6.2, the change in active power output from the generators due to injected active and re-
active power from the E-STATCOM is calculated as in (6.2) - (6.5) where (∆Pg1,P,∆Pg2,P)
and (∆Pg1,Q,∆Pg2,Q) represent the change in active power from the corresponding generators
due to injected active and reactive power, respectively [52]. The injected active powerPinj and
injected reactive powerQinj from the converter are given by (6.6) - (6.7). The initial steady state
PCC voltage magnitude (Eg0) and generator rotor angles (δg10, δg20) correspond to the operating
point where the converter is not injecting a current.
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∆Pg1,Q ≈
[

Vg1Vg2 sin(δg10 − δg20)a(1− a)

E2
g0

]

Qinj (6.2)

∆Pg2,Q ≈ −
[

Vg1Vg2 sin(δg10 − δg20)a(1− a)

E2
g0

]

Qinj (6.3)

∆Pg1,P ≈ −
[

V 2
g1(1− a)2 + Vg1Vg2 cos(δg10 − δg20)a(1− a)

E2
g0

]

Pinj (6.4)

∆Pg2,P ≈ −
[

1−
V 2
g1(1− a)2 + Vg1Vg2 cos(δg10 − δg20)a(1− a)

E2
g0

]

Pinj (6.5)

Pinj ≈ Eg0i
d
f (6.6)

Qinj ≈ −Eg0i
q
f (6.7)

It can be seen from (6.2) - (6.7) that the change in active power output from the generators
for a given active and reactive power injection from the E-STATCOM depends on the location
of the convertera as well as on the amount of injected power (Pinj, Qinj). As indicated from
(6.2) - (6.3), the effect of reactive power injection depends on the magnitude and direction of
transmitted power from the generators. From observation ofthe influence of active and reactive
power injection on the power output of the generators, control input signals for the E-STATCOM
to provide stability enhancement will be derived in the nextsection.

6.3 Controller design

In this section, the derivation of POD and TSE controllers from local measurement signals such
as PCC voltage magnitude (Eg), PCC voltage phase (θg) and active power transfer between
two areas (Pg12) will be derived. For this, the simplified two machine systemdescribed in the
previous section will be used.

6.3.1 Power Oscillation Damping (POD)

Considering the simplified two machine system in Fig. 6.1 andthe equation of motion in Sec-
tion 2.3, the active power output from each generator shouldchange in proportion to the change
in its speed to provide damping [6][24]. From (6.2) - (6.5), it can be observed that the effect of
injected active and reactive power on the generator active power output highly depends on the
parametera, i.e. on the location of the E-STATCOM. Using the system in Fig. 6.2, a control
input signal that contains information on the speed variation of the generators can be derived.
When the E-STATCOM is not injecting any current, the variation of various local signals at
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different E-STATCOM connection points using the dynamic generator rotor angles (δg1, δg2) is
given by (6.8) - (6.10). From small signal point of view, and under the assumption that the PCC
voltage magnitude along the line (Eg) does not change much, the required control input signals
can be derived from the change in PCC voltage magnitude (∆Eg), phase (∆θg) or transmitted
active power (∆Pg12) as in (6.11) - (6.13) [52].

Eg =

√

[(1− a)Vg1]
2 + [aVg2]

2 + 2a(1− a)Vg1Vg2 cos(δg1 − δg2) (6.8)

θg = δg2 + tan−1

[

(1− a)Vg1 sin(δg1 − δg2)

(1− a)Vg1 cos(δg1 − δg2) + aVg2

]

(6.9)

Pg12 =
Vg1Vg2 sin(δg1 − δg2)

X1 +X2

(6.10)

d∆Eg

dt
≈ −

{

a(1− a)Vg1Vg2 sin(δg10 − δg20)

Eg0

}

ωg0 [∆ωg1 −∆ωg2] (6.11)

d∆θg
dt

≈
{

[(1−a)Vg1 ]2+a(1−a)Vg1Vg2 cos(δg10−δg20)
E2

g0

}

ωg0∆ωg1 +

{

1− [(1−a)Vg1 ]2+a(1−a)Vg1Vg2 cos(δg10−δg20)
E2

g0

}

ωg0∆ωg2

(6.12)

d∆Pg12

dt
≈

{

Vg1Vg2 cos(δg10 − δg20)

X1 +X2

}

ωg0 [∆ωg1 −∆ωg2] (6.13)

The nominal system frequency is represented byωg0 and (∆ωg1,∆ωg2) is the speed variation
of the generators in pu. The derivative of the change in PCC voltage magnitude, phase and
transmitted active power are all dependent on the speed variation of the generators. Moreover,
the derivative of the change in PCC voltage magnitude and phase contain information on the
location of E-STATCOM as shown in (6.11) - (6.12).

For the two machine system in Fig. 6.1, damping is related to the variation of the speed differ-
ence between the two generators,∆ωg12 = ∆ωg1 − ∆ωg2. For a given speed variation∆ωg12

and initial transmitted powerPg120, the derivative of the change in PCC voltage magnitude is
maximum ata = 0.5 (midpoint of the line) where injection of reactive power results in the
maximum change in the generators active power output according to (6.2) - (6.3). On the other
hand, the change in the output power from the generators due to injected active power accord-
ing to (6.4) - (6.5) is maximum at the corresponding generator terminals (i.e.a = 0 anda = 1)
where (6.12) is maximum. No damping is provided by injectionof active power at the location
where the effect on the change in active power output from each generator is the same, taking
into account the inertia constant of the generators. Assuming equal inertia constant for the two
generators, this location is at the middle of the line (i.e.a = 0.5). At this location the derivative
of PCC voltage phase,d∆θg/dt = 0. This means thatd∆θg/dt scales the speed variation of
the two generators depending on the location and its magnitude changes in proportion to the
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level of damping by active power injection. Therefore,d∆θg/dt is an appropriate input signal
for controlling the active power injection. Similarly,d∆Eg/dt varies in proportion to the level
of damping by reactive power injection, and hence can minimize injection of reactive power at
the generator terminals. Therefore,d∆Eg/dt could be a convenient input signal for controlling
the reactive power injection. On the other hand,d∆Pg12/dt varies linearly with the speed vari-
ation of the two generatorsd∆ωg12 and can be used to control reactive power injection. But,
unlike d∆Eg/dt, it does not depend on the parametera and its magnitude will be the same at
all locations in the investigated system. This means that ifd∆Pg12/dt is used to control the re-
active power, the E-STATCOM may unnecessarily inject reactive power to provide damping at
location where its effect is negligible, for instance at thegenerator terminals. However, the ad-
vantage of usingd∆Pg12/dt for controlling reactive power is that it contains better information
about the speed variation of the generators. This is not always the case ford∆Eg/dt. Consider
for example that the PCC voltageEg is controlled and kept to a constant value. This is possible
as the AC voltage controller is much faster than low-frequency electromechanical oscillations.
In this case, even if the generators are oscillating, the PCCvoltage will be constant providing no
information about the generator speed variation. Moreover, damping by reactive power injection
is achieved by directly controlling the PCC voltage magnitudeEg and this creates difficulty to
extract the required signal for damping from the voltage signal and at the same time control it.
When it comes to transmitted power, the speed variation of the generators can be extracted until
all the oscillations are damped. For this reason, derivative of the transmitted powerd∆Pg12/dt
will be used for controlling the reactive power injection inthis work.

Even if the analysis so far has been made for two machine system, the result can be easily
reduced to single machine infinite bus system by setting∆ωg2 = ∆δg2 = 0 . In this case,
injection of active or reactive power will have no effect on the generator power output if the E-
STATCOM is connected at the infinite bus (a = 1). Maximum damping by active and reactive
power will be provided respectively at the generator terminal (a = 0) and midpoint of the line
(a = 0.5).

To setup the POD controller, the control input signalsd∆θg/dt and d∆Pg12/dt need to be
estimated. From the estimates, the active and reactive current references (id∗f,pod, i

q∗
f,pod) can be

calculated using proportional controllers with gainsGP andGQ as shown in Fig. 6.3. The com-
ponents, consisting of only the low-frequency electromechanical oscillation, will be extracted
by the RLS estimator described in Section 4.4.1. To estimatethe derivative of transmitted power,
a phase shift ofπ/2 is applied to each oscillation frequency component. Because the derivative
of the PCC voltage phase is the same as the frequency estimateof the PLL, the low frequency
electromechanical oscillation component is extracted from the frequency estimate of the PLL.
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Fig. 6.3 Block diagram of the POD controller.

6.3.2 Transient Stability Enhancement (TSE)

Transient stability enhancement function is necessary to ensure robust operation of the power
system following large disturbances, such as transmissionline faults. As an example, Fig. 6.4
(left) shows a power angle curve for the two machine system inFig. 6.1. In this example, the
power angle curve before, during and after the fault is shownin black, gray and green dashed
line, respectively. The fault is cleared at angleδ1. As described in Section 2.7, for a given trans-
mitted power and fault clearing time, the stability of the system following fault clearing depends
on the available deceleration area of the post-fault systemsuch as areaDEFH in Fig. 6.4 (left).
During fault, the machines will be accelerating away from each other increasing the angle be-
tween them. When the fault is removed, the machines will start to decelerate. But the angle
between them increases until the second swing is started, where the relative speed between the
generators is zero. This is where the acceleration area during faultABCD is equal to the decel-
eration areaDEFH at angleδ3. If the angle between the generators during the first swing has
increased beyond the maximum angleδ4, the system becomes unstable [25].

By using active or reactive power injection, the deceleration area can be increased in the first
swing of the generators to have larger stability margin [1].Figure 6.4 (right) shows the post-fault
system with and without transient stability enhancement function. The power angle curve with
reactive power and active power injection for TSE are generated at one connection point of the
E-STATCOM and using the expressions in (6.2) and (6.4), respectively. By using the enhance-
ment function, the power output between the two areas after fault clearing can be increased
during the first swing, where the power angle between the machines is increasing. This in-
creases the deceleration area and hence decrease the angleδ3 where the second swing starts. As
soon as the second swing starts, the machines will continue to decelerate decreasing the angle
between them with deceleration areaDEFG, DE1F1G orDE2F2G depending on the post-fault
system. This deceleration area will result in more swings below the initial power angleδ0 in the
second cycle. Therefore, the power output should be reducedby the end of the first swing to
keep the enhancement function for next swing. This means that the increased transmitted power
indicated in the power angle curves in Fig. 6.4 (right) should be only used when the machine
during the angle difference advancement; opposite countermeasure must be taken otherwise.

To implement a stability enhancement function, the output power from generators should be
increased or decreased if the power angle between the generators is increasing or decreasing,
respectively. The nature of the angle between the two generators can be observed from measure-
ment of relative speed between the two generators. But to implement this using local signals,
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Fig. 6.4 Left: Power angle curve before fault (black), during fault (gray) and after fault (green dashed)
without transient stability enhancement; Right: Power angle curve for post-fault system with
no enhancement (green dashed), enhancement by reactive power injection (black) and enhance-
ment by active power injection (gray).

the measured power flow between the generators can be used. The derivative of power between
the two areas provides this information [1]. A positive or negative power derivative implies an
increasing or decreasing relative power angle between the generators, respectively. When the
acceleration of the machines is below a given value, the enhancement function is removed and
the power oscillation damping function will be started. Observe that for cases where the fault is
cleared after the maximum power transfer angle of the post-fault systemδ2 in Fig. 6.4 (left) for
example, the generator angle increases while the derivative of power is negative implying that
remote measurements might be necessary to provide the required enhancement function.

To provide the transient stability enhancement function asdescribed using reactive power injec-
tion, the PCC voltage magnitude can be increased or decreased temporarily beyond the nominal
value to increase or decrease the power transfer between thetwo areas respectively, as in (6.14).
This is typically done by using a “bang-bang” control action, meaning that the compensator is
controlled either fully capacitive or fully inductive, depending on the sign of the power transfer
derivative. However, absorption of active power will increase the power transfer from generator
1 and decrease the power transfer to generator 2 according to(6.4) - (6.5). This means that the
location of the E-STATCOM has a big impact on the TSE performance. To get the enhance-
ment function, active current will be absorbed when the generator angle is increasing and the
E-STATCOM is closer to generator 1 (this means that∆Pg1,P > ∆Pg2,P in (6.4) - (6.5))id∗f,tse.
Likewise, active currentid∗f,tse will be injected when the generator angle is decreasing. On the
other hand, when E-STATCOM is closer to generator 2 (this means that∆Pg2,P > ∆Pg1,P in
(6.4) - (6.5)), active currentid∗f,tse is injected when the generator angle is increasing. Likewise,
active currentid∗f,tse is absorbed when the generator angle is decreasing.

E∗
g =







1.1pu , dPg12

dt
> 0

0.9pu , dPg12

dt
< 0

(6.14)

The algorithm is described in (6.15) whereImax
d,tse represents the maximum active current for

transient stability enhancement. The problem with active power injection for transient stability

63



Chapter 6. Use of E-STATCOM for power system stability enhancement

enhancement is the difficulty to know the location of the E-STATCOM after a system distur-
bance. It is of importance to notice that the algorithm described in (6.15) might lead to a quick
discharge of the energy storage. However, the algorithm canbe applied for the absorption mode
only (dPg12/dt > 0); in this case, a dc-chopper must be installed in the dc side of the converter
in order to burn the exceeding energy from the grid.

id∗f,tse =







−Imax
d,tsesign(∆Pg1,P −∆Pg1,P) , dPg12

dt
> 0

Imax
d,tsesign(∆Pg1,P −∆Pg1,P) , dPg12

dt
< 0

(6.15)

6.4 Stability analysis of system model

The mathematical model of the two machine system with the E-STATCOM in Fig. 6.2 is de-
veloped in this section to study the impact of active and reactive power injection on power
oscillation damping. Each generator will be represented bythe classical model as described in
Section 6.2. The E-STATCOM is modeled as a controlled ideal current source with injected
currents controlled as in (6.16) - (6.17) according to the design in Section 6.3.1. The constant
KP is given by (6.18).

iqf = GQ
d∆Pg12

dt
≈ GQ

{

Vg1Vg2 cos(δg10 − δg20)

X1 +X2

}

ωg0 [∆ωg1 −∆ωg2] (6.16)

idf = GP
d∆θg
dt

≈ GPωg0 {KP∆ωg1 + (1−KP)∆ωg2} (6.17)

KP =

{

[(1− a)Vg1]
2 + a(1− a)Vg1Vg2 cos(δg10 − δg20)

E2
g0

}

(6.18)

Linearizing around an initial operating point and using thespeed variation of each generator
(∆ωg1, ∆ωg2) and the rotor angle difference between the generators (∆δg12 = ∆δg1 − ∆δg2)
as state variables, the small signal dynamic model of the twomachine system with the E-
STATCOM in per unit is developed as in (6.19). No infinite bus is included in this model and
this results in the absence of absolute speed reference for the generator speed variations. There-
fore, the resulting3rd order system always contains one common mode pole in the response
of the generator’s speed and rotor angle variation [24].∆Tg1 and∆Tg2 represent the change in
mechanical torque inputs of the first and second generator, respectively, whileHg1/Hg2 is the in-
ertia constant of the corresponding generators in second. Assuming no mechanical damping and
that the system is initially in steady state with the generator speeds equal toωg10 = ωg20 = ωg0,
the constants are derived as in (6.20) whereKQ is given by (6.21).

d

dt





∆ωg1

∆δg12
∆ωg2



 =





a11 a12 a13
ωg0 0 −ωg0

a31 a32 a33









∆ωg1

∆δg12
∆ωg2



+





1/2Hg1 0
0 0
0 1/2Hg2





[

∆Tg1
∆Tg2

]

(6.19)
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



a11 a31
a12 a32
a13 a33



 =

















ωg0(GPEg0K
2
P
+GQKQ)

2Hg1

ωg0(GPEg0KP(1−KP)−GQKQ)

2Hg2

−Vg1Vg2 cos(δg10−δg20)
2Hg1(X1+X2)

Vg1Vg2 cos(δg10−δg20)
2Hg2(X1+X2)

ωg0(GPEg0KP(1−KP)−GQKQ)

2Hg1

ωg0(GPEg0(1−KP)
2+GQKQ)

2Hg2

















(6.20)

KQ =
[Vg1Vg2]

2 sin (2(δg10 − δg20)) a(1− a)

2Eg0(X1 +X2)
(6.21)

The termsa12 anda32 represent the synchronizing torque coefficients resultingfrom the selected
operating point and the contribution of the E-STATCOM is zero. The termsa11 anda33 deter-
mine the damping torque coefficient provided by the E-STATCOM with respect to the change
in speed of the respective generator. The contribution fromthe active and reactive power in-
jection is shown separately with the gainsGP andGQ. To provide positive damping for the
two generatorsa11 anda33 should be negative. For this, the sign ofGP should be negative and
the sign ofGQ should be chosen based on the sign ofKQ, which depends on the direction of
transmitted power. For a transmitted power from the first to the second generator as the case
in this analysis,KQ will be positive and the sign ofGQ should be negative. For a transmitted
power in the other direction, the sign ofGQ should be reversed. The termsa13 anda31 are the
cross coupling terms between the two generator speed variations. With active power injection
only (GQ = 0), the cross coupling terms reduce the damping as the speed variation of the two
generators will be opposite for a power transfer between them. At the point where damping by
active power injection is zero, injected active power is also zero. At either end of the generators,
KP is maximum and at the same time minimize the cross coupling terms. This increases the
damping provided by active power injection as the E-STATCOMis closer to the generators. In
the case of reactive power injection only (GP = 0), positive damping is provided by the cross
coupling terms and maximum damping is provided at the middleof the line (a = 0.5) whereKQ

magnitude is maximum. Observe that, as it can be understood from (6.20), this is valid under
the assumption of a perfectly symmetrical system around themidpoint of the line.

For the analysis in this section, a hypothetical simplified two area power system model as shown
in Fig. 6.5 similar to the one in Fig. 6.1 is used. The system represents a 20/230 kV transmission
line with base apparent powerSb = 900 MVA. The reactance of line sections is shown in
pu. The leakage reactance of the transformers and transientimpedance of the generators is
0.15 pu and 0.3 pu respectively. The inertia constant of the first generatorHg1 = 6.5 s. The
E-STATCOM is connected along the transmission line and its location is shown by the value of
a.

6.4.1 Example case for a two machine system

The inertia constant of the second generator is chosen asHg2 = Hg1 for analysis in this sec-
tion. Figure 6.6 shows the movement of poles of the system in Fig. 6.5 as the position of E-
STATCOM is changed. To make the analysis more realistic, it is here assumed that the internal
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Fig. 6.5 Simplified two area power system model for simulation.

bus voltage of the two generators G1 and G2 are not equal. In this case, the electrical midpoint
of the line will not coincide with the physical midpoint (a = 0.5). With the described control
strategy, injected active power is zero at the point where the effect of active power injection on
damping is zero. This is close to the electrical midpoint of the line. On the other hand, damping
by reactive power injection is maximum. The reverse happensat either end of the generators.
It is also possible to see from Fig. 6.6 that a more uniform damping along the line is obtained
by using injection of both active and reactive power. Observe that, due to the asymmetry in the
simulated system, the obtained damping profile is not symmetrical arounda = 0.5.
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Fig. 6.6 Real and imaginary part of the complex conjugate poles vs. position; (a, b) active power injec-
tion, (c, d) reactive power injection and (e, f) active and reactive power injection. [GP = 0.1,
GQ = 0.2, Pg12 = 0.444 pu].

Similarly, the movement of poles with a change in gain of the POD controller is shown in
Fig. 6.7.GP andGQ are both varied between 0 and 1 in steps of 0.01. The E-STATCOMis
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connected at bus 1 and bus 2 in Fig. 6.5 for active and reactivepower injection respectively.
There is a maximum gain in case of active power injection where maximum damping is provided
for the oscillatory mode poles. When the gain is increased further, the effect is more on the
common mode pole. For reactive power injection, damping increases linearly with the gain. For
reactive power injection, the damping provided to the common mode poles is zero as the speed
variation of the generators is used in (6.16). The choice ofGP andGQ depends on the level
of damping required and rating of the converter. With respect to GP, the maximum value is a
function of the available energy storage size whereas the maximum value ofGQ is a function of
the maximum PCC voltage variation allowed.

Fig. 6.7 Movement of poles vs. gains; (a, b) active power injection and (c, d) reactive power injection;
[Pg12 = 0.444 pu].

6.4.2 Single machine infinite bus system

A single machine infinite bus system is a special case of two machine system withHg2 = ∞
(∆ωg2 = 0). Figure 6.8 shows the effect of E-STATCOM on damping at different locations for
different transmitted active powers.

As the results show, damping by reactive power is effective at the middle of the line and damping
by active power is effective at the generator 1 terminal. No damping can of course be provided
by active or reactive power injection at the infinite bus (generator 2 terminal). Moreover, the
amount of transmitted power highly affects damping by reactive power injection. But, it has
more or less no impact on damping by active power injection.
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Fig. 6.8 Movement of real part of the poles for a one machine infinite bus system with position of E-
STATCOM for three transmitted powerPg12 values. Dashed:Pg12 = 0.444 pu, Gray:Pg12 =
0.333 pu, Black solid:Pg12 = 0.222 pu. Left: active power injection for POD withGP = 0.1,
Right: reactive power injection withGQ = 0.2.

6.5 Simulation verification

In this section the POD and TSE controllers described in Section 6.3 will be verified though
simulation. For this, the two machine system in Fig. 6.5 willbe considered.

A simplified aggregate model of a power system transferring power from one area to the other
has been used to describe the principle of power oscillationdamping and transient stability
enhancement by active and reactive power injection. This simplified model helps to evaluate
the performance of the E-STATCOM without the influence of other power system compo-
nents such as loads. Therefore, the two area power system model in Fig. 6.5 is simulated in
PSCAD/EMTDC with the described control strategy in Section6.3. For analysis purposes, a
three-phase fault is applied to the system at bus 3 at t = 1 s andthe fault is cleared after 80 ms.
The two generators are assumed to have the same inertia constantHg1 = Hg2 = 6.5 s. The
initial steady state transmitted powerPg12 is set to 0.444 pu. Due to the applied disturbance, a
poorly damped stable oscillation is obtained after the fault clearing.

Figure 6.9 shows the estimate of the control input signals for POD, while the performance of the
E-STATCOM following the fault at three different locationsis shown in Fig. 6.10. As described
in the small signal analysis in Section 6.4, the injected active power is minimum at the electrical
midpoint of the line (Hg1 = Hg2). This is the minimum point to provide POD action by active
power injection. The control algorithm therefore minimizes injection of active power at this
location (bus 2 in this case) as shown in Fig. 6.11. When moving away from the electrical
midpoint, active power injection increases and so does its effect to provide damping. In such
a way, the use of active power can be optimized. With respect to reactive power injection, the
level of damping decreases when moving away from the electrical midpoint. As the transmitted
powerPg12 is used to control reactive power, the same amount of injected reactive power is used
at the three locations and maximum damping action is provided at the electrical midpoint of the
line unlike the active power injection. With both active andreactive power injection, effective
power oscillation damping is provided by the E-STATCOM irrespective of its location in the
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line. The gain for active power injectionGP is selected to achieve maximum damping at bus 1
according to the small signal analysis in Section 6.4.1 and shown in Fig.6.7 (left). The gain for
reactive power injectionGQ is then set the same for all the tests in Fig. 6.10 and 6.11. Dueto
the unlimited PCC voltage modulation, both active and reactive power injection provide similar
damping at bus 1 and bus 3.

Fig. 6.9 Transmitted power (top) and estimated control input signal for POD at bus 1 withQinj (middle)
and withPinj) (bottom).

Depending on the steady state transmitted power, level of fault and location of the E-STATCOM,
the amount of active power injection required to provide a certain amount of damping varies
greatly. Figure 6.12 shows power oscillation damping with two active power injection levels at
bus 1. With more active power injection, the level of dampingincreases. Of course, the effect
would have been negligible with the E-STATCOM connected at bus 2.

Even if reactive power injection is effective closer to the electrical midpoint of the line, the PCC
voltageEg is highly affected as shown in Fig. 6.13. The possibility of having active power in-
jection both reduce the maximum PCC voltage swing and provide more damping action except
when the E-STATCOM is close to mass-scaled electrical midpoint of the line.
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Chapter 6. Use of E-STATCOM for power system stability enhancement

Fig. 6.10 Generator 1 active power output following a three phase fault with E-STATCOM connected at
bus 1 (top), bus 2 (middle) and bus 3 (bottom). POD byPinj only (black solid),Qinj only (gray
solid), bothPinj andQinj (black dashed) and no POD (gray dashed); [GP = GQ = 0.3].

Fig. 6.11 Injected active and reactive power with E-STATCOMconnected at bus 1 (black solid), bus 2
(black dashed) and bus 3 (gray solid). Active power injection (top); reactive power injection
(bottom); bothPinj andQinj used for POD ; [GP = GQ = 0.3].
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Fig. 6.12 POD byPinj at bus 1; top: generator 1 active power, bottom: injected active power;GP = 0.15
(black), 0.3 (gray).

Fig. 6.13 PCC voltage at bus 2 when onlyQinj used for POD.
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The simulation results shown so far, have been carried out under the assumption of accurate
knowledge of the oscillatory frequency in the transmitted active power. As mentioned in Sec-
tion 4.3.2, the improved RLS algorithm used in this work is frequency adaptive. To test the
dynamic performance of the implemented controller with uncertainties in system parameters,
a simulation is performed assuming inaccurate knowledge ofthe electromechanical oscillation
frequency. Figure 6.14 shows the obtained simulation results when an error of 25% in the esti-
mated oscillatory frequency is considered. The compensator is connected at bus 2 (see Fig. 6.5),
thus POD will be achieved mainly by reactive power injection. The figure shows the dynamic
performance of the system with the frequency adaptation algorithm (black curve). To high-
light the effectiveness of the implemented adaptation algorithm, the active power waveform
that would be obtained with accurate knowledge of the frequency is also shown in the figure
(solid gray curve). Observe that for the two cases, the dynamic performance of the system when
damping a power oscillation is almost identical.

Fig. 6.14 Power oscillation damping with E-STATCOM connected at bus 2. Top: generator active power;
bottom: injected reactive power. Gray dashed curve: no POD controller; gray solid curve: POD
controller activated with accurate knowledge of the oscillation frequency; black solid curve:
POD controller activated and 25% error in the assumed oscillation frequency.

The simulation is repeated for a longer fault clearing time of 150 ms to test the transient sta-
bility enhancement function. The longer fault clearing time results in loss of synchronism and
a subsequent collapse of the system as shown in Fig. 6.15 (top). In this case, the E-STATCOM
is connected at bus 1 and a transient stability enhancement function is achieved by absorbing a
constant active power or controlling the PCC voltage to 1 pu.As shown in the the figure, the
the stability of the system is maintained.

Even if the TSE function keeps the stability of the system, the POD function should also be
used to provide damping to the system. Figure 6.16 shows the performance of TSE and POD
controllers together. Immediately after fault clearing, the TSE function starts followed by the
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Fig. 6.15 Transient stability enhancement with E-STATCOM connected at bus 1. Top: no TSE, Middle:
TSE byPinj (black) and TSE byQinj (gray); Bottom:Pinj for TSE (black) andQinj for TSE
(gray).

POD function after the first swing of the generator angles. Inthis example, the TSE function is
provided by keeping the PCC voltageEg to 1 pu all the time. Two cases are compared in this
simulation. In one case, the reactive power is used for controlling the PCC voltage and to provide
damping. When damping is provided by reactive power injection, the PCC voltage is shown to
oscillate around the nominal voltage. In the second case, the PCC voltage is kept constant and
POD is provided by active power injection. The advantage with active power injection for POD
is that the PCC voltage is not affected as shown in Fig. 6.16 (bottom black curve).
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Fig. 6.16 Transient stability enhancement and power oscillation damping with E-STATCOM connected
at bus 1. Top: generator 1 power withQinj for TSE and POD (gray),Qinj for TSE andPinj for
POD (black); Middle:Qinj for TSE and POD (gray),Qinj for TSE (black) andPinj for POD
(dashed); Bottom: PCC voltage magnitude withQinj for TSE and POD (gray),Qinj for TSE
andPinj for POD (black).

6.6 Conclusions

In this chapter, control of E-STATCOM for power system stability enhancement is shown using
a simplified two machine power system model. The control input signals for active and reactive
power injection are derived using the signal estimation technique described in Chapter 4. The
robustness of the control algorithm against system parameter uncertainties has been investigated
through simulation. By using the frequency estimate of the Phase Locked Loop (PLL) to con-
trol injection of active power for POD, injection of active power is minimized at locations in the
power system where its effect is negligible. When both active and reactive power injection for
POD and TSE is used with the control strategy as described, itis shown that stability enhance-
ment can be achieved at different connection points of the E-STATCOM in the transmission
line.
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Chapter 7

Experimental Verification

7.1 Introduction

To validate the results obtained via simulation for improved RLS based estimator, control of
shunt-connected E-STATCOM and power system stability enhancement by E-STATCOM, ex-
perimental tests have been performed in the Power System Laboratory at the Department of
Energy and Environment at Chalmers University of Technology. In this chapter, a description
of the laboratory setup will be shown and experimental results will be presented.

7.2 Laboratory setup

To perform the various tests, the laboratory setup in Fig. 7.1, which represents a single line
diagram of the actual setup has been used. A photo of the actual laboratory setup is shown in
Fig. 7.2. The setup consists of a synchronous generator connected to a stiff AC grid through a
transmission line model and a VSC system connected at various location in the transmission
line. These components will be described in this section.

7.2.1 VSC system

The VSC system consists of a two-level converter connected to the transmission line model
though an L-filter. The parameters of the VSC system are givenin Table 7.1. The VSC is con-
trolled from a computer with a dSpace 1103 board [53] which can be programmed using C-code
or Matlab/Simulink. Using the dSpace software ”Control Desk”, a real-time management of the
inputs and outputs during the experiment is possible. The DC-link of the VSC is connected to
a DC machine rated 700 V and 60 A. The DC machine is equipped with field control and the
terminal DC voltage is controlled to 650 V for all experiments. The DC machine will act as the
energy storage (infinite storage is here assumed) providingactive power injection capability to
the VSC. Therefore, the VSC with the DC machine can be considered as an E-STATCOM.

75



Chapter 7. Experimental Verification

Fig. 7.1 Single line diagram of the laboratory setup.

Fig. 7.2 Photo of the laboratory setup.
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TABLE 7.1. PARAMETERS OF THEVSC SYSTEM

Rated power 202.1 kVA
Rated voltage 550 V
Rated current 212 A
DC-link capacitor 2.2 mF
Filter inductance,Lf 2 mH
Filter resistance,Rf 6.2 mΩ
Filter capacitance,Cf 152 mF

7.2.2 Network model

The network model is a scaled version of a Swedish 400 kV transmission system with the entire
model working at 400 V. The transmission line model consistsof six identicalΠ sections (with
parametersLn = 2.05 mH,Rn = 0.05Ω andCn = 46 uF), each corresponding to a portion of
150 km of the actual line (with parametersLn = 0.160 H,Rn = 4.17Ω andCn = 0.065767 uF)
at 400 kV [54]. EachΠ section can be connected in series or parallel. All the sixΠ sections
(without the shunt capacitors,Cn ) connected in series have been used for all the experiments.

7.2.3 Synchronous generator

A picture of the generator system, which represents an accurate model of the large Harsprånget
hydro power plant, situated by the Lule river in northern Sweden, is shown in Fig. 7.3. Parame-
ters of the synchronous generator are given in Table 7.2. Thesynchronous generator is driven by
an 85 kW DC motor. The DC motor is fed from a Thyristor converter and can be controlled by
either speed or armature current, corresponding to frequency or active power control of the gen-
erator. The large flywheel on the shaft between the DC motor and the generator gives the model
similar mechanical behavior as the real power plant. The generator is equipped with a modern
microprocessor-based voltage regulator that can control the generator terminal voltage, field
current, reactive power or power factor. To enhance angularstability, a power system stabilizer
(PSS) is also included in the voltage controller [54]. The PSS together with the speed controller
from the DC motor gives the generator system a damped stable system following faults dur-
ing transient stability studies. For the purpose of this experiment, the speed controller of the
DC motor is detuned and the PSS is disabled. This results in a poorly damped low-frequency
electromechanical oscillation following short circuit faults so that the performance of the E-
STATCOM can be better evaluated. For all the test performed,the ratings of the synchronous
generator (75 kVA, 400 V) are used as base values.

7.3 Experimental results on improved RLS based estimator

To verify the improved RLS based estimator experimentally,the the network model without
the E-STATCOM connected (contractor 1 and 2 open in Fig. 7.1)has been used. A three-phase
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Fig. 7.3 Photo of the generator system comprising of the synchronous generator to the left end, the DC
motor to the right end and the flywheel in between.

TABLE 7.2. PARAMETERS OF THE SYNCHRONOUS GENERATOR

Rated power 75 kVA
Rated voltage 400 V
Rated current 108.3 A
Synchronous reactance,Xd 2.93Ω
Unsaturated transient reactance,X ′

d 0.437Ω
Unsaturated sub transient reactance,X ′′

d 0.332Ω
Armature resistance,Rs 0.081Ω
Inertia constant (generator-turbine set),Hg 5.56 s

fault has been applied in the middle of the transmission linewith a fault clearing time of 250 ms.
The measured active power out from the generatorp(t) is then used as an input to estimate the
low-frequency electromechanical oscillation component that occurs in the transmitted power
following the fault. The estimator is started with an initial assumed oscillation frequency of
0.60 Hz while the true value in the measured signal is close to0.42 Hz. This low oscillation fre-
quency highlights the importance of the adopted method, since the classical approaches (using
low-pass filters or lead-lag filter links, see Fig. 4.3 and Fig. 3.6) would require low bandwidth,
resulting in a reduction in the estimation speed.

Figure 7.4 shows the dynamic performance of the estimator. The parameters used for the im-
proved RLS are those discussed in Chapter 4. As the result in Fig. 7.4 (bottom) shows, the
estimation is instantaneous immediately after fault clearing. The fast transient estimation is
followed by the steady state estimation where the oscillation frequency is updated using the
controller described in Section 4.3.2. This corrects the oscillation in the estimate of the average
component and any phase error in the estimate of the oscillatory component that could have
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existed due to wrong assumption of the oscillation frequency. Figure 7.5 shows the variation of
the forgetting factorλ following the rapid change in the input with the frequency adaptation to
track the true oscillation frequencyωosc.

Fig. 7.4 Estimate for the average and oscillatory component. Top: Estimated average component; Mid-
dle: Estimated oscillatory component; Bottom: Measured power signal (gray), estimated signal
(black). 50% error in initial assumed oscillation frequency.

Similarly, to verify the improved RLS based estimator for estimation of sequence and harmonic
components, a three phase voltage that contains around 0.02pu slowly varying5th and7th order
harmonics is measured at the middle of the transmission line. From the measured grid voltage,
an unbalanced voltage dip is applied inside the control computer and the performance of the
estimator to extract the sequence and harmonic components is shown in Fig. 7.6. In the same
figure, the fast and accurate estimation of the sequence and harmonic components can be easily
seen from the estimates of the phasors, which converge to constant values in steady state.
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Fig. 7.5 Improved RLS based estimator; Variation of forgetting factorλ (top) and estimate of oscillation
frequencyω̃osc (bottom).

Fig. 7.6 Sequence and harmonic estimation in three phase system. (a) Grid voltage, (b) Positive sequence
fundamental component, (c) 50 Hz Negative sequence component, (d) Negative sequence5th

order harmonic component,(e) Positive sequence7th order harmonic component, (f) Variation
of the forgetting factorλ; Dashed: Magnitude of sequence and harmonic component phasor.
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7.4 Experimental results on control of E-STATCOM

To evaluate the inner-loop current controller and AC voltage controller experimentally, the setup
in Fig. 7.1 is used. Using a constant DC-link voltage, the basic and improved current controllers
are tested by connecting the VSC directly to the stiff AC gridby closing contactor 1 and opening
contactor 2. The grid voltage contains about 0.015 pu5th and7th order harmonics among others
as shown in Fig. 7.7, where the FFT of the phase-to-ground grid voltage (phase a) is depicted.
The parameters for the tests are given in Table 7.3.

TABLE 7.3. PARAMETERS OF THE CONTROLLERS

Sampling time,Ts 0.2 ms
Switching frequencyfs 5 kHz
Current controller bandwidth,γcc 2513.3 rad/s
Active damping,Ra 0.0502Ω
harmonic compensator bandwidth,γhc 628.3 rad/s
Active damping,Rha 0.0625Ω
AC voltage controller bandwidth,γvc 125.7 rad/s
Droop constant,m 0.0 pu

Fig. 7.7 FFT of measured phase-to-ground grid voltage.

Figure 7.8 shows the performance of the basic and improved current controllers for a step indq
current reference. The improved current controller has been designed to set to zero the5th and
7th order current harmonic injected into the grid.

From the FFT in Fig. 7.7, it can be observed that the grid contains other harmonics in addition
to the considered ones. Therefore, to see the effect of the improved controller on the5th and7th

harmonics, the three phase current response (Fig. 7.9 (top)) is filtered to remove all disturbances
except the5th and7th harmonics as in Fig. 7.9 (b, d). The FFT of the resulting filtercurrent when
using the two controllers is shown in Fig. 7.10. As can be seenfrom the results, the improved
current controller successfully removes the5th and7th order harmonic injection to the grid.
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Fig. 7.8 Dynamic performance of vector current controller for a step in current reference (dashed
curves); basic current controller response ford-component current (plot a) andq-component
current (plot c); improved current controller response ford-component current (b) andq-
component current (d).

Fig. 7.9 three phase current controller response; (a, b) basic current controller, (c,d) improved current
controller, (a, c) actual current and (b, d) filtered currentto remove disturbances other than the
5th the7th order harmonics.
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Fig. 7.10 FFT for the phase filter current when basic current controller used (top) and improved current
controller used (bottom).

The AC voltage controller, with no droop, has been tested using the same setup as in Fig. 7.1. In
this case, the VSC is connected to a weaker point in the transmission line (threeΠ sections from
the strong grid) by closing contactor 2 and opening contactor 1. As this is a weak connection
point, a filter capacitorCf of 152µF is used to strengthen the grid at PCC. The test was made
while transferring a power of 0.2 pu from the synchronous generator to the AC grid. Figure 7.11
shows the response of the AC voltage controller for a small step in the reference for grid voltage
magnitude,Eg. As shown in the filtered voltage response, the system is ableto follow the
voltage reference with the desired bandwidth.
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Fig. 7.11 Dynamic performance of AC voltage controller; Top: Magnitude of grid voltage reference
(gray dashed), measured average voltage(black); Bottom: Injected average active power (gray)
and reactive power (black).

7.5 Experimental results on POD and TSE by E-STATCOM

To verify the power oscillation damping and transient stability enhancement controllers, the
setup in Fig. 7.1, which represents a single machine infinitebus system with E-STATCOM,
is used. The single line diagram of the setup is shown in Fig. 7.12, where the synchronous
generator is connected to an infinite bus through sixΠ sections of the transmission line model
(without the shunt capacitors). The possible connection points of the E-STATCOM are marked
as 1, 2 and 3.

Fig. 7.12 Single line diagram of the laboratory setup for PODand TSE.

The gain values are adjusted to get the desired damping performance at bus 2 first. These values
are then kept constant for all the experiments. Based on the available active and reactive power
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from the converter and level of damping or transient stability enhancement needed, the gains
can be chosen. First, the power oscillation damping controller is tested with three connection
points of the E-STATCOM as shown in Fig. 7.12. A three-phase fault is applied at bus 1 for
250 ms and the performance of the E-STATCOM for POD using the control strategy described
in Section 6.3.1 is shown in Fig. 7.13. As described in the small signal analysis in Section 6.4.2
and as shown in the measurements depicted in Fig. 7.14, the injected active power decreases
with the distance from the generator where its effect to provide damping decreases. The max-
imum damping with active power injection is obtained when the E-STATCOM is closer to the
generator, in this case at bus 1. With respect to reactive power injection, the level of additional
damping provided by the compensator decreases when moving away from the electrical mid-
point. As the transmitted powerPg is used to control reactive power, the same amount of injected
reactive power is used at the three locations and maximum damping action is provided around
electrical midpoint of the line, in this case at bus 2, thanksto the larger voltage modulation.
When moving closer to the infinite bus, in this case at bus 3, damping provided by the POD
controller decreases, in accordance with the analysis shown in Fig. 6.8. With both active and
reactive power injection, effective power oscillation damping is provided by the E-STATCOM
at various connection points except, of course, when the compensator is connected close to the
infinite bus.

Fig. 7.13 Measured generator active power output followinga three phase fault with E-STATCOM con-
nected at bus 1 (top), bus 2 (middle) and bus 3 (bottom). POD byPinj only (black solid),Qinj

only (gray solid), bothPinj, Qinj (black dashed) and no POD (gray dashed).
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Fig. 7.14 Injected active and reactive power with E-STATCOMconnected at bus 1 (black solid), bus 2
(black dashed) and bus 3 (gray solid). Active power injection (top); reactive power injection
(bottom); bothPinj andQinj used for POD.

For the test described in Fig. 7.13 and 7.14, knowledge of thethe oscillatory frequency in the
transmitted active power has been considered. To test the dynamic performance of the investi-
gated POD controller in case of inaccurate knowledge of the oscillation frequency, a second set
of experiments has been carried out assuming an oscillationfrequencyωosc = 0.9 Hz, where
the actual measured oscillation frequency is 0.4 Hz. This means that an error of 100% in the es-
timated oscillateion frequency is here considered. Figure7.15 shows the dynamic performance
of the RLS, where both the resetting and frequency adaptation methods are implemented. With
the E-STATCOM connected at bus 2, Fig. 7.16 compares the performance of the POD con-
troller with and without the oscillation frequency adaptation. By using the frequency adaption,
the phase of the oscillatory component in the input signal iscorrected, thus providing a better
damping. This is advantageous when compared to the use of lead-lag filter links, where the right
phase shift is provided only at a particular oscillation frequency.
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Fig. 7.15 Improved RLS based estimator; Top: Measured (gray) and estimated (black) generator ac-
tive power; Middle: Variation of forgetting factorλ; Bottom: Estimated power oscillation fre-
quencyω̃osc.

Fig. 7.16 Top: measured generator output power with frequency adaptation (black solid), without fre-
quency adaptation (gray solid) and with no POD (gray dashed); Middle: Injected active power
with frequency adaptation (black) and without frequency adaptation (gray); Bottom: Injected
reactive power with frequency adaptation (black) and without frequency adaptation (gray).
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On the other hand, by using the resetting of the forgetting factor, a faster estimation can be
achieved. Figure 7.17 compares the performance of the POD controller with and without the
forgetting factor resetting. If no resetting is used, the RLS estimator behaves like a LPF in
steady state (see Section 4.2.2). Therefore, due to its limited speed, larger active and reactive
power is injected in beginning of the damping operation. When the resetting function in the
RLS is enabled, fast estimation of both the amplitude and phase of the oscillatory component
in the transmitted active power can be achieved. Being able to know the phase of the oscillatory
component faster as compared with the conventional RLS, leads to a smaller amount of required
power. The use of the resetting method would be even more evident in case of multi-machine
system with more than one oscillation frequency componentsthat are close to each other.

Fig. 7.17 Top: measured generator output power withλ resetting (black solid), withoutλ resetting (gray
solid) and no POD (gray dashed); Middle: Injected active power withλ resetting (black) and
withoutλ resetting (gray); Bottom: Injected reactive power withλ resetting(black) and without
λ resetting(gray).

Even if the power oscillation can be damped using the POD controller as described, a transient
stability enhancement function is required to keep the generator from losing synchronism af-
ter fault clearing. The tendency of the generator to lose synchronism increases with the fault
clearing time and the amount of transmitted active power. Thus, a larger fault clearing time of
350 ms is considered for a three-phase fault applied at bus 1 in Fig. 7.12. With the E-STATCOM
connected at bus 2, Fig. 7.18 shows the TSE controller performance immediately after fault
clearing. Here, the TSE has been implemented to guarantee first angle stability only and then
the compensator is operated in voltage control mode, in order appreciate the need for a damping
controller after the system stabilization. As shown in the figure, the generator power output is
increased when the TSE function is started (see the dashed circle in Fig. 7.18) and this increases
the stability margin of the system. The TSE function is achieved by absorbing a constant ac-
tive power (gray curves in the figure) or by controlling the PCC voltageEg to 1.05 pu using
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reactive power (black curves) to achieve a first swing stability enhancement as described in
Section 6.3.2. Due to the limited reactive power, the required reference voltage ofEg = 1.05 pu
is not achieved.

Fig. 7.18 Top: measured generator output power; middle: active and reactive power injected by the E-
STATCOM; bottom: amplitude of PCC voltage. Black curves: reactive power injection only,
used for voltage control and TSE; gray curves: reactive power injection used for voltage control
only and active power injection (gray dashed in the middle plot) used for TSE.

As it can be seen in Fig. 7.18, The TSE function only provides more deceleration area to achieve
a first swing stability enhancement. As expected, no dampingis provided by the voltage con-
troller. The same test is performed with also the damping controller activated. The performance
of the TSE and POD controllers together is shown in Fig. 7.19.Immediately after fault clearing,
the TSE function starts (similar to Fig. 7.18) followed by the POD function. The derivative of
the measured active power leads to an activation of the TSE function for the first swing only.
When damping is provided by reactive power injection, the PCC voltage is modulated around
the nominal voltage (see black curves in Fig. 7.19). On the other hand, using active power injec-
tion, the PCC voltage magnitude can be kept constant and additional damping can be provided
(see gray curves in Fig. 7.19). In this case, the limit of the reactive power is hit only during the
TSE interval.
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Fig. 7.19 Top: measured generator output power; middle: active and reactive power injected by the E-
STATCOM; bottom: amplitude of PCC voltage. Black curves: reactive power injection used for
voltage control, TSE and POD; gray curves: reactive power injection used for voltage control
and TSE and active power injection (gray dashed in the middleplot) used for POD.

7.6 Conclusions

In this chapter, theoretical results on improved RLS based estimator, control of shunt-connected
E-STATCOM and power system stability enhancement by E-STATCOM presented in the pre-
vious chapters have been verified through experiment. A description of the laboratory setup
used for the experiments has been given and the different tests have been carried out. The
performance of the improved RLS based estimator for estimation of low-frequency electrome-
chanical oscillations, harmonics and sequence componentshas been shown. These results are
used for design of an improved current controller and a POD controller. The performance of the
improved current controller in distorted grids and the AC voltage controller has been shown.
The robustness of the control algorithm for POD and TSE usingE-STATCOM has been inves-
tigated. It has been shown that injection of active power forPOD is minimized at locations in
the power system where its effect is negligible, confirming the theoretical investigation. Using
both active and reactive power injection with the control strategy as described in Section 6.3, it
has been shown that stability enhancement can be achieved atseveral connection points of the
E-STATCOM in the transmission line. Through the experimental results, it has been shown that
the simulation results are verified.
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Chapter 8

Conclusions and future work

8.1 Conclusions

This thesis has dealt with the application of the energy-storage equipped shunt-connected vol-
tage source converter (here named E-STATCOM) for power system stability enhancement. In
particular, the focus of the thesis has been on Power Oscillations Damping (POD) and Transient
Stability Enhancement (TSE). The final aim of this work has been to identify a control strat-
egy that allows stability enhancement from the compensatorwith low amount of injected active
power, leading to a cost-effective utilization of the energy storage. For this purpose, accurate
knowledge of the oscillatory modes in the measured signals is needed. A control algorithm for
POD has been developed using a signal estimation technique based on Recursive Least Square
(RLS) algorithm in Chapter 4. Advantages of the RLS over other signal estimation techniques
based on the use of filters have been highlighted. Improvements to the conventional RLS ap-
proach to give a fast speed of response and still guarantee its steady state selectivity have been
proposed. Furthermore, a method to be able to cope with inaccurate knowledge of the oscil-
latory frequency, which makes the estimation algorithm frequency adaptive, has been derived.
The resulting RLS algorithm (here named Improved RLS) givesa fast and selective estimation
of low-frequency electromechanical oscillations in the measured signals. The obtained esti-
mates are then used to develop the POD controller. The investigated estimation algorithm also
allows estimation of sequence and harmonic components in the measured quantities, allowing
satisfactory performance of the system in case of non-idealconditions of the grid voltage.

The control of the E-STATCOM for power system stability enhancement has been developed
using a simplified two-machine power system model in Chapter6. This simple model has also
been utilized to investigate the impact of active and reactive power modulation as a function
of the location of the compensator in the power system. The POD and TSE controllers have
been designed using estimation of the low-frequency electromechanical oscillations following
disturbances as described in Chapter 4. The robustness of the control algorithm against system
parameter variation has been shown both via simulation and through an experimental setup that
has been built in the Power System Laboratory at the Department of Energy and Environment at
Chalmers University of Technology. By using the estimate ofthe grid frequency, obtained from
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the Phase-Locked Loop (PLL), and the measured active power flowing in the line in conjunction
with the proposed Improved RLS to control the injected active and reactive power, respectively,
the E-STATCOM is able to guarantee a uniform stability enhancement regardless of its location
in the power network. Furthermore, selecting the frequencyvariation at the connection point
as the input signal for the active power modulation allows the minimization of active power
injection in points of the power system where its impact on POD would be negligible, i.e. in the
vicinity of the mass-scaled electrical midpoint of the line.

8.2 Future work

The main focus of the thesis has been on the development and the analysis of an energy efficient
control algorithm for power oscillation damping and transient stability enhancement using com-
bined active and reactive power injection. The investigation carried out in this thesis has been
made under the assumption of having an infinitely large energy storage connected to the DC-
link of the voltage source converter. It can be of interest toexpand the analysis by implementing
the model of an actual energy storage (for example, batteries) and investigate the impact of its
dynamics as well as the limited amount of available energy onthe implemented control strategy.

The dynamic performance of the system has been investigatedby using a simple two machine
model of the power system. In order to isolate the contribution of the compensator, the power
system model did not include other components, such as loadsor other dynamic components.
A natural next step is to consider a larger power system modelwhich includes also these com-
ponents. However, in a large power system, which includes many generation units, loads (both
static and dynamic) and compensators, interaction betweendifferent controllable objects can
lead to system destabilization. This requires a coordinated control of various controllable ob-
jects for reliable operation of the power system. Therefore, the control strategy developed for
a single compensator should be adapted for controlling distributed power electronics devices
(STATCOMs, SVCs but also, for example, wind power plants) toprovide power system sta-
bility enhancement in a large power system. For this, the interaction that could arise among
the different controllable objects and loads should be studied in detail and a coordinated con-
trol algorithm that is robust against system parameter changes and does not lead to interactions
between the various controllable objects and loads should be developed.
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Appendix A

Transformations for three phase systems

A.1 Introduction

In this appendix, the necessary transformations from threephase quantities into vectors in sta-
tionaryαβ and rotatingdq reference frames and vise versa will be described.

A.2 Transformation of three phase quantities to vectors

A three phase system constituted by three quantitiesv1(t), v2(t) andv3(t) can be transformed
into a vectorvαβ(t) in a stationary complex reference frame, usually calledαβ-frame, by ap-
plying the transformation defined by (A.1).

vαβ(t) = vα(t) + jvβ(t) = Ktran(v1(t) + v2(t)e
j 2
3
π + v3(t)e

j 4
3
π) (A.1)

The transformation constantKtran can be chosen to be
√

2/3 or 2/3 to ensure power invariant
or amplitude invariant transformation respectively between the two systems. Equation (A.1) can
be expressed in matrix form as in (A.2).

[

vα(t)
vβ(t)

]

= T32





v1(t)
v2(t)
v3(t)



 (A.2)

where the matrixT32 is given by

T32 = Ktran

[

1 −1
2

−1
2

0
√
3
2

−
√
3
2

]

The inverse transformation, assuming no zero-sequence, isgiven by (A.3).
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



v1(t)
v2(t)
v3(t)



 = T23

[

vα(t)
vβ(t)

]

(A.3)

with the matrixT23 given by

T23 =
1

Ktran







2
3

0
−1

3
1√
(3)

−1
3

− 1√
(3)







A.3 Transformation between fixed and rotating coordinate
systems

For the vectorvαβ(t) rotating in theαβ-frame with the angular frequencyω(t) in the positive
(counter-clockwise) direction, adq-frame that rotates in the same direction with the same angu-
lar frequencyω(t) can be defined. The vectorvαβ(t) will appear as fixed vectors in this rotating
reference frame. A projection of the vectorvαβ(t) in thed-axis andq-axis of thedq-frame gives
the components of the vector in thedq-frame as illustrated in Fig.A.1.

Figure A.1: Relation betweenαβ-frame anddq-frame.

The transformation can be written in vector form as in (A.4).

vdq(t) = vd(t) + jvq(t) = vαβ(t)e
−jθ(t) (A.4)

with the angleθ(t) in Fig.A.1 given by

θ(t) = θ0 +

t
∫

0

ω(τ)dτ
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The inverse transformation, from the rotatingdq-frame to the fixedαβ-frame is defined by
(A.5).

vαβ(t) = vdq(t)e
jθ(t) (A.5)

In matrix form, the transformation between the fixedαβ-frame and rotatingdq-frame can be
written as in (A.6) - (A.7).

[

vd(t)
vq(t)

]

= R(−θ(t))
[

vα(t)
vβ(t)

]

(A.6)

[

vα(t)
vβ(t)

]

= R(θ(t))

[

vd(t)
vq(t)

]

(A.7)

where the projection matrix is

R(θ(t)) =

[

cos(θ(t)) −sin(θ(t))
sin(θ(t)) cos(θ(t))

]
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