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Abstract

Flexible AC Transmission System (FACTS) controllers, batBhunt and series configuration,
are widely used in the power system for power flow controlntrease the loading capability
of an existing line and to increase the security of the sysigranhancing its transient stabil-
ity. Among the FACTS controllers family, the Static Synahoos Compensator (STATCOM)
is a key device for the reinforcement of the stability in an p@wver system. The STATCOM
provides transient stability enhancement (TSE) and Poweill@ion Damping (POD) by con-
trolling the voltage at the point of common coupling by usiagctive power injection.

This thesis investigates the application of the STATCOMwahergy storage (here named E-
STATCOM) to improve the dynamic performance of the powetays In particular, the focus
of this work is on the development of a cost-effective cansrigstem for the E-STATCOM
for POD and TSE. This is achieved using a signal estimatiohriigue based on a modified
Recursive Least Square (RLS) algorithm, which allows a d&ast selective estimation of the
low-frequency electromechanical oscillations in the nueed signals during power system dis-
turbances. The output of the POD and TSE controllers areesatid reactive power references
that are to be injected by the E-STATCOM. The performancéneROD and TSE controllers
is validated both via simulation and through experimenalfication. The robustness of the
control algorithm against system parameter changes ifiecgthrough the tests. It is shown
that with the selected input signals for the controller @aasn local measurements), the E-
STATCOM is able to guarantee a uniform stability enhancdmegardless of its location in the
power network.

Index Terms: Signal estimation technique, electromechanical osmitapower oscillation
damping (POD), recursive least square (RLS), static syimgus compensator, energy
storage, transient stability.



Vi



Acknowledgments

My sincere gratitude goes to my supervisor Assoc. Prof. Mas8ongiorno for bringing me
into the research world in the first place and for his friendigticulous and unreserved guid-
ance through out the project. Thank you very much for youwrefb make the best of conditions
when things get frustrating and for graciously sharing alliymaterials. | would also like to
thank my examiner Prof. Lina Bertling for reviewing the tisesnd for her continuous encour-
agement.

This work has been funded by ELFORSK under the Elektra Projid project number "36075”
and the financial support is greatly appreciated.

My acknowledgments go to the members of the reference graugddnas Larsson (ABB
Power Technologies FACTS), Prof. Lenndmgquist (KTH), Prof. Per Norberg (Vattenfall)
and Prof. Torbjorn Thiringer (Chalmers) for the nice dissions and inputs through the course
of the work.

Many thanks go to all members at the division, especiallytidstWagas, Feng, Amin, Nicolas,
Kalid and Georgios for the help during laboratory tests. |gnateful to Magnus Ellsén, Jan-
Olov Lantto, Aleksander Bartnicki and Robert Karlsson floe help in the various practical
issues while working in the laboratory.

Special thanks go my roommates Tarik, Amin and Mattias fokingathe office as much a fun
place as possible.

Finally, I would like to thank my family and friends for evehyng.

Mebtu Beza
Gothenburg, Sweden
May, 2012

Vil



viii



List of Acronyms

AVR
PSS
FACTS
TCSC
SSSC
STATCOM
E-STATCOM
VSC

POD

TSE

LPF

RLS

PLL

PCC

PWM

FFT

Automatic Voltage Regulator

Power System Stabilizer

Flexible AC Transmission System
Thyristor Controlled Series Capacitor
Static Synchronous Series Compensator
Static Synchronous Compensator

Static Synchronous Compensator with Energy&ster
\oltage Source Converter

Power Oscillation Damping

Transient Stability Enhancement
Low-pass Filter

Recursive Least Square

Phase-Locked Loop

Point of Common Coupling

Pulse Width Modulation

Fast Fourier Transform






Contents

IAcknowledgments vii

1
L1 Backgroundand motivation . . . . . . ... ... 1
l1.2__Purpose of the thesis and main contributions 2
1.3 Structureofthethebis . . . . . .. .. ... ... ... ... . ... ... 3
1.4 Listofpublicatiods . . . . ... ... ... ... 3
2__Power system modeling and stability 5
24 Introductioh . . . ... 5
2.2 Synchronous gﬁﬁe[am[ madel . . ... 5
i AN . e e 8
2.4 Transmissionnetwork moblel . . . . . . ... ... ... ..., 9
2.5 __Combined electrical and mechanical equations . . . . . . . . . . . . ... 10
2.6 __Simplified model for system stability studies . 11
2.7 _Powersystemstability . . . .. ... 13
2.8 CoNClUSIONS . . . v o o o e 4
13__Use of FACTS controllers in power systems 15
B ntroductioh . . . . ... ... 15
13.2_ Need for reactive power compensation . . . . . . . . ... . 15
3.3 __Series-connected FACTS controllers . . . . . . .. oo v v ot 16
- BIS . v e e e e 18
3.5__Energy storage equipped shunt-connected STATICOM 21
3.6 CoNCIUSIONS . . « « v o o e e 1
. —— . 03
ﬁf Il;EiggE%E:%i: ................................... 23
4.2 Estimationmethods . . . . . . . oo 23

Xi



Contents

TranS|ent Stabllltv Enhancement( E) ......... ... 62

6.4 ability ana 0 emmodel . ... ... e 64
6.4 xample case for a two machine system . . . . .. .. .. .. ... 65
ingle machine infinite bu kem 67

n .............................. 68

xperimental re on improved R pbased estimator, . . . .. .. ...
/ xperimental results on control of E-STATCOM . . . . . . . . ... .. .. 81
xperimental results on POD and by E-STATCOM . ... ........ 84

Xii



Contents

Xiii



Contents

Xiv



Chapter 1

Introduction

1.1 Background and motivation

The continuous growth of electrical loads result in todasgmsmission system to be used close
to their stability limits. Due to political, economic andwmmnmental reasons, it is not always
possible to build new transmission lines to relieve the loagted lines and provide sufficient
transient stability margin. In this regard, the use of AdAC Transmission Systems (FACTS)
controllers in the transmission system can help to use tisimx facilities more efficiently
and improve stability of the power system [1]. One exampét th a cause of concern for the
stability of the power system is low-frequency electronetbal oscillation in the range of 0.2 -
2 Hz |2][3]. Sometimes, damping of the power oscillatioranfrthe generator system such as
power system stabilizers (PSS) might not be sufficient tontaa the stability of the system
and FACTS controllers both in shunt and series configurdtawe been widely used to enhance
stability of the power system [4][5][6][7]I8]. In the spdici case of shunt-connected FACTS
controllers such as Static Synchronous Compensator (SOM)Xand Static Var Compensator
(SVC), Transient Stability Enhancement (TSE) and Powerill@gon Damping (POD) can
be achieved by controlling the voltage at the point of commompling (PCC) using reactive
power injection. However, one drawback of the shunt conéiian for this kind of applications
is that the voltage at the PCC should be varied around themadwltage and this reduces the
amount of damping that can be provided by the compensataeder, the amount of injected
reactive power to impact the PCC voltage depends on the shiouit impedance seen at the
PCC. Injection of active power on the other hand affects {B€ Roltage angle without varying
the voltage magnitude significantly.

Among the shunt-connected FACTS controllers, a STATCOMUGeen applied both at distri-
bution level to mitigate power quality phenomena and atsnaission level for voltage control
and POD [[1][9][10]. Although typically used for reactivewer injection only, by equipping

the STATCOM with an energy storage connected to the DC-linthe converter (named E-
STATCOM), amore flexible control of the transmission systam be achieved [11[[12][13][14].
An installation of a STATCOM with energy storage is alreadyrid in the UK for power flow

management and voltage control[15][16]. The introductibwind energy and other distributed
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Chapter 1. Introduction

generations will pave the way for more energy storage irggthwer system and auxiliary sta-
bility enhancement function is possible from the energyrsesi[17][18]. Because injection of
active power is used temporarily during transient, inceaing the stability enhancement func-
tion in systems where active power injection is primarilgdigor other purposes [19] could be
attractive.

The control of E-STATCOM for power system stability enhameat has been researched in
several papers [20][21][22][23]. However, the impact & thcation of the E-STATCOM on its
dynamic performance is typically not treated. When actower injection is used for POD, the
location of the E-STATCOM has a significant effect on its dyimaperformance. Moreover, the
control strategy of the device for POD is similar to the oriézaeid for PSS[[24] where a series
of wash-out and lead-lag filter links are used to generatectimrol input signals. However,
this kind of control action is effective only at the opergtipoint where the design of the filter
links is optimized and its speed of response is limited byfthguency of the electromechanical
oscillations. The problem will be more significant when mtran one oscillation frequency,
local and inter-area oscillations for example, with redally equal degree of participation exist
in the power system [3][24] and a proper separation of thgueacy components is required.

1.2 Purpose of the thesis and main contributions

The purpose of the thesis is to investigate the applicatfoenergy storage equipped shunt-
connected converter (E-STATCOM) to the transmission sysfiéhe ultimate goal is to design
an effective controller for the E-STATCOM to achieve powgstem stability enhancement
function such as POD and TSE. An optimal control algorithmgower oscillation damping
with minimum active power injection will be developed ane therformance of the device at
different locations in the power system will be investightEhe control strategy, which is based
on online estimation of the power oscillation componentk¥zang system disturbances, will
be designed to be robust against system parameter chargedeVeloped algorithms will be
verified through simulation and experiment.

To the best of the author’s knowledge, the main contribtioiithe thesis are:

e Develop a generic signal estimation algorithm based on aRee Least Square (RLS)
algorithm with variable forgetting factor. An RLS algonithwith variable forgetting fac-
tor and frequency adaptation is implemented. This enabii@stand selective estimation
of different frequency components.

e Develop an adaptive POD controller using RLS algorithm wahable forgetting factor
for E-STATCOM. A POD controller is designed to adapt to sgsigarameter changes
and stability enhancement is provided irrespective of tbenection point of the E-
STATCOM with minimum active power injection.



1.3. Structure of the thesis
1.3 Structure of the thesis

The thesis is organized into eight chapters with the firstp®radescribing the background
information, motivation and contribution of the thesis.apker 2 {38 gives a theoretical base
on problems of power system dynamics and the strategiestasetprove power system sta-
bility. Chapter 2 briefly discusses stability of the powesteyn using a simplified single ma-
chine infinite bus system and Chaptér 3 describes the apiphicaf FACTS controllers, both
series-connected and shunt-connected, in power systemsnd\the shunt-connected FACTS
controllers, E-STATCOM which will be the focus of the thewisl also be described briefly.
Chaptef 4 £T7 represents the main body of the thesis. Chaptisicdsses a generic signal es-
timation algorithm based on RLS algorithm with variablegietting factor. Its application for
specific examples is included with validation in simulati@taptef b describes the control of
E-STATCOM where the current controller is improved to de&hvdistorted grids using the
result in chapterl4. The Chapter concludes with a simulatéification of the results. Chap-
ter[6 addresses the main objective of the work where apjaitaf E-STATCOM for POD and
TSE is discussed. The POD controller is designed using tpeowed RLS algorithm described
in Chaptei 4 and its performance for system parameter ckasgerified through simulation.
Chaptef ¥ discusses the experimental verification of thelteein Chaptet 4 E16. Finally, the
thesis concludes with a summary of the results achieved lang for future work in Chaptét 8.

1.4 List of publications

The publications originating from the project are:

I. M. Beza and M. Bongiorno, "Application of recursive leasfuare (RLS) algorithm with
variable forgetting factor for frequency components eation in a generic input signal,”
in Energy Conversion Congress and Exposition (ECCE), 201E|Sgept. 2012Accepted
for publication

Il. M. Beza and M. Bongiorno, "Improved discrete current totler for grid-connected vol-
tage source converters in distorted grids,Eimergy Conversion Congress and Exposition
(ECCE), 2012 IEEESept. 2012 Accepted for publicatign

[ll. M. Beza and M. Bongiorno, "A fast estimation algorithrarflow-frequency oscillations
in power systems,” iffower Electronics and Applications (EPE 2011), Proceesdiofthe
201114 European Conference 080 2011-Sept. 1 2011, pp. 1-10

IV. M. Beza and M. Bongiorno, "Power oscillation damping tatier by static synchronous

compensator with energy storage,’Bnergy Conversion Congress and Exposition (ECCE),
2011 IEEE Sept. 2011, pp. 2977-2984

The author has also contributed to the following publicatiot included in the thesis.
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1. M. Beza and S. Norrga, "Three-level converters with deledHarmonic Elimination
PWM for HVDC application,” inEnergy Conversion Congress and Exposition (ECCE),
2010 IEEE,Sept. 2010, pp. 3746-3753



Chapter 2

Power system modeling and stability

2.1 Introduction

To study the dynamics of the electric power system, modadinthe different power system

components is necessary . Here, the model of a synchronoesager is described in detail.

Simplifications to the model are made in order to simplify thathematical model to derive
the controllers. Moreover, the dynamics of the power sysaegrstudied using a simple single
machine infinite bus system.

2.2 Synchronous generator model

The model of the synchronous generator could include Autienvaltage Regulators (AVR)
and Power System Stabilizers (PSS). To simplify the mathiealanodel, these elements are
not included in the model to be described here. For a bettdenstanding of power system
stability and required simplifications for transient stiypistudies, a detailed model of the syn-
chronous machine including flux dynamics in stator and retordings (field and damping
windings) will be derived here. Figure 2.1 presents theostatd rotor circuit of a synchronous
machine where a rotating; reference frame of the generator is used to model the madhine
this dg coordinate system, the rotor field flux is synchronized toHais. In this model, three
damping windings, one in thé-axis (windingld) and two in theg-axis (lg and2q), that give
the synchronous machine different time constants are dered.
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Fig. 2.1 Circuit of a synchronous machine; Left: rotor citauith field winding (d) and damper wind-
ings (1d, 1q, 2q), Right: Stator circuit with phase windings (a, b, c).
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@ eﬁ]

Fig. 2.2 Synchronous machine model in rotatidgreference frame. Left: equivalent circuit
direction; Right: equivalent circuit ip-direction.

With the signal reference given in Flg. 2.2, the voltage ¢iqua for the stator and rotor circuit
can be expressed in per-unit asl|[24]

€sd = w%)d%l_;d - wwsq - Rsisd
€sq = WLO% + W%d - Rsisq
€= % “#* + Ryia 2.1)
8 i %fﬁ 1 f;hﬂ:m
0 e, o
= w_o dt -+ qulzq

In the equations above, the signals;| es,], [Vsa, ¥sq] @and [isq, i5,] are the stator voltage, sta-
tor flux and stator current components respectively indheeference frame andy is the
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2.2. Synchronous generator model

base angular frequency. The rotor circuit flux, currents @malied field voltage are given by
[V 1a, Y1a, Vigs Yagls [i1d, t1a, t1g, T24] @Ndegq, respectively. Assuming identical magnetizing in-
ductances between the stator windings, field windings antpéawindings, the flux linkages
can be expressed as

Vsa = —Lggisqa + Limatta + Limatid

Ysq = —Lsqlsqg + Lingtig + Limglag

Yiqa = —Lpgtsa + Lyqirqg + Limatia 2.2)
1a = —Lmatsq + Lmatfa + Liatia '
djlq = _Lmqisq + quilq + Lmqi?q

Vag = —Limglisq + Limging + Loglag

Denoting with the subscriptsi”,” \”, 7 s”,” f”and "1” or ” 2", the mutual, leakage, stator, field
and damper winding inductances respectively, the diffaretuctances i (212) are defined as

Lsd = Lmd + Ls)\
Lyg = Ly + Lsy
Lfd = Lmd + Lf)\
Lvqg = Lma + Liagx
L1y = Ly + Ligy
Log = Lyng + Logx

From (2.2), the currents can be expressed as a function @ifittes as

i=L ' (2.3)

Where’lb = [wsd ¢sq wfd wld ¢1q qu ]T; i= [isd isq Z.fd Z.1d Z.lq qu ]T and the
inductance matrix is given by

0 Lmg Lpa 0 0
0 =Ly O 0 Ly Lmg
0 Lfg Lpma 0 0
0 Lmg Lia 0 0
0 —Lmg O 0 Ly Lpmg
~Lmg 0 0 Ly Lo

Using [2.1)4(2.2), the model of the synchronous generadarte derived in state space form
with fluxest) as state variables as

¥ _

e (L'R+ W)y + Biesq + Fy { ZSd } (2.4)

59

where the matriceR, B, F; andW are given by
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R, 0 0 0 0 0 0 10
0 R, O 0 0 0 0 01
B 0 0 —Ry 0 0 0 B 1 B 0 0
R=wo| o o o _Rr, o0 o | Bizw || Fr=w
0 0 0 0 -—Ry, O 0 0 0
0 0 0 0 0 —Ryy | 0 [0 0]
0 w 000 0]
—w 00000
0 00000
W=w| v 900000 (2.5)
0 00000
| 0 0000 0|

2.3 Equation of motion

In case of unbalances between the mechanical and the edé¢tnique acting on the rotor, the
equation of motion for a synchronous generator can be es@das per-unit as i (2.6) E(2.7)
[24] wherew, Kpn, Te andT, in per unit represent the angular speed, mechanical damping
torque coefficient, mechanical torque input and electrioeque output of the generator, re-
spectively. The inertia constant of the generator systgonessed in seconds is denotedAs

The expression for the electrical torque of the generatpdepends on the model used for the
synchronous generator and for the modelinl(2.4).

o F dw

sy = Tng — Teg — Kpuw (2.6)

dé
d—tg = Wow — Wy (2.7)

The angle), represents the angular position of the generator rotor regpect to a reference
frame rotating at a constant frequency.gf

Teg = wsdisq - wsqisd (28)

Expressing the currents as a function of the fluxes, theredattorque can be expressed as

Teg == (Cl".bCQ - CQ’lpCl)Lilqp (29)

with the matrice€C; andC, defined as

Ci=[100000] Co=[01000 0]



2.4. Transmission network model

2.4 Transmission network model

A single line diagram of the transmission system where alsyimous generator is connected to
an infinite bus is shown in Fig. 2.3. The transmission systerapresented by two transformers
with leakage reactanceX];, Xi2] and a transmission line with resistangg and reactanc&(;,

at nominal frequency. The infinite bus is represented by @tem voltagd/, and a constant
frequencyw.

gs ‘thl R L XL ‘XVtZ l/ i
Generator L Infinite bus

Fig. 2.3 Single line diagram of a synchronous generator ected to an infinite bus.

Taking the rotor position as a reference (see Settidn hA@)dltage vectoy’, can be expressed
in thedq-reference frame as [24]

V, = Via+ jVig = Visin(8,) + jV; cos(dy) (2.10)
whered, representing the angle with which the internal voltage efganerator leads the infinite

bus voltage. Using the notation in Fig. R.3, the transmiseigtwork model in the generatdy-
reference frame is given by

X, di
e, =V, + Rii, + jwXei, + =22 (2.11)
wWo dt

where

Xe = Xop + Xp, + X2

In component form, the network dynamics can be expressedrasidn of fluxes and rotor
angle as

esd | | sin(dg) _ Xe v 1 d
[ d] = [008@ } Vi + ZCL 1¢+W—OCL 1%1,& (2.12)

Z:[RL _“Xe}, czlcl] (2.13)
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2.5 Combined electrical and mechanical equations

Combining [Z.1) -[(2.111), the single machine infinite busteyscan be represented by &h
order, time varying and nonlinear system as

s = —a; (C19pCo — CoppCr)L 'Y + Kpuw] + 57 Tng

dt

d
a0 = Wow — o (2.14)

sin(dg)
cos(dg)

with I representing an identity matriA; and A, are given by

dt

B — ATTA + AT'F Y { } + A7'Biegy

A =1-2:F,CL"!, A;=L'R+W +F,ZCL™" (2.15)

To reduce system order and facilitate understanding ofdheflequency electromechanical
dynamics, the following assumptions can be made to the nio@14 [24].

1. The transformer voltage ternt§:¢ and d’ﬁ% in (2.1) are neglected which removes the
dynamics in the stator flux. To be consistent with this sifigation, steady state relations
can be used for representing the interconnecting trangmiestwork where the network
transient is ignored by neglectiﬁlg in (2.11). This simplification is applied i (2.114) by
settingA; = Iin (2.15).

2. The change in speed is so small to affect the voltage emsain [2.1) and can be ne-
glected (v =1 pu). This has a counterbalancing effect of the simplifizathade in the
previous point as far as low-frequency rotor oscillatiorss @oncerned. This results the
matricesW in (2.8) andZ in (2.13) to be constants resulting the modellin (2.14) to be
time invariant.

With these simplifications, the model in(2114) will be reddcto a nonlinear, time invari-
ant6™ order system withxk = [ w &y Yra Y14 Y1y o, |T as state variables and =

| Tam €7a |* as inputs. Linearizing around a stationary operating peiptu,), a time in-
variant linear model describing the dynamics of the singéeinme infinite bus system can be
expressed in the form of

dA

7" — AAx + BAu (2.16)
The notation Ax, Au) represents a small signal variation around an equilibpomt (x,, ug).
The inputs to the model i (Z16\(;,, and Ae;,) are outputs from the prime mover and
excitation system respectively which are not modeled is dmalysis.

10



2.6. Simplified model for system stability studies

2.6 Simplified model for system stability studies

The model in[(2.16) includes dynamics of the rotor flux/[;s, Ayrq, A1, Athe,]. With the
assumption that the rotor flux in a generator changes sloallgwing a disturbance in the
time frame of transient studies [24], the model[in (2.16) barfurther simplified to obtain a
constant flux model (so calledassical modglof a synchronous generator. In this model the
rotor flux dynamics are neglected and the synchronous gemasarepresented by a voltage
source of constant magnitudg and dynamic rotor anglé, behind a transient impedance
X} The voltageV, represents the internal voltage magnitude of the synclugenerator
just before disturbance. Figure 2.4 shows the equivaleatiitiof the single machine infinite
bus system where the resistive losses are neglected. laghigalent circuit, the angle of the
infinite bus is taken as reference.

P

= N N—

P A S
V.28 VA0

Fig. 2.4 Equivalent circuit of a single machine infinite bystem with the classical model of the syn-
chronous generator.

Using steady state relation for the network equation, thpgession for the transient electrical
torque of the generatdr,, in pu is given by

Vg Visin(dg)

Teg = Py = e

(2.17)

where

X =X)+ X + X1 + Xeo

Using the classical model of the synchronous generatoreligeiromechanical equation de-
scribing the dynamics of the single machine infinite busesyst expressed as

Aw n
Adg

where the synchronizing torque coefficiéi, is given by

1
%fg AT, (2.18)

d[Aw] _ | Bompy sy
dt Aég Wo 0

dles  VuVi cos(dg0)

Kg. =
S db, X

To see the impact of neglecting the rotor flux dynamics, thdehim (2.16) yariable flux modgl
and [2.18) ¢onstant flux modghre compared for a particular operating point. A synchusno

11



Chapter 2. Power system modeling and stability

generator rated at 2220 MVA, 24 kV and 60 Hz is used for the @mpn. The parameters
of the generator in per-unit are given in Table|Z.1! [24]. Tasuits for the two models are
summarized in Table2.2.

TABLE 2.1. PARAMETERS OF THE SYNCHRONOUS GENERATOR

Parameter Value Parameter Value
L 1.65 R, 0.003
L, 1.60 Ry 0.006
Ly 0.16 Rig4 0.0248
Ly 0.153 Ry, 0.0061
Ligx 0.14 Ry, 0.0227
Ligx 0.706 Kpm 0

Logr 0.11 H,|s] 3.5

TABLE 2.2. COMPARISON OF SYNCHRONOUS MACHINE MODEL

Results Variable flux model Constant flux model

System poles -0.17336.4813 +)6.387
-37.8472,-25.1137,-0.2005, -2.0518

Oscillation frequencyy s 1.0319 Hz 1.0165 Hz

Damping constant at,. 0.1713 0

The variation of the electrical torqui7;,, which comprises of a damping torque component
that varies in phase with the rotor speed variation and ahsgn&zing torque component that
varies in phase with the rotor angle variation, for the twalels can be expressed as[in (2.19).
The variation of the damping torque coefficigkit,, and synchronizing torque coefficiefts,

as a function function of frequency is shown in Fig.| 2.5 far ttvo models.

AT,y = KseAd; + KpeAw (2.19)

where

Kso = Real{%e;} , Kpe = Real{%}

As the results in Table 2.2 and Fig. 2.5 show, including therrflux dynamics does not change
the low-frequency electromechanical oscillation sigaifity. A damping torque component
is provided while the synchronizing torque component isioed slightly when compared to
the case with constant rotor flux model. This is due to the ohpéthe damping windings,
which is neglected when using the classical model. Becahseclassical model provides a
simplified model for power system stability analysis, thisdal will be used for controller
design in Chaptdrl6. Moreover, using the classical moddi@fstynchronous generator where
the electrical damping is zero, the damping controller glesvill be based on a conservative
assumption.

12
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2.7. Power system stability
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Fig. 2.5 Variation of damping (left) and synchronizing (rigtorque coefficients fovariable flux model
(dashed) andonstant flux moddkolid).

2.7 Power system stability

The dynamic solution to the simplified system represente@ti8) usually consist of low-
frequency electromechanical oscillationsAw and Ad,. To investigate the transient stability
of the system following disturbances, the Equal-arearooitas commonly used [25]. For this,
the system in Fid. 214 is assumed to transfer an initial stetate power of?,, = P, to the
infinite bus. Figuré 216 shows an example of the power angleedor the system before, during
and after a disturbance. A lower power output during thet faaslults the generator to accelerate
and increase its rotor angle. When the fault is removed, thehme will start to decelerate
as the power output is higher than the mechanical power .irffuit the generator angle,
keeps increasing until the kinetic energy gained duringelgcation during the fault is totally
balanced by the kinetic energy lost during deceleratiomhis case ab; where areaABCE =
areaDEFG. This implies that the first swing stability of the system eeg@s on whether the

available deceleration aréaEFH of the post-fault system is greater than the acceleratiea ar
ABCD during the fault.

As an example, the single machine infinite bus system in[E#j.i® simulated to study its
transient stability for different fault clearing tintg. In this example, the mechanical damping
is assumed zero. When the fault clearing time is increasgdrioethe critical valué. i, the
available deceleration area will be less than the acc&aratea during fault leading to loss of

synchronism of the generator. This is shown with a contisuoarease of the rotor angle in
Fig.[2.7.
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Fig. 2.6 Power angle curve for single machine infinite busesysefore (black), during (gray solid) and
after (dashed) fault.
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Fig. 2.7 Rotor angle variation of the generator followingheee-phase fault for a fault clearing time
t. = tc1 (black solid),t.o (black dashed) antl; (gray solid) witht.; < tco < teeri < te3.

2.8 Conclusions

In this chapter, the modeling of a single machine infinitedystem has been presented. Starting
with a detail model of the synchronous generator, the regusimplifications for easier power
system stability analysis have been been discussed. Usrgimplified model and with the aid
of the Equal-area criterion, the transient stability of siveggle machine infinite bus system has
been described. Furthermore, the impact of the fault ¢cigarme on the system stability has
been briefly discussed. To ensure the stability of systefierdnt enhancement functions can
been applied from the generator system, controllable loa@\CTS controllers.[1][24]. This
is achieved by increasing the deceleration area duringrtesWwing of the generator angle. The
subsequent rotor angle oscillation can be damped by usingngtance, a PSS in the voltage
controller of a synchronous generator and FACTS cont®llgsing the simplified model in
Fig.[2.4, the application of FACTS controllers for powertgys stability enhancemernt|[6][7]
will be described in the next chapter.
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Chapter 3

Use of FACTS controllers in power systems

3.1 Introduction

Power electronic based devices such as FACTS controlleestheen applied both at distribu-
tion and transmission level [26]. At distribution, FACTSeaypically used for mitigation of
power quality phenomena and for integration of renewablecss, while at transmission level,
they are mainly applied for power flow enhancement and cbatid to improve the system
stability. The use of various FACTS controllers, both segennected and shunt-connected, for
transmission system application will be briefly discussethis chapter. The focus will be on
power oscillation damping and transient stability enhameet using reactive power compensa-
tion.

3.2 Need for reactive power compensation

Transmission lines are inductive at the rated frequenci6(®Bz). This results in a voltage drop
over the line that limits the maximum power transfer capghdf the transmission system. By
using reactive power compensation, the loading of the tngson line can be increased close
to its thermal limit with enough stability margin. This caa bchieved by using fixed reactive
power compensation, such as series capacitors, or caanakiable reactive power compensa-
tion. The advantage with controlled variable compensasidhat it counteracts system or load
changes and disturbances. FACTS controllers can providgatied reactive power compen-
sation to the power system for voltage control, power flowtc@npower oscillation damping
and transient stability enhancement [1]. The applicatidfA&CTS controllers for power system
stability enhancement will be described in the followingtgens.
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Chapter 3. Use of FACTS controllers in power systems
3.3 Series-connected FACTS controllers

As already described in Section .6, the power transferhibyaof long transmission lines
depends on the series reactive impedance of the line. By &&nes capacitor, the reactive
impedance of the line can be reduced and this increasesattentittable power in the trans-
mission system [27]. Fixed capacitors provide a constamsanpedance{;.X.) and makes
the transmission line virtually shorter. This helps to ease the transient stability of the power
system. On the other hand, a controlled variable impedaacebe obtained by using series-
connected FACTS controllers such as Thyristor-contrdleded Capacitor (TCSC) and Static
Synchronous Series Compensator (SSSC). This gives thatadeaof power flow control and
power oscillation damping that can not be achieved by umobeti compensation. Figufe 3.1
shows the schematics of the available series-connectetiveepower compensators.

sTTe ey

VSC
(c)

Fig. 3.1 Series-connected reactive power compensatojsfited series capacitor, (b) Thyristor-
controlled Series Capacitor (TCSC), (c) Static Synchrer®eries Compensator (SSSC).

To describe the increase in transient stability enhancebneseries-connected reactive power
compensation, the system in Fig.12.4 is considered. If tsadst state equivalent impedance of
compensator is denoted byj X ., the power transfer along the line is expressed as

P = ‘/:‘5‘/; Sin(ég)

= ¥ (3.1)

Figure[3.2 shows an example of the effect of a fixed series eosgtion §. = 0.2X) on
the power angle curve. The transient stability margin foivemg fault clearing time (ab; in
this case) is increased from aréd'H for the uncompensated line to aréaF,H; for the
compensated line for the first swing of the generator angitgh We compensated system, the
first swing of the generator angle ends at a lower anghijan the uncompensated syste®) (
where aredEFG = areaDE; F'; G, representing the deceleration area for the two cases.

To see the effect of fixed compensation on power oscillatiampuing, the variation of the
generator active power for fixed compensation case can belatdd as

AP~ Pens, +

- 0P, AX, = Ve Vi cos(dg0)
06,

0X. X — X

Ve Vi sin(dg0)

KX AX, (3.2)

AG, +
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3.3. Series-connected FACTS controllers

80 8] 82 83 84 85

Fig. 3.2 Power angle curve for post-fault system with (b)aaokd without (dashed) series reactive power
compensation; Gray: Power angle curve during fault.

The electromechanical equation describing the single madhfinite bus system with fixed
series compensatiol\(X. = 0) becomes

Yorr,

e | AT, (3.3)

i Aw | | 0 _Kse1/2Hg
dt Aég B Wo 0

Aw n
Adg

where the synchronizing torque coefficidii.; is given by

VaVi cos(00)
KSel - _—><C
For simplicity, the damping from the mechanical system iglegted p,,, = 0). It is clear
from (3.3) that no damping is provided by fixed series comagos. But, the synchronizing
torque coefficienti,; is increased for the compensated systém ¢~ 0) compared to the
uncompensated system¥( = 0). Therefore, the generator output power should be coetioll
to vary in response to the speed variation of the generafmotade power oscillation damping.
This can be achieved by controlling the series compenskveh.X . linearly with the generator
speed variation using FACTS controllers such as TCSClas [6]

AX, ~ C1Aw (3.4)

The speed variation of the generatdy.) for POD controller design can be measured or es-
timated. The algorithm used to estimate the generator sgg@ation for POD design will be
described in the next section. The series-connected FAGM&atlers provide an effective way
for power flow control and system stability enhancement bytradling transmission line series
impedance. One drawback associated with these devices thplicated protection system
required to deal with large short circuit currents.
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Chapter 3. Use of FACTS controllers in power systems

3.4 Shunt-connected FACTS controllers

The voltage along a transmission can be controlled usingtstannected FACTS controllers
such as Thyristor-Controlled Reactor (TCR), Static Var @ensator (SVC) and Static Syn-
chronous Compensator (STATCOM) [1]. The schematics ofgldevices is shown in Fig._3.3.

(a) (b)

VSC
(c)

Fig. 3.3 Shunt-connected reactive power compensatorsTligiistor-controlled reactor (TCR), (b)
Static Var Compensator (SVC), (c) Static Synchronous Cosgaer (SVC).

To show transient stability enhancement by shunt reactiveep compensation, the system in
Fig.[2.4 is considered and the shunt compensator is corthattle electrical midpoint. If the
transmission end voltages are assumed edga V;), Figure[3.4 shows the voltage profile
along the transmission line when the midpoint voltage idradied such thai/,, = Vi.

Transmission distance

Fig. 3.4 \oltage profile along transmission line with shugrcative power compensation (solid) and no
compensation (dashed).

By controlling the PCC voltage, the power transfer over a lvan be increased leading also
to an increase in the transient stability. For the exampleign[3.4, the power flow along the
transmission line is given b (3.5). For this particularesdke power angle curve for the system
is shown in Fig[ 3. The increase in stability margin for @egi fault clearing time is clearly
shown in the figure for the first swing of the generator anglgh\We compensated system, the
first swing of the generator angle ends at a lower anghijan the uncompensated syste®) (
where aredEFG = areaDE; F'; G, representing the deceleration area for the two cases.
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3.4. Shunt-connected FACTS controllers
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Fig. 3.5 Power angle curve for post-fault system with (bjaerkd without (dashed) midpoint shunt re-
active power compensation; Gray solid: Power angle curvimgdiault.

To see the effect of controlling the PCC voltage to a constale on power oscillation damp-
ing, the variation of the generator power output for constaitage control is calculated as

P, P, Vi c08(830/2 2V sin (002
AP, ~ %A(sg + STgAVm AL CO;'(( /2 ng, + %Avm (3.6)
g m

The electromechanical equation describing the single machfinite bus system with constant
voltage control AV, = 0) becomes

Aw n

Adg

dfAw] _ [0 Heeappy
dt | Adg |
where the synchronizing torque coefficidtyd,., is given by [3.8). For comparison, the synchro-

AT g (3.7)
Wo 0
nizing torque coefficieni(s, for the uncompensated system is given[by|(3.9).

Yo,
0

- 2
Koy = Ym¥1500/2) (3.8)
X
K, = 8110500) C)O(S(égO) (3.9)

Again, the damping from the mechanical system is negledted.clear from [3.7) that no
damping is provided by constant voltage control. But, theckyonizing torque coefficient is
increased for the compensated system compared to the ueosatpd systemi(,., > K.

). Therefore, an auxiliary controller for the shunt-corteeccompensator is needed to provide
power oscillation damping to the system. This controllell wioduce a voltage magnitude
modulation in order to counteract the oscillations in theagator rotor. With shunt reactive
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Chapter 3. Use of FACTS controllers in power systems

power compensation, this is achieved by controllidg,, linearly with the generator speed
variation as([1]

AV = CoyAw (3.10)

This requires measurement of the generator speed whichualaestallation could be difficult
or expensive. Another way is to estimate the speed variafitime generator from local signals
such as power flow over a line or power frequency. The algorifibr estimation of the gen-
erator speed for POD design can be similarly applied foesezbnnected FACTS controllers.
Considering the system in Fig. 2.4, the information on spegthtion of the generator can be
obtained from the derivative of the generator power output a

dP; _ VgVicos(dg)
ds, X

Aw (3.11)

Due to the sensitivity to noise and disturbances, the d@revaction can not be used directly.
Conventionally, this is done instead by using a number ofades filter links similar to the one
used in PSS. With this approach, one or more washout filtersised to remove the power
average and the required phase-shift (the phase-shifidunted by the derivative) is provided
by a number of lead-lag filters as described in[Eig 3.6.

[ [

. sT,, 1+ sT, 1+ sT;

—p| Gain > > >
I.nput 1 +sT, 1 +5T, 1 +sTy Control
signal J Output signal

Washout Lead-lag
filter filter links

Fig. 3.6 Conventional filter set up to create a damping comput signal.

The problem with the setup in Fig._3.6 is that the filter linkashbe designed for a particular
oscillation frequency and the correct phase shift will bevpded at that particular frequency.
Moreover, as the cut-off frequency of the the washout fikkereimove the average component
should be well below the power oscillation frequency, ititsrthe speed of estimation for the
required damping signal. An alternative approach is to umsestimation method based on a
combination of low-pass filters (LPF) as proposed_in [5]haligh this method presents better
steady state and dynamic performance, its speed of respotigatly dependent on the fre-
guency of the power oscillations to be damped (typicallymp few Hz). To overcome these
drawbacks, an adaptive estimator based on an RLS algorititimveriable forgetting is pro-
posed in this work [28]. This method will be described in Cesld and its application for POD
controller design will be shown in Chapfer 6.
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3.5. Energy storage equipped shunt-connected STATCOM
3.5 Energy storage equipped shunt-connected STATCOM

As mentioned earlier, FACTS controllers are designed tdamxge only reactive power with
the network in steady state. Power oscillation damping esstent stability enhancement by
shunt-connected reactive power compensation is achigvetdulating the PCC voltage mag-
nitude in order to affect the power flow over the line. The peabwith this approach is that the
voltage at the PCC should be kept withiri0% the nominal voltage [1] and this limits the level
of damping or transient stability enhancement that can heeaed using only reactive power
injection. Moreover, the amount of injected reactive poteampact the PCC voltage depends
on the short circuit power of the grid at the connection paimd might not be effective at some
locations in the power system. Injection of active power o ather hand affects the voltage
angle (transmission lines are effectively reactive) witharying the voltage magnitude signif-
icantly. Hence, effective power oscillation damping arahsient stability enhancement can be
achieved using active power injection. As the injectionaif\ee power is used temporarily dur-
ing transient, this function can be incorporated in systeinere the energy storage is already
available for other purposes [19]. Many researches haeadyrbeen made on integration of
energy storage with STATCOM [11][12][13][14]. In this wqrthe focus will be on developing
an efficient and adaptive control algorithm for power sysstability enahcment using active
and reactive power injection.

3.6 Conclusions

In this chapter, a brief overview of FACTS controllers fomgr system stability enhancement
has been carried out. Both series and shunt-connecteceddhawe been described. The impact
of the controllers on the active power transferred overastrassion line as well as the system
stability have been discussed. Furthermore, the need foliaay controllers to provide addi-
tional damping to the system has been addressed. As poiatethdoday’s installations, the
additional damping controllers are mainly based on the @iseweral filtering stages connected
in cascade. To overcome the drawbacks of the POD contralgng filter links, an estimator
based on RLS algorithm and its application for POD contralksign will be described in the
following chapters.
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Chapter 4

Signal estimation techniques

4.1 Introduction

In the previous chapter, the need for signal estimation foper design of the POD controller
for a FACTS device has been discussed. The drawbacks of ttiedseused in actual instal-
lations, which are based on combination of cascaded fili@re been briefly described. Thus,
there is a need for a better estimation algorithm. In thigtdraestimation algorithm based on
the use of filters will be described first. Then, the proposgdas estimation method, which is
based on a RLS algorithm, will be developed. Even if the psegaalgorithm can be applied
for estimation of various signal components, the focus lagllon estimation of low-frequency
electromechanical oscillations, harmonics and sequemog@anents in the power system.

4.2 Estimation methods

As explained in Section 3.4, a series of wash-out and legdittar links connected in cascade
as in Fig[3.6 can be used to estimate power oscillation coents for POD controller design
in FACTS. Since the filter links are designed for a specifidladon frequency and the correct
phase shift will be provided at that particular frequenhys set up has a limitation. Moreover,
as the cut-off frequency of the the washout filter to remoweaherage component should be
well below the power oscillation frequency, it limits theesl of estimation for the required
damping signal. A better approach is to use an estimatiohaoddbased on a combination of
low-pass filters (LPF), as proposed|in [5]. Although this Inoet presents better steady state and
dynamic performance as compared to the system in[Eig. 3.6pited of response is tightly
dependent on the frequency of the power oscillations. Tooowvee this problem, an RLS based
estimation algorithm with variable forgetting is proposedhis work [28].

To investigate the effectiveness of the considered estmatgorithms, a system consisting of
a synchronous generator connected to an infinite bus thratrginsmission system as in Eigl4.1
is considered. As an example, a three phase line fault iseapial this system at= 20 s with

a subsequent line disconnection to clear the fault aftermd®0This results in a low-frequency
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Chapter 4. Signal estimation techniques

oscillation in the transmitted active power as shown in [Big.

4E

Generator Infinite bus

Fig. 4.1 A simple power system to model low-frequency povsailtation.

15

active power [pu]

19 20 21 22 23 24 25
time [s]

Fig. 4.2 Transmitted active power from the generator. Faadurred at 20 s and cleared after 100 ms.

The purpose of the estimation method is to extract the asorly component of the input power
signal for POD controller design. For this particular cdlse,generator output power)( which

is used as input for the estimation algorithm can be modedddeasum of an averagé’f) and
oscillatory component®,,.) as

p(t) = Fo(t) + Posdt) = Po(t) + Ppn(t) cos[wosd + ¢(t)] (4.1)

The oscillatory component;,, is expressed in terms of its amplitud@,(), frequency os
and phasef). Observe that even if the specific application to powerlladmns are considered
in this section, the analysis is valid in the generic casegofad estimation[[29]. In this section,
the LPF based and RLS based methods will be described whenfaisestimation of low-
frequency power oscillation components. The limitatiortted LPF based method when fast
estimation is needed will be shown. Further improvementis¢diLS based method to increase
its dynamic performance will be described in the next sactio

4.2.1 Low-pass Filter (LPF) based method

DenotingP,, = Pyne’? as the complex phasor of the oscillatory component@ggt) = wosd
as the oscillation angle, the active powerlin[4.1) can beitam as
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4.2. Estimation methods

~ 1 . 1 :
p(t) = Po(t) + Real [Py (t)e"V] = Po(t) + ZPpn(t)e ") 4 ZPg(t)e ) (4.2)

The expression in(4.2) separates the input signal inteetimequency components (having
characteristic frequenay; wose, and—wosg) Where the averagg, and the phasaP, are slowly
varying signals. By rearranging (4.2) and applying lowspfiigering, the estimate for the aver-
agel, the phasor,;, and the oscillatory componefts. can be extracted from the input signal
as [b][27]

Po(t) = Ho{p(t) — Posd(t)} (4.3)
Poy(t) = Hon{[2p(t) — 2Po(t) — Ppp(t)e 7 %esD]e 7%=} (4.4)
Pose(t) = %Eph(t)ej%sc(t) + %E;h(t)ejeosc(t) (4.5)

where H, and Hy, represent the transfer function of the low-pass filters toaex the average
and the phasor component, respectively. The block diagfahsomethod is shown in Fig. 4.3.
For the various notations, a signal or paramétegpresents an estimate of the actual value

H, > £ (0)

7T\

p() ——4

¢ bl Hy = /%L Real H—35, (1)

Byft)

conjugate
Fig. 4.3 Block diagram of the LPF based estimation algorithm

In order to evaluate the dynamic performance of the LPF baséthation algorithm, a first
order low-pass filter with cut-off frequeney pr is used for the filters if_.(413) E£(4.4) as

QLPF
Hy(s) = Hpn(s) = p— (4.6)

To separate the average and oscillatory components, itisssary that the cut-off frequency
aLpr IS smaller than the oscillation frequengys. [5]. The dynamic performance of the LPF
based method is a function of the cut-off frequengyr. By increasing the magnitude of p,

a faster estimation can be obtained at the cost of its frexyuselectivity. To observe this, the
algorithm in [4.8){(4.b) is expressed in state space forf@28K27]
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Po —QLPF  —QLPF 0 Po QLPF
— | FPosc | = —200pF —200pF  —Wosc Posc | + | 2aipr p(t) (4-7)
dt ~ ~

Pﬁ O Wosc O Pﬁ O

WherePB is a signal orthogonal to the oscillatory compon&gt. From [4.T), the dynamic re-
sponse of the LPF based method can be investigated. As arpkxdhe signap(¢) is assumed
to contain an average and a 1 Hz oscillatory component. Theftfrequencya,pr is then
varied from 0 Hz to 1 Hz in steps of 0.05 Hz to see the estimajmtformance. The poles for
the transfer function from the inpptto the estimate of the oscillatory componébi.is shown
in Fig.[4.4. As clearly seen from the figure, the angular pasiof the poles from the imaginary
axis starts to decrease forpr > 0.4wosc (Marked in gray color for clarity) indicating that its
dynamic performance starts to deteriorate. The bandwidtiedilter is typically selected to be
one decade smaller than the frequency component to be ¢stirfiar the specific case, pr =

0.628 rad/s).
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Fig. 4.4 Movement of poles for the transfer function freuit) to Posd(t) asay pr varies from 0 Hz to
1 Hz in steps of 0.05 Hz; Poles start atand move towards>’".

4.2.2 Recursive Least Square (RLS) based method

A Recursive Least Square (RLS) algorithm is a time-domajpragch (an adaptive filter in
frequency domain) used to estimate signals based on a giwdelnof the investigated system.
Consider a generic input signal (either real or complgxpodeled as the sum of its estimgte
and the estimation erratas in [4.8)
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4.2. Estimation methods

y(k) = (k) + d(k) = ®(k)h(k — 1) + d(k) (4.8)

whereh is the estimated state vector afidis named the observation matrix that depends on
the model of the signal. An update of the estimation statéovdris developed using the RLS
algorithm in discrete time as

h(k) = h(k — 1) + G(k) [y(k) — ®(k)h(k — 1)] (4.9)

The gain matrixG is given by

R(k — 1)®7 (k)

G%%:A+¢@M%k—néﬁm (4.10)
with the covariance matriR expressed as
R(k)=[l — G(k)®(k)|R(k—1)/A (4.11)

The term)\ is named forgetting factor anldis an identity matrix. As can be seen [n_(4.9) -
(4.11), the algorithm is performed recursively startirgnfran initial invertible matriR (0) and
initial state vectoh(0) [30]. The RLS algorithm minimizes the cost functi¢in (4.12).

k

E(k) = 3 Jd(m)PXE (4.12)

n=0
In steady state, the estimation speed of the RLS algoritmaudfs is given by((4.13) [28] where
agws IS the bandwidth of the estimator afiglis the sampling time.

1—A
T,

QRLS — (413)

Depending on the speed of estimation required, the forggetsictor can be chosen accordingly.
For a constant forgetting factor, the matrices[in (#.10).11% converge to their steady state
values depending on the observation madeixand the estimation speed will be decided by the
value of the forgetting factor according fo (4.13). AfteetRLS algorithm has converged, it
becomes linear and time invariant.

Using the same input signa(t) as in [4.1), the model of the input signal can be expressed as

p(t) = Po(t) + Pycos(Bosdt)) — Py sin(bosc(t)) (4.14)

where
Py = Pon(t)cos(yp), P, = Pu(t)sin(y) (4.15)
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For estimation of low-frequency power oscillation, the Ralgorithm [4.8) - [(4.111) can be
applied by routine with

(k)] (4.16)

D(k)=[1 cos(fosc(k)) —sin(fosc(k)) ] (4.17)
From the estimated state vectgrthe oscillatory component estimate,(.) can be obtained as

Posc(k) = pph(k) cos(bosc (k) + @ (k)) (4.18)

where the amplitude and phase estimates of the oscillatonponent expressed as

B = /[P + [B0] g0 =[] (aa9)

As described earlier, the RLS algorithm becomes linear iamel invariant in steady state. Thus,
the steady state model of the RLS estimator will be derivetlitmperformance will be com-
pared with the LPF based method. For this, the algorithi.®B) (4(4.18) in steady state can be
expressed in state space formlas [28][27]

?o —Q —Q 0
Pgsc = —Oa —Q —Wosc

Pg —Qp —Qp + Wosc 0

d !50 (&%)
= Pose | + | @a | p(1) (4.20)

PB Qp

With ars = (1 — Asg)/Ts andé = aris/wose the constantsg, a; anday, are given by

ap = ares(l + 52)7 aa= (2 — 52)04RLS, ap = —3EaRLs

From (4.20), the dynamic response of the RLS based methobecavestigated. Considering
the same signal(¢) with an average and a 1 Hz oscillatory componeats is varied from 0 Hz

to 1 Hz in steps of 0.05 Hz to see the estimator’s performartoe poles for the transfer function
from the inputp to the estimate of the oscillatory componehy. is shown in Fig[45. As
clearly seen from the figure, the angular position of the p&ilem the imaginary axis increases
continuously unlike the LPF method. This indicates thasipeed of response of the RLS based
method increase with higher value@s, s (or correspondingly lower value o) unlike the LPF
based method.

When low bandwidth in the estimation (i.e. for.s = aLpr << wosd IS acceptable, the two
methods present similar dynamic performance [28]. Thisosaseen from the state space mod-
els wherel(4.20) is reduced fo (1.7). If fast estimation edeel, the LPF based method presents
poor dynamic performance unlike the RLS-based method €fbe, the RLS algorithm can be
used to obtain faster estimation during rapid changes ofiet signal and hence will be the
preferred method in this work.
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Fig. 4.5 Movement of poles for the transfer function frgiit) to Pos(t) asar.s varies from 0 Hz to
1 Hz in steps of 0.05 Hz; Poles start atand move towards>".

Even if faster estimation is obtained using RLS algorithrthower ), its frequency selectivity
should be investigated. For this purpose, the bode diagféme transfer function from the input
p(t) to the oscillatory estimat®,,, is shown in Fig{46. For all the cases, the bode diagram has
a 1 pu gain and° phase at required the frequency and a gain of O pu at the uad/agtillation
frequency. But, with increasing estimation speed (deangas), the frequency selectivity of
the algorithm reduces. This requires for a modification & ¢bnventional RLS algorithm to
achieve both fast estimation and good frequency selegtivit

4.3 Improved RLS based method

As already described, the estimation speed of the RLS bas#tbhwith fixed forgetting factor
A cannot be changed during fast transients. Moreover, ifoymeance in steady state highly
depends on knowledge of system parameters expressed ihgbevation matrix@. This calls
for modifications in the conventional RLS algorithm in ortieachieve faster estimation during
transients without compromising its frequency selegtiitsteady state as will be described in
this section.

4.3.1 \Variable forgetting factor
In the conventional RLS based method, a large forgettingpfaesults in low estimation speed

with high frequency selectivity. Likewise, a small valuetbé forgetting factor results in the
estimator to be fast but less selectivel[31]. Thereforectoexe fast estimation when a change
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Fig. 4.6 Bode diagram for the transfer function frort) to Po(t) (left) andp(t) to Posd(t) (right);
Forgetting factorar s = 0.1 Hz (black solid),ar s = 0.5 Hz (black dashed) andgr s =
1.0 Hz (gray solid).

occurs in the input signal, the gain matrix of the RLS aldoniG in (4.10) must be increased
for a short time. This can be done by resetting the covariarateix R to a high value [30] [32].
In this method, the covariance matrix to be used for the ies#tosen by trial and error and has
to be selected case by case. Moreover, the behavior of tineeést response during transient is
difficult to predict. An alternative solution is to use a \auie forgetting factor [28]. With this
approach ) is varied in a controlled way depending on the input and telp$ito know the
behavior of the estimator’s response during transient teatly state.

When the RLS algorithm is in steady state, its bandwidth terdeined by the steady state
forgetting factor Qs¢) according to[(4.13). If a fast change is detected in thetirfipe. if the
absolute errord| in (4.8) exceeds a pre-defined thresha@lg, A can be modified to a smaller
value, here denoted as "transient forgetting facta)’({ Thus, by using the properties of the
step response for a high-pass filt&rwill be slowly increased back to its steady state value
Ass iN order to guarantee the selectivity of the algorithm. Theameters\ss, Ay as well as the
time constant for the high-pass filtey, determine the performance of the RLS algorithm in
the transient conditions. Figure #.7 shows the resettinpogefor the forgetting factor and its
variation in time when a change is detected in the input signa

Once the value oAgsis chosen based on the steady state performance requiremket al-
gorithm, the value o\, and,, can be determined based on the required transient estimatio
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Fig. 4.7 Resetting method to vary the forgetting factor miyiriransient. Left: Block diagram; Right:
Variation of A with 7,, = 0.04 s.

speed. Evaluation of the performance of the algorithm féferint choice of the parameters
Ar and,, will be made in this section using the example in Secfioh K 2his example, the
input signal for the estimation algorithm was the transedithctive powep(¢), which consists
of an average termi{)) and a 1 Hz oscillatory componentB,(.). The model in[(4.9) {(4.11)
has been used for the estimation with a variable forgetaotpf. The aim of the estimator with
variable forgetting factor is to quickly separate these sigmal components accurately in the
presence of disturbances.

During steady state operations, the bandwidth of the RL®&ti$osa low value, meaning that
the forgetting factor will be close to unity. For an oscilgf frequency of 1 Hz, the steady state
forgetting factor is set equal tb= \ss = 0.9995, corresponding to a bandwidth of 0.4 Hz for a
sampling timeTs = 0.2 ms according td (4.13). This gives the performance ®fttimator to
be selective, less sensitive to noise and at the same tinmia@lgo slow changes in the input
signal. To evaluate the performance of the algorithm foied#int choice of the parameteks
andr,,, two types of input signals (one noisy free and another omgyhare considered. For
each input, the settling time for the estimator as a funatibh, andn,, is shown in Fig[4.8.
With 75 = 0.2 ms and\ss= 0.9995, the transient bandwidth of the estimaigr= (1—\,) /7% is
varied between 5 Hz and 100 Hz in steps of 5 Hz, whi|gis varied between 5 ms and 100 ms
in steps of 5 ms.

As it can be seen in Fi§. 4.8, highef and highern,, results in faster response in the case of
noise free input signal. when noise is included in the inpgha, the estimation speed starts
to decrease beyond some valuespfand highern,,. This is due to the estimators tendency to
follow the noise, leading to an increase of the settling tifriee value that gives a compromised
response time for both signals lies in the middle. Dependimghe required estimation speed
and noise rejection performance, an appropriate value{fand,, can be chosen. For this
application, a value ok, = 0.8995 corresponding toy, = 80 Hz andn,, = 0.04 s have been
selected.

4.3.2 Frequency adaptation

The RLS algorithm described in Section 4]12.2 uses the irdtion in the observation matrik
to correctly estimate the signal components. The observatatrix®, which contains informa-
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Fig. 4.8 Transient estimation speed for a step change imfhé using variable forgetting factor. Left:
noise free input; Right: 0.2 pu white noise in the input.

tion about the model of the signal according[ia{4.8), uguadsumes some system parameters
[29]. When these parameters change, the performance ofgbethm will be affected and an
updating mechanism for the signal model is important. Fangxe, to estimate the oscillatory
componenf’,.. from measured input signalusing the RLS algorithm i (4.14)[=(4.18), the os-
cillation frequencyw,s. should be known. Any change in the system, which results iffereint
oscillation frequency, will affect the steady state parfance of the RLS algorithm. Therefore,
to overcome the problem of oscillation frequency changestimator’s performance, the RLS
algorithm is further improved by implementing a frequendgjtation mechanism. Using the
same example and parameter selection as in Séction 4.8 dtethdy state frequency character-
istic of the estimator’s transfer function from the inputhe average and oscillatory component
is shown in Fig[4.9. The transfer functions have 1 pu gain@nghase shift at the estimated
frequency component and O pu gain at the undesired frequemegonent. This results in a cor-
rect extraction of the average and oscillatory componergtsiady state for accurate knowledge
of the oscillation frequency.

If the frequency content of the input is not accurately knptine estimator will give rise to
a phase and amplitude error in the estimated quantitiesigutbie information in the phase
estimatep, the true oscillation frequency can be tracked by using guieaecy estimator as the

one in Fig[4.1D.

The corrective term\@ is limited and fed back to the RLS algorithm to update theltzdmn
frequencyw,s. as
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Fig. 4.9 Bode diagram of the steady state RLS based estirtratwsfer function. Left: fronp(¢) to
Py(t); Right: fromp(t) t0 Py (t).
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Fig. 4.10 Block diagram for updating the oscillation freqog

a}osc = Wosco T Ak (421)

The termw,so represents the initial assumed oscillation frequency &editansfer function
from the estimated phasg) to the estimated change in frequengéyi() is given by

AW oS

R (4.22)

If the initial assumed oscillation frequency is correct éistimated average and phaséis Py, P,]
will be constants or slowly varying quantities. Correspiogtl, the estimated phasewill be

a constant value resultingw = 0 in steady state. However, if a change in the true oscilla-
tion frequencyAw occurs, the estimate®], P, Pq] will contain a disturbance term at the true
oscillatory frequency in addition to a slowly varying quiantThis is due to the fact that the
estimator’s transfer function can not have zero gain atrtieedscillation frequency for the esti-
mates (P, P;, P,]) due to wrong assumption of the initial oscillation freqag. Similarly, the
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estimateP,.. will have an amplitude and phase error as the estimatorisfiea function cannot
have a 1 pu gain angf phase at the true oscillation frequencyAlf andy,, represent the gain
and phase of the estimator’s transfer function at the traélason frequency respectively, the
oscillatory estimate in steady state can be expressed as

ﬁosc(t) = Ay Pon co8(Wosct + @) = Pon(t) cos(woscot + ¢(t)) (4.23)

The termsP,, andw,. represent the true amplitude and frequency of the osaijlatmmponent,
respectively. As can be seen [n(4.23), the frequency of siedlation is preserved in the esti-
mate. The idea here is to estimate the corrective t&arfrom the estimated phasor8 P,).
From (4.238) and using the definition (n (4118 - (4.19), thagiestimate can be expressed as

Py(t)

Py(t)

Due to wrong assumption of the initial oscillation frequgribe estimatesZ;, P,) will contain

a disturbance term at the true oscillation frequency. Thiturn results a disturbancg, in
the phase estimate(t) at twice the true oscillation frequency. As can be seen fildiB4),
the phase estimate is a function the frequency efforand this has to be extracted. If the
disturbance ternd,, is neglected, the transfer function from the actual fregyesrror Aw to
the estimated frequency errdiw can be expressed as

@(t) = tan™* ~ (Aw + d,)t (4.24)

Aw o,
Aw s+ a,

(4.25)

Using (4.25), the bandwidth of the frequency controller barchosen. To be able to filter the
disturbance term, the bandwidth should be set below thdlatsmn frequency. For an assumed
oscillation frequencw,s., choosingy, = 0.2w.so gives the frequency correction controller a
cut-off frequency a decade below the frequency of the distuce termi,,.

4.4  Application examples on signal estimation

In this section, application examples for signal estinratising the improved RLS based method
will be described.

4.4.1 Estimation of low-frequency electromechanical ostations

To evaluate the performance of the improved RLS based mébnedtimation of low-frequency
electromechanical oscillations, an input signal that amst an average component and a sin-
gle oscillation frequency of 1 Hz as in Fig. 4111 is assumeguie[4.12 shows the estimated
average and oscillatory component of the input signal (iplaode and phase) when a step is
applied to the input at 3.0 s for different choice of the fdtigeg factor\ with the conventional
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RLS algorithm. In this simulation, threlevalues that correspond to a steady state bandwidth of
0.4 Hz (black solid), 1.0 Hz (gray solid) and 2.0 Hz (blackltad) are considered.

3 3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8
time [t]

Fig. 4.11 Input signal for simulation.

As the results in Fid. 4.12 show, by using the conventionabRlith a fixed forgetting factor,
it is not possible to achieve both estimation speed and &egyuselectivity. As the forgetting
factor is reduced, estimation speed will be improved wietheaselectivity is reduced and vise
versa. This can be improved by using a variable forgettintpfeas described in Section 4.3.1.
Figure[4.18 shows the the performance of the improved RL®odetvith the estimator para-
meters chosen asds = 0.9995, Ay = 0.8995 andm,, = 0.04 s forT5 = 0.2 ms). As can be seen
from the results in Fid. 4.12 - 4.113, the improved RLS basethotegives a fast estimation with
a better frequency selectivity than the conventional RL&(Big[4.1R).

The simulation is repeated with the addition of a 0.05 pu &hibise in the input signal in
Fig.[4.11 and a 3@ error in assumed oscillation frequency. Figlire %.14 shdwesestimated
average and oscillatory component when the proposed methaed for estimation. The fre-
guency adaptive structure for the RLS estimater as destimlte previous section is used and
Figure[4.15 (bottom) shows the estimate of the oscillatiegdiency.

The initial oscillations in the estimates are due to the lovgétting factor during the transient
period for faster estimation which makes the estimator boviothe noise. These oscillations
quickly decay as the forgetting factor is controlled to ttemsdly state value. The value®f and
Thp @S described previously is a trade off between selectivéje¢tion of unwanted frequency
component, eg. noise) and speed of estimation. The ovedalttion in the speed of estimation
compared with the ideal case in Hig. 4.13 is due to the ertovdniced in the assumed oscilla-
tion frequency. The frequency correction controller tiatike true oscillation frequency with a
bandwidth defined in previous section and the phase and tmi@lerrors in the estimates will
be reduced. Without the frequency adaptation, the steady stror in the estimates is shown
clearly in Fig[4.14 (dashed curves).
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Fig. 4.12 Estimate for the average (plot a), amplitude (p)opphase (plot ¢) and estimation error (plot
d) by conventional RLS with forgetting factar= 0.9995(black solid)\ = 0.9987(gray solid),
A =0.9975 (black dashed), input signals(gray dashed); thebascillation frequency is used
in the simulation.
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Fig. 4.13 Estimate for the average (plot a), amplitude (p)ophase (plot ¢) and estimation error (plot
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Fig. 4.14 Estimate for the average and oscillatory compbimetie presence of 0.05 pu white noise in
the input and a 3@ error in assumed oscillation frequency. Average compo(tep), oscil-
latory component (middle) and total signal (bottom); attignal (solid gray), estimate with
frequency update (solid black) and estimates with no frequeipdate (dashed black);
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Fig. 4.15 Improved RLS based estimator; Variation of faiggtfactor\ (top) and estimate of oscillation
frequencyw,g. (bottom);

37



Chapter 4. Signal estimation techniques

4.4.2 Estimation of sequence and harmonic components

In this section, estimation of harmonic and sequence coeusrin three phase system using
the improved RLS based algorithm will be described. Whergtitevoltage is unbalanced due
to unbalanced loads or unbalanced faults, a 50 Hz negatiueesee component exists in the
grid voltage and a fast estimation algorithm is needed tarsep the negative sequence com-
ponent for control or synchronization purposes [33][38][Assuming that the zero sequence
component in the measured signal can be neglected, the eprgpt voltageggﬂ in the sta-
tionary a5 coordinate system can be written as the sum of its positidenagative sequence
components as [29][36]

e?P(t) = E (1)) + B, (t)e %0 (4.26)
Calling the grid frequency, with 6,(t) = wyt, £, and £, are the positive and negative se-
guence component phasors, respectively. Therefore, tielmo(4.27) can be used to set up
an RLS algorithm as described in Section 4.2.2 (includirgrtiodifications in Sectidn 4.3) to
estimate the positive and negative sequence componemthisparticular case, the state vec-
tor to be estimated and the observation matrix are given @28) - [4.29) and the updates are
performed recursively as i (4.9)[-(4]11).

2P (k) = B, (k)% ® + B, (k)e %® 1 d(k) = ®(k)h(k — 1) + d(k) (4.27)
h(k) =[ E,(k) E,(k)]" (4.28)
B (k) = [ k) =itk | (4.29)

For a constant grid frequency, the estimator’s steady $tatpiency response is shown in
Fig.[4.16 (left) for the positive sequence component, wiaegain of 1 pu and a phase 6f is
achieved at the estimated frequency compongnSimilarly, for negative sequence component
a gain of 1 pu and a phase of is achieved at the desired frequeney,. A typical example
where the sequence estimation can be used is in a phase lookedPLL). The PLL estimates
the phase of the positive sequence grid voltag35][37]. The block diagram for this applica-
tion is shown in Figl_4.16 (plot b) where the frequency outfithe PLL can be fed back to the
sequence estimator to make the sequence estimator frggagaptive.

Consider now the case of a distorted gird voltage. Each haicroomponent appears at a fre-
quencynw, Wheren represents the harmonic order, and its sign depends on ertéh har-
monic is a positive or negative sequence component. In geriee model of the grid voltage
eg? is given by [36]

=g

N
eg”(t) = Ey(t)e + 3 " E, (1)’ %0 (4.30)
=1
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Fig. 4.16 Sequence estimation (a) Bode diagram for posstagience component estimation; response
for the positive frequency (solid), response for the negdiiequency (dashed); (b) Block di-
agram of RLS-based sequence estimator with a PLL for synctation and frequency adap-
tation of the sequence estimator.

whereE,, represents the'™ harmonic phasor and, is the fundamental frequency phasor. The
RLS algorithm as described in Section 4]12.2 can be set up finermodel in[(4.31) where the
state vector and observation matrix are givenby (4.32)334.

N
es?(k) = By (k)™ + 3" B, (k)™ %) 4 d(k) = ®(k)h(k — 1)+ d(k)  (4.31)

h(k)=[ E,(k) E, (k) .. E, (k) ]" (4.32)

=nn

®(k)=[ ellek) eimle(k)  einwls(h) | (4.33)

For balanced three phase system, each harmonic comporieappear as either positive or
negative sequence component[in (#4.30). For unbalanced loatfepositive and negative se-
guence component could exist for each harmonic order @netuharmonic orders at multiple
of three) and the model in (4.80) should account for that.[88hen needed, the dc compo-
nent which is typically present in the measured signals ¢sm lze estimated by including a
zero-frequency component in the model.

As the same grid angle is used in both the sequence and harestimation algorithms, the

PLL structure used in Fig. 4.6 (right) can be used to reaifequency adaptive estimator.
The model in[(4.26) {{4.29) can be obtained from (4.30) -3#B/ settingn; to -1 and 0 for

1 = 1 andi # 1, respectively. To find the parameters of the estimator, thguency content

of the input signal and the required estimation speed shimellconsidered. For this particular
application, with a sampling timé&, = 0.2 ms, the steady state forgetting factqQg = 0.9686
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corresponding to a bandwidth of 25 Hz is chosen. For fastteah performance, the transient

forgetting factor\y; = 0.6859 corresponding tey, = 250 Hz andn,, = 0.01 s have been
selected.

To evaluate the performance of the improved RLS based mdthroestimation of sequence
components, an unbalanced fault with a phase jump is apmiedthree phase grid voltage
and the estimator’s performance is shown in Fig. 4.17. Asréiselts indicate, the sequence
components are estimated very quickly following the fauttich verifies the validity of the
estimator. The simulation is repeated to estimate harmoomeponents. In this case, a step
in harmonic contenti(" and 7" order harmonics) of a three phase voltage is applied and the
estimators performance is shown in Fig. 4.18.
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Fig. 4.17 Sequence estimation for unbalanced fault witrsphamp; (a) grid voltage, (b) estimation

error, (c) positive sequence component and (d) negativeeseg component. Dashed: Mag-
nitude of sequence component phasor.
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Fig. 4.18 Harmonic estimation in distorted three phaseagelt (a) grid voltage, (b) fundamental com-

ponent, (c)5'" order harmonic component and (¢f)* order harmonic component. Dashed:
Magnitude of harmonic component phasor.
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4.5. Conclusions

The fast estimation of the sequence or harmonic harmonigpoasnts can be used to achieve
a fast control of these components such as in active filtdicgins [29].

4.5 Conclusions

In this chapter, an estimation algorithm based on improvie8 Rigorithm has been described
in detail. First, a LPF based estimation algorithm has bescribed and compared with a con-
ventional RLS based estimator. The problem of the LPF baseitiod when high speed of
response is required has been highlighted. To obtain a $aistaor with good frequency se-
lectivity, the RLS algorithm has been modified using varatdrgetting factor and frequency
adaptation. With this method, a fast and selective estongierformance of the algorithm has
been obtained. The application of the algorithm has beewshar estimation of low-frequency
electromechanical oscillations and estimation of harmamid sequence components. The re-
sults in this chapter will be applied for controller designthe coming chapters. Estimation
of harmonics and sequence components will be used to desigment controller in distorted
grids in Chaptelrl5 whereas the estimation of low-frequeraygr oscillations will be used for
design of a POD controller in Chapfér 6.
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Chapter 5

Control of shunt-connected E-STATCOM

5.1 Introduction

In this section, the control of E-STATCOM connected to a¢hpbase grid will be described.
First, the inner current controller loop will be derived.drmovements to the controller to deal
with disturbances from harmonic and unbalanced grid canditwill be discussed. The per-
formance of the inner current controller loop will be verifigarough simulation. The different
outer controller loops will also be described.

5.2 System layout

The main circuit scheme of a two-level Voltage Source CarvelySC) with energy storage
connected to a grid through an L-filter having inductardgeand resistance?; is shown in
Fig.[5.1. The grid is represented by its Thevenin equivaétit voltages at the connection
point ega(t), egn(t) andeg(t). The grid inductance and resistance are denoted ognd L,,
respectively. The VSC injects three-phase currents ddimté,(t), i (1), ir(t) to the grid.

The valves in the phase-legs of the VSC (usually insulateel lggpolar transistors, IGBTSs) are
controlled by the switching signalsv,(t), swp(t) andsw(t). The DC-link voltage is denoted
by wugc(t). When swy(t) is equal to 1, the upper valve in the phase a is turned on whde t
lower valve in the same leg is off. Therefore, the potentjglt) is equal to half of the DC-link
voltage,uqc(t)/2. Similarly, when the switching signal is equaltd, the upper valve is off and
the lower one is on and, thus,,(t) is equal to—uq.(t)/2. To obtain the switching signals for
the VSC, Pulse Width Modulation technique (PWM) has beemptatb[38].

An energy storage is connected on the DC side of the conv@her gives the VSC the capa-
bility of injecting active power.
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Fig. 5.1 Main circuit of three-phase two-level E-STATCOMoected to the grid.

The different control blocks for the VSC system are shown igi&2. The control system
consists of an inner current controller loop and differemieo controller loops which include
the AC voltage controller, the DC voltage controller, the@nd TSE controllers. A Phase-
Locked Loop (PLL) is used to track the grid voltage angléor coordinate the transformation.
See Appendik A for the adopted transformation from threasghax 8 anda5 to dq reference-
frames and vise versa.

Outputs from the control system are the PWM signalg, sw,, and sw.. To generate these
signals, the following will be performed.

1. Various signals such as the grid voltages, filter curfdgn@slink voltage and active power
flow in the transmission systei, are measured and sampled at a at& whereT; is
the sampling time.

2. After coordinate transformation, the reference cug@mput to the current controller are
calculated in the different outer control blocks. The catefevoltage reference, which is
the output of the current controller, will then be convefftedn the rotatingig-coordinate
system to the stationary-coordinate using transformation andglg k) + A6, where
A6 = 1.5wTsis a compensation angle to take into account the half sangbés dntro-

44



5.3. Inner current controller loop

duced by the discretization of the measured quantities aedsample delay introduced
by the computation time delay [39].

3. From the three-phase converter voltage referenges:(,, v ), the duty-cycles are cal-
culated in the PWM block and the switching pulses are serted/SC valves.

The algorithm for the different control blocks will be deibed in detail in the following sec-
tions.
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. ucc( ) (XB

Fig. 5.2 Overall block diagram of the control system of an ABCOM.

5.3 Inner current controller loop

A number of control strategies for grid-connected Voltagei8e Converter (VSC) are avail-

able in the literature[ [40][41][42][43]. Among the differte methods, a synchronous-frame
Proportional-Integral (P1) current control, designedhgsihe internal model control approach,
has the advantage of simple implementation and robust npeafoce in ideal-grid conditions

[44]. This method is used in this work to design the curremiticmler for the E-STATCOM.

5.3.1 Basic current controller
For a VSC connected to a grid with voltageat connection point though a filter with inductance

L¢ and resistanc&; as in Fig[5.B, the filter current dynamics are expressed in the stationary
a3 reference-frame as in(5.1) whergis the converter output voltage.
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Fig. 5.3 Single line diagram of a VSC connected to a grid tghoa filter.

By using a PLL which tracks the grid voltage angle[37], the expression in(5.1) can be
rewritten in the synchronoug; reference-frame as if_(5.2). Assuming ideal waveforms, the
dg quantities are constant in steady state. For all signatsj¢rand a3 reference-frames are
related according td (5.3) whetg = df,(t)/dt represents the fundamental grid frequency.

ddq

L
Cak

£(t) = u?(t) — eg(t) — jwg Leig () — Reig (¢) (5.2)

(1) = e (1)e 9" (5.3)

If the PLL is synchronized with the grid voltage vector, thandq component of the current
represents the active and reactive currents injected tgritierespectively. The purpose of the
current controller is to independently control these auseFor the dynamical model in_(5.2),
using internal model control approach [43][44], the PI eutrcontroller in continuous time is
given by [5.4) where.. represents the desired closed loop bandwidth of the cucoatitoller.
Using the estimate of the filter inductance and resistahesgpitoportional and integral gains of
the PI controller are given by..L¢ and~..R;, respectively. The cross-coupling between d¢he
andgq filter currents is easily compensated in steady state. Afeedard of the grid voltage is
also included for a good dynamic performance of the corgrdih the notations, the superscript
" denotes a reference signal.

wir () = f (%*WQM%()+7w&<ﬁM@W—ﬁ%0> +
e | (i) = 88 dr

Inideal grid conditions and assuming perfect cancellatifdhe cross-coupling term, the closed-
loop transfer function from reference to actual signal itssa a first order low-pass filter with

cut-off frequencyy.. as
-d Yec d*
ig(s) | _ | 7 0 ig"(s)
= R &9

S+Yec

(5.4)

Although effective to derive the controller parameters,desired closed-loop transfer function
in (5.5) is difficult to obtain in an actual system due to inaete knowledge of filter parame-
ters and the unavoidable non-linearities such as time dedag converter voltage saturation
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5.3. Inner current controller loop

[39]. In particular, delays due to discretization and cotapianal time have a major impact on
the system dynamic performance, especially in case of abimmeto distorted grid. For real
time implementation, the controller in_(5.4) is expressediscrete time using Euler’s forward
approximation as

wlt* () = efa(k) + jisg Leif" (k) + eee (887" (k) = i8(k)) +

k 5.6
T T, 32 (67 () i) o)

To deal with system parameter variations and disturbaram#s/e damping can be included
to the controller in[(5)6) [43]. This involves calculatiniget controller parameters assuming a
fictitious resistance (or active damping terR),) in the system. This will impact the value of
the total system resistance which is equakte- R,. The effect of additional resistanég will
then be compensated in the feed-forward term as

it (k) = e1(k) + (juLe = Ra) il (k) + veoLe (387 () = if(0)) +

) k 57

Yoo (Be+ Ra) T Y- (1§ (n) = if2(m) 0
n=0

The value of the active damping term should be selectedudreEven if a higher value would

provide larger damping to system disturbances, the inerefithe integral gain might lead to

instabilities when used in discrete controllers with nogliggble delays. Guidelines on the

selection of the active damping term is givenlin/[43].

The magnitude of the reference voltage for the converteulshue limited based on the avail-
able DC-link voltage magnitude. When the magnitude of dated reference voltage ih(5.7)
lud? | is higher than the maximum converter voltagg (..), the converter can not provide the
required reference voltage. When this happens, the irttegrathe controller will not be able
to force the error to zero and this leads to integration wndw avoid this, the integral action
should be stopped during saturation or an anti-windup fancthould be added [26][44]. In
this work, back calculation of the error input of the intdgeam is used. When back calculation
is used, the control system law is modified as

(k) = (k) + (jaLe = Ra) il (k) + veoLe (387 () = if(0)) +

) . (5.8)
cc R + Ra Ts qu* n)— qu n)+ qu
gt ( f > n{:()(f ( ) f ( ) err(n))
with the additional error to the integral inpidf. given by
1
i (k) = —— (u® (k) — u® (k 5.9
Zerr ( ) %CLf (—C ( ) —c,lim ( )) ( )

Observe that here only the magnitude of the reference wl&lgmited toU. ..« as
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Chapter 5. Control of shunt-connected E-STATCOM

ygﬁim(k) = udT(k)\ min {|u” (k)| , Ue,max } (5.10)

whereu’* is the limited converter reference voltage. The final cdhgrastructure in[(5.B) is
here named "basic current controller”.

5.3.2 Improved current controller

The basic current controller in (5.8) works as designed@alidrid conditions where the feed-
forward term provides a perfect voltage compensation. Hew@roblems arise in the presence
of unbalanced or distorted voltages. Due to the delays idig&etization and computational
time in the control system, a phase shift exists betweendtuaband feed-forwarded grid vol-
tage. This phase shift is properly compensated only for timeldmental voltage component
using the transformation angte + A# in Fig.[5.2. In the presence of harmonics in the mea-
sured voltage,, this leads to a harmonic current flow between the VSC and tide \dsing
the estimation method for sequence and harmonic compomesesctiol 4.42, the basic cur-
rent controller can be modified to deal with disturbancesftarmonics or unbalanced grid
conditions[[45].

Direct feed-forwarding of the grid voltage as [n (5.8) andyiding an angle compensation of
Af = 1.5w,T; for transforming the converter reference voltage to théastary a3 coordi-

nate will not compensate for harmonics. This is due to thetfest the harmonics rotate with

a frequency different from the fundamental. Therefore lthemonics should be estimated and
the angle compensation should be applied accordingly. ¥ample, if the grid voltage, con-
tains harmonic orders™, 7t 11*h, 13*" and a negative sequence component at fundamental
frequency due to unbalanced voltages, the grid voltagevean be expressed as

ggﬁ(k:) = E,(k)e?%®) + E | (k)e %®) +E5(k)efj59g(k) + E(k)ed™s(®)

(5.11)
EH (k)e—jlleg(k) + Elg(k)ejlz«‘.eg(k)

Using the grid angle estimated from the Pﬁg., (5.11) can be expresseddn coordinate as

egl (k) = Ey (k) + £y (k)e 72%®) + By (k)e /%) + By (k)" +

(5.12)
EH (k)e—jueg(k) 4 Elg(k)eﬂwg(k)

whereL;, E-, E,, and E,; represent slowly varying harmonic voltage phas@&sandE_,
are the positive and negative sequence component voltaggohat fundamental frequency
respectively. The fundamental positive sequence comgamén coordinatel’, can be used as
an input to the PLL for grid synchronization without the irghce of harmonics or the negative
sequence component. Similarly, the filter currenigrcoordinate can be written as
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5.3. Inner current controller loop

ig1(k) = I, (k) + I_y(k)e 720" + I (k)e %" 4 [ (k)e/%®)

(5.13)
111 (k)e—jueg(k) 4 llg(k,)ejlzeg(k)

wherel, I, I,, andl,, represent slowly varying harmonic current phasors. Thasédf and
1_, are the positive and negative sequence component currasoghat fundamental frequency
respectively. With the voltage phaso¥s,| or current phasor</() representing the state vector

h and the observation matri@ as given by[(5.14), the RLS based estimator in Se¢fionl4.4.2
can be used to estimate the voltage or current phasors.

q;.(k:):[l e—j2ég(k) e_jGég(k) ejGég(k) e_j12gg(k) ej129~g(k7) ] (514)

When the harmonic compensation is included in the contrgil€5.8), the harmonic compo-
nents in the grid voltage are estimated and correctly cosgied before feed-forwarding them.
When the grid voltage, is stiff (L, << L; in Fig.[5.3), a feed-forward of the grid voltage
as in [5.15) will remove the harmonic disturbances whetes the observation matrix with
the correct angle compensation for each harmonics. On tieg band, for a weak connection
point where the grid voltage dynamics are affected by theeotirinjection from the VSC, a
closed-loop control of the current may be required. For, tiie harmonic current phasors are
estimated and a PI controller can be used to control therbistees to zero. In this caske, (3.15)
will be modified to [5.16) to control the same harmonics.

(k) = B (k)E(k) (5.15)

with
(k)= 1 e 7205 (k)+A0)  o—j6(0z(k)+A0)  j6(0g(k)+A0)  ,—512(0g(k)+A0)  o512(0g(k)+A0) ]
E(k) = [ E1(k) Efl(kl) E5(k) E7(k) Eu(k) E13(k) ]T
~ A ~ A k ~
éal(k) = ®c(k) |E(k) — (The + Rua) LeL, (k) — Yhe (Rf + Rha) 15 Zlh(n)] (5.16)
n=0

with

~

ih(k):[o z—1(k) j5(k) L(k) zn(k) _~13(k) ]T

whereih(k) is the estimated harmonic current phasgy,is the bandwidth of the closed-loop
harmonic compensator arl,, is a small active damping term. As the harmonics are steady
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Chapter 5. Control of shunt-connected E-STATCOM

state quantities, the harmonic compensator bandwidtlis chosen much lower than the funda-
mental current controller bandwidth.. This choice of bandwidth also helps in the sense that
the harmonic compensator will not affect the current cdl@rgerformance at fundamental
frequency. The harmonic current components can be estimaieh faster than the closed loop
bandwidthy,,.. Including the harmonic compensation, the controllet i) % expressed as in
G.17) Whereggq(k:) is given by [5.16). The controller in (5.17) is here namedgioved current
controller”.

wlr* (k) = (k) + (jcugﬁf — Ra) i§°(k) + el (i (k) = iR+

o (R + B T, Z (dq*( ) i) + ) (5.17)

The modification to the basic controller will enable the hanie or negative sequence current
injection from the converter to be zero in steady state.dfgibirpose is to control the harmonic
or negative sequence currents as in active filters or supplymbalanced load, the same control
structure can be used. A similar controller is found in tierditures where resonant filters are
used in[40][46][47] and multiple reference-frames aredLisg48][49].

5.4 Phase-Locked Loop (PLL)

For synchronization purpose in grid-connected VSCs, a RhLttacks the phase of the positive
sequence voltage vector is typically employed. The PLL khbe robust against harmonics,
grid voltage unbalances and faults [33][35]. When fast Byogization is not needed, good
harmonic rejection from the PLL can be achieved by choositogyvébandwidth. For accurate
synchronization against grid voltage unbalances, theesemuestimation method described in
Section’4.4.2 and implemented dig reference frame can be used. The block diagram of the
PLL with the sequence estimationdg coordinate system is shown in Fig. 5.4.

ﬁ,aﬁ gg(ﬂ; Sequence —>ed’fl(t)
£ [ e
y E:,qp(t) .| Frequency ‘7’g(’)= vco |40
Ngqp(t) controller integrator

Fig. 5.4 Block diagram of PLL.

For a voltage-oriented coordinate system, the PLL comrdiies to force the imaginary part
of the positive sequence voltaggp to zero. Therefore, the imaginary pa# () normalized to
the grid voltage is used as an angle eregj {o setup the PLL algorithm as
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5.4. Phase-Locked Loop (PLL)

wg(k + 1) = @g(k) + KiTieo(k)
N (5.18)
Og(k + 1) = 0g(k) + Tawg (k) + K Tiep(k)

With apy, representing the PLL bandwidth, the controller parametezscalculated as [37]

59(k):ég7p(k)/}§gflp(l€)} ., K,=2ap , Ki=a2

PLL

Choosing the bandwidth of the PLL is a trade of between hareaection and speed of
response. When the sequence estimation is included in theifhrovides a 0 pu gain at the
negative sequence component and a smaller gain at harmegiehcies. Hence, the bandwidth
of the PLL can be chosen higher. For this application, thampaters of the PLL are chosen to
get a bandwidth of 31.4 rad/s. Figurel5.5 shows a simulatitheoPLL response to a sudden

S

—_

M'H'uv'u

phase [rad]

o_[Hz]

; ; ; ; ; ; . ; ;
0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95
time [s]

Fig. 5.5 Phase and frequency response of PLL for a sudder pimgge jump at 0.5 s and single phase
fault at 0.8 s; Top: three phase grid voltage; Middle: Phasgeajump (dashed), PLL phase
estimate with no sequence estimation (gray) and with semuestimation (red); Bottom: PLL
grid frequency estimate with no sequence estimation (gmaghwith sequence estimation (red).
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Chapter 5. Control of shunt-connected E-STATCOM

5.5 Outer controller loops

In this section, the different outer controller loops wik lescribed. As shown in Fig. 5.2,

the current reference input to the current controller iswaltted through these outer controller
loops. The speed of these controllers is typically seletdeble much slower than the inner

current controller loop to guarantee stability. For thigsen, the current controller can be con-
sidered infinitely fast when designing the parameters obtlter controller loops.

5.5.1 AC voltage controller

To control the magnitude of the voltage at the connectiontpan AC voltage controller using
reactive power injection is used. Injection of reactivereat at PCC results in a change of
the voltage magnitudé&, due to the variation of the voltage drop over the impedanch®f
system at the connection poift,.. [1][50]. To derive the controller parameters, a simplified
block diagram of an AC voltage controller with droop contaslin Fig[5.6 is used. The signal
Ey represents the steady state voltage at PCC. If capacitiventicorresponding to positive
reactive current is injected, the change in voltage magdeitvould be negative and hence the
system is represented by a gain-aX ... The negative gain is due to the selected orientation for
the rotatingdq system (voltage oriented system is here selected) andféremee filter current
direction.

AC Voltage Controller

> X 4:?—4 Eg(t)
+

Fig. 5.6 Simplified Block diagram of an AC voltage contraller

Using small signal variations, the transfer functidgh,() from the change in voltage reference
(AE;) to the change in PCC voltage magnituder,) is given by [5.1B) whereX,. is the
integral gain andn is a droop constant. For perfect voltage control, the dreoget to zero.
To obtain a voltage controller bandwidth of., assuming perfect knowledge of the system
impedanceX,,.. and no droop, the integral gain is calculated a§ in (5.208.&dtual bandwidth
of the voltage controller depends on the system impedanddrenparametef,. is usually
calculated assuming the largest valueXgf.. corresponding to the smallest short circuit power
at the PCCI[1]. The reactive current reference for AC voltemgrol is given by[(5.21).

B AEg(S) B =Ko Xpee
AEg(s) s — Kye (Xpee +m)

Gre(s) (5.19)
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5.5. Outer controller loops

ch = _VVC/Xth (520)
if"(k+1) = if" (k) + K. T (Ef (k) — Eg(k) + mi (k)) (5.21)

5.5.2 DC-link voltage controller

When operating the VSC, the DC-link voltage should be cdiemlonithin allowable limits of
the nominal value. If only reactive power injection is us#te DC-link voltage control can
be achieved by controlling the active current referencedaading a small active power from
the AC grid [1](50]. If an energy storage is mounted on the Dd& ©f the VSC, the control
of the DC-link voltage also depends on control of the enemy e [19]. Among the energy
storage devices that can be integrated to the VSC includecitaps, batteries, superconducting
magnetic coil and supercapacitars[11][12][13][23][5The modeling of the energy storage is
outside the focus of this work and will not be considered hieoe the performed simulations, an
infinite voltage source will be connected to the DC-link of MSC, while for the experimental
setup a DC generator with controlled output voltage will Bedias an energy storage. For this
reason, a DC-link voltage controller is not implemented.

5.5.3 POD and TSE controllers

To achieve Power Oscillation Damping (POD) and Transieabiity Enhancement (TSE)
functions, the active and reactive power from the VSC shdddccontrolled in response to
power system disturbances. The derivation of the requirédesand reactive current references
to provide these auxiliary functiong; ., andi{’, . respectively, will be carried out in the next
chapter. These current references can be directly used iap@nto the current controller to
achieve the required stability enhancement function. Heweeactive current injection is also
used to control the voltage at PCC. If the stability enharex@nfunction is to be included to-
gether with the AC voltage controllel, (5]21) can be modifiedh [5.22) where the PCC voltage
is modulated based or{{,,). In this case, the speed of stability enhancement funetioich
depends on the power system dynamics should be slower tha&Cvoltage controller which
is usually the case. Similarly, active current injectionised to control the DC-link voltage. If
the stability enhancement function is to be used togethtr thie DC-link voltage controller,
the active current reference is described a$_in (5.23) wdgge's the output of the DC-link
voltage controller. Finally, the current references wéllbmited as in[(5.24) and passed to the
current controller wheré? __is the maximum active current limit which depends on thengati
of energy source anf, ., is the maximum current limit of the converter.

i+ 1) = i () + KT (B (k) — (k) + maf* (k) + Xpeeil(R) ) (5.22)

i (k) = if e (k) + i (K) (5.23)
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Chapter 5. Control of shunt-connected E-STATCOM

Qg (k) = —= —
ol |Zlgl,lim(k) + jl(fl,lim(k”

min {7 (k) + 73730 (F)] T } (5.24)

f,lim

where,

. i (k . - .q* i (k) . .q*
Zg,lim(k) = |i%*(k;\ mln{hg (k)‘ ) [glax} ) Z?,lim(k) = |i%*(k)\ mln{h(f] (k>| 7[max}

5.6 Simulation verification

The performance of the inner current controller loop will\eified in this section through
simulation. Considering a distorted grid, the performaatéhe basic current controller and
improved current controllers will be compared.

The basic controller in(518) is simulated using a consta@tlibk voltage. the sampling fre-
guency is equal to 5 kHz. PWM is used to generate the switgbatigrn for the VSC valves.
The switching frequency, is equal to the sampling frequency and set to 5 kHz. Figure 5.7
shows the current response to a step reference change figamgrid (no harmonic distortion)
and a distorted grid. For the distorted grid, a harmonic ritada in pu of 0.015, 0.01, 0.002
and 0.002 for thé'", 7**, 11** and13'" order harmonics, respectively, is assumed. For the ideal
grid, the discrete controller works as expected (Eig. 50fg#, c) for a current controller band-
width of 7., = 3141.6 rad/s and active dampigy = 0.063¢). In case of distorted grid, the
injected currents will be affected by low-order harmonies (5.7 plots b, d).

(a) (c)
0.3 0.3

i [pu]
o O
o = DN
i tpul
© o
o = N

-0.1 -0.1

(b) (d)
0.3 0.3
\ [
— 0.2 — 0.2
> \ > [
=04 | 2 04 |
T~ o _w
0 ‘ 0
-0.1 -0.1
0 0.02 0.04 0 0.02 0.04
time [s] time [s]

Fig. 5.7 Simulated basic and improved current controllgpomse ford-component (left) andy-
component (right); (a, c) ideal grid and discrete contrpl{b, d) distorted grid and discrete
controller; reference current (dashed) and actual cu(sertid).

To show that this problem exists only in the discrete cotdrpthe controller in[(5]8) has been
implemented in continuous time using the same distorted gnd the results are shown in
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Fig.[5.8.
0.3 0.3
< 02 ! = 02 '
2 ' 2 '
-, 01 o 01
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-0.1 -0.1
0 0.02 0.04 0 0.02 0.04
time [s] time [s]

Fig. 5.8 Simulated basic current controller response foomponent (left) and g-component (right) with
distorted grid and continuous controller; reference atrdashed) and actual current (solid).

To evaluate the performance of the improved controllef IA4}h a grid distorted by, 7,

11*hand13'" order harmonics and a negative sequence component at fentirfrequency has
been considered. The parametgrs= 628.3 rad/s and,, = 0.0625¢) are used for the simu-
lation. Figurd 5.9 shows the performance of the basic andawgal controllers. The improved
controller significantly reduces the disturbances frommtaarics and grid voltage unbalances.

(@ | | (0
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Fig. 5.9 Simulated current controller response with basiotroller (gray) and improved controller
(black). (a) d-component current, (b) d-component harmonirent, (c) g-component current
and (d) g-component harmonic current; reference currexdh@d) and actual current (solid).

5.7 Conclusions

Starting with the classical PI current controller, an img current controller for E-STACOM
in the presence of grid harmonics has been derived usingstimation algorithm in Chaptét 4.
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Chapter 5. Control of shunt-connected E-STATCOM

The performance of the current controller has been veriheough simulation. For synchro-
nization purpose in the control of E-STATCOM, a PLL that idust against harmonics and
grid voltage unbalances has been derived using the seqestingation method described in
the previous chapter. The outer controller loops such asd@@ge controller, DC-link voltage

controller, POD and TSE controllers have been described.

56



Chapter 6

Use of E-STATCOM for power system
stability enhancement

6.1 Introduction

In this chapter, the control strategy for stability enhaneat using E-STATCOM will be de-
scribed. Starting with a simple two machine model of a powstesn, the effect of active and
reactive power injection on the generator output power kgllstudied and a control strategy
for system stability enhancement will be derived. Stapdibalysis of the system model will be
made and the dynamic performance of the control stratedyowerified by simulation.

6.2 System modeling for controller design

A simplified power system model, as the one depicted in[Fl. i6.used to study the perfor-
mance of the E-STATCOM on the power system dynamics. Thestigeted system approxi-
mates an aggregate model of a two area power system, whéraregcis represented by a syn-
chronous generator![6][24]. The E-STATCOM is assumed todmnected at arbitrary points
along the transmission line for analysis purpose. EvenafERSTATCOM can be connected
at one point in the transmission line, a different connecpoint can be seen as a change in
system configuration between the two areas, for instandewiog a fault and a subsequent
disconnection of one of the parallel transmission lines.

As discussed in Sectidn 2.6, the synchronous generatorsageled as voltage sources of
constant magnitudé /s, Vg2) and dynamic rotor anglesd, d42) behind a transient impedance
(X41, Xgo)- The generators are connected through a transformer aadsntission line. Since
the frequency of the generators does not change signifycand the electrical transients extin-
guish quickly for the investigated transient stabilitydigs, it can be assumed that the system
is in steady state from an electrical point of view, meanimaf the transformers and transmis-
sion lines can be represented by their reactance valkigs K>, X1 and X1,) [24], where
the resistance values are ignored for simpler analytigaiessions. As shown in SectibnR.6, if
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Chapter 6. Use of E-STATCOM for power system stability erdegment

])(‘1 ]AX;J e .]‘XLZ ]X;2
Generator 1 L Generator 2
E-STATCOM

Fig. 6.1 Simplified two machine system with E-STATCOM.

the mechanical damping in the generators is neglected yvéralbdamping for the investigated
system is equal to zero. Therefore, the model is approfgoatkow a conservative approach of
the impact of the E-STATCOM when used for stability studi®2][ As the current controller

of the E-STATCOM is much faster than the low-frequency et@oechanical dynamics, the
E-STATCOM will be modeled as an ideal controlled currentrseu The controlled injected

active and reactive current components are indicateéflasdi? respectively, where the PLL is

synchronized with the phage of the grid voltage at PCG,,. The electrical connection point
of the converter along the transmission line is expressadfiasction of the parameteras

X4

=—"- 6.1
X1+X2 ( )

a

where,
X, = X(,ﬂ + X +X , Xo= X(/ig + X2 + X1

An equivalent circuit representation of the investigatgstem in Fig[ 6.1 for stability studies is
shown in Fig[6.R.

P,
= s S

JX 7%

Va8, @ T> i+ Jif () VoS

tev

Fig. 6.2 Equivalent circuit for two machine system with EASCTOM.

The level of stability enhancement provided by the convettpends on how much the ac-
tive power output from the generators is changed by the tejecurrents. For the system in
Fig.[6.2, the change in active power output from the genesatae to injected active and re-
active power from the E-STATCOM is calculated as[in(6.2) H)6vhere AP, p, AP, p)
and APy o, AP, q) represent the change in active power from the correspgrgénerators
due to injected active and reactive power, respectivel}. [B2e injected active power,,,; and
injected reactive powep;,; from the converter are given by (6.6) - (6.7). The initiakste state
PCC voltage magnitudei,) and generator rotor angles{y, d,20) correspond to the operating
point where the converter is not injecting a current.
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Vi1 Vg Sin (010 — 0g20)a(l — a
APy~ { g1 Ve2 sin( gl;z £20)a( )} O 6.2)
g0

AP _ valvgz sin(5g10 — 5g20)a(1 — a) 3
g2,Q ~ — E2 Qinj (6 )

g0

V2(1—a)®*+V,V, Og10 — O 1-—

APy p ~ — { all =) +Va gQ;S( wto — Do) a)} Pinj (6.4)

g0

V21(1 - a)2 + V1V2 COS((S 10 — 0 20)0,(1 — a)

APyup ~ — {1— 3 &8 ) e & }ij (6.5)
Pinj ~ goi? (66)
Qinj ~ —Egoi? (6.7)

It can be seen froni(6.2) E(6.7) that the change in active paugput from the generators
for a given active and reactive power injection from the ABTOM depends on the location
of the converter as well as on the amount of injected powet, (, Qiy;). As indicated from
(6.2) - (6.3), the effect of reactive power injection deped the magnitude and direction of
transmitted power from the generators. From observatidheinfluence of active and reactive
power injection on the power output of the generators, obirtput signals for the E-STATCOM
to provide stability enhancement will be derived in the reedtion.

6.3 Controller design

In this section, the derivation of POD and TSE controlleosifiocal measurement signals such
as PCC voltage magnitudé’f), PCC voltage phasé,) and active power transfer between
two areas L,12) Will be derived. For this, the simplified two machine systdescribed in the
previous section will be used.

6.3.1 Power Oscillation Damping (POD)

Considering the simplified two machine system in Eigl 6.1 gredequation of motion in Sec-
tion[2.3, the active power output from each generator shchdghge in proportion to the change
in its speed to provide damping [6][24]. From (6.2 - (6.5)can be observed that the effect of
injected active and reactive power on the generator acowepoutput highly depends on the
parametem, i.e. on the location of the E-STATCOM. Using the system ig.[.2, a control
input signal that contains information on the speed vammtf the generators can be derived.
When the E-STATCOM is not injecting any current, the vadatbf various local signals at
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Chapter 6. Use of E-STATCOM for power system stability erdegment

different E-STATCOM connection points using the dynamingtor rotor anglesi{;, d,2) is
given by [6.8) -[(6.10). From small signal point of view, anttler the assumption that the PCC
voltage magnitude along the lin&{) does not change much, the required control input signals
can be derived from the change in PCC voltage magnitide. §, phase {\d,) or transmitted

active power QA P,;5) as in [6.11) -[(6.13) [52].

By = \/[(1 — a)Vil” + [aVi]” + 2a(1 — a) Vi Vo cos(8g1 — ) (6.8)
- 1 — a)Vy sin(dg1 — Og2)
0. — 6.0 1+ tan~! ( g g g 6.9
& & o {(1 — @) Vg1 c08(0g1 — dg2) + aVi &)
Vi1 Vo sin(dg1 — 0g2)
P _ gl Vg g g 610
gl2 X1+ Xo ( :
AE 1- i -
dAE, [ a(l = )V Vi sin(d0 — 0ya0) g0 [Awgt — Awga] (6.11)
dt Ego
dﬁfg ~ { [(1—a)Vg1}2+a(1fa)E‘éi1Vg2 cos(dg10—0g20) } WgOAwgl +
(6.12)
{1 _[(1—a)Vu) +a(1—a1)5‘\§)1 Vg2 c0s(8g10—9g20) } ngAng
dAP Vg1 Vo c08(0g10 — 0
o { — X, (Jrg;é = } Weo [Awgr — Awg] (6.13)

The nominal system frequency is representedvgyand (Awy,;, Awgs) is the speed variation

of the generators in pu. The derivative of the change in PCéage magnitude, phase and
transmitted active power are all dependent on the speedtiariof the generators. Moreover,
the derivative of the change in PCC voltage magnitude andghantain information on the

location of E-STATCOM as shown in (6.11)=(6112).

For the two machine system in Fig. 6.1, damping is relateti¢osariation of the speed differ-
ence between the two generatafsy,1; = Awy — Awge. FOr a given speed variatiofiw,
and initial transmitted poweF,,4, the derivative of the change in PCC voltage magnitude is
maximum ate = 0.5 (midpoint of the line) where injection of reactive power uks in the
maximum change in the generators active power output aicgptd (6.2) - [6.8). On the other
hand, the change in the output power from the generatorsodingetted active power accord-
ing to (6.4) - (6.5) is maximum at the corresponding genetatoninals (i.ea = 0 anda = 1)
where [6.1P) is maximum. No damping is provided by injectibactive power at the location
where the effect on the change in active power output frorh gaoerator is the same, taking
into account the inertia constant of the generators. Assgmgual inertia constant for the two
generators, this location is at the middle of the line (.es 0.5). At this location the derivative
of PCC voltage phase/Af,/dt = 0. This means thadAf, /dt scales the speed variation of
the two generators depending on the location and its maggithanges in proportion to the
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level of damping by active power injection. Therefode\d, /dt is an appropriate input signal
for controlling the active power injection. Similarly A E, /dt varies in proportion to the level
of damping by reactive power injection, and hence can mirénmjection of reactive power at
the generator terminals. Therefou) £, /dt could be a convenient input signal for controlling
the reactive power injection. On the other ha#d,P,;,/dt varies linearly with the speed vari-
ation of the two generatorgAw,;» and can be used to control reactive power injection. But,
unlike dAE,/dt, it does not depend on the parameteand its magnitude will be the same at
all locations in the investigated system. This means théhiP,;,/dt is used to control the re-
active power, the E-STATCOM may unnecessarily inject figagiower to provide damping at
location where its effect is negligible, for instance at ¢femerator terminals. However, the ad-
vantage of using A P,,,/dt for controlling reactive power is that it contains betteioirmation
about the speed variation of the generators. This is notyaltee case fol A E, /dt. Consider
for example that the PCC voltadg; is controlled and kept to a constant value. This is possible
as the AC voltage controller is much faster than low-freqyeglectromechanical oscillations.
In this case, even if the generators are oscillating, the R@@ge will be constant providing no
information about the generator speed variation. Moreaamping by reactive power injection
is achieved by directly controlling the PCC voltage magmétir, and this creates difficulty to
extract the required signal for damping from the voltag@aignd at the same time control it.
When it comes to transmitted power, the speed variationeofjémerators can be extracted until
all the oscillations are damped. For this reason, derigaifthe transmitted powetA Py, /dt
will be used for controlling the reactive power injectiontims work.

Even if the analysis so far has been made for two machinermyshe result can be easily
reduced to single machine infinite bus system by setfing, = Ad,, = 0 . In this case,
injection of active or reactive power will have no effect tve generator power output if the E-
STATCOM is connected at the infinite bus £ 1). Maximum damping by active and reactive
power will be provided respectively at the generator teah{m = 0) and midpoint of the line
(a = 0.5).

To setup the POD controller, the control input signélsd, /dt and dAFP,2/dt need to be
estimated. From the estimates, the active and reactivertureferencesif’,,, i{",.q) can be
calculated using proportional controllers with gadis andGq, as shown in Fid. 6]3. The com-
ponents, consisting of only the low-frequency electronaaatal oscillation, will be extracted
by the RLS estimator described in Secfion 4.4.1. To estithatderivative of transmitted power,
a phase shift ofr/2 is applied to each oscillation frequency component. Bez#us derivative
of the PCC voltage phase is the same as the frequency esoith PLL, the low frequency
electromechanical oscillation component is extracteohftioe frequency estimate of the PLL.
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Fig. 6.3 Block diagram of the POD controller.

6.3.2 Transient Stability Enhancement (TSE)

Transient stability enhancement function is necessarysore robust operation of the power
system following large disturbances, such as transmidsierfaults. As an example, Fig._6.4
(left) shows a power angle curve for the two machine systefign6.1. In this example, the
power angle curve before, during and after the fault is shimwbiack, gray and green dashed
line, respectively. The fault is cleared at angjleAs described in Sectidn 2.7, for a given trans-
mitted power and fault clearing time, the stability of thetgyn following fault clearing depends
on the available deceleration area of the post-fault systech as areREFH in Fig.[6.4 (left).
During fault, the machines will be accelerating away froroheather increasing the angle be-
tween them. When the fault is removed, the machines wilt $tadecelerate. But the angle
between them increases until the second swing is startestewthe relative speed between the
generators is zero. This is where the acceleration areagifault ABCD is equal to the decel-
eration aredDEFH at anglejs. If the angle between the generators during the first swirsg ha
increased beyond the maximum ang{ethe system becomes unstablel [25].

By using active or reactive power injection, the decelerafirea can be increased in the first
swing of the generators to have larger stability marginfigure 6.4 (right) shows the post-fault
system with and without transient stability enhancementtion. The power angle curve with
reactive power and active power injection for TSE are gerdrat one connection point of the
E-STATCOM and using the expressionslin {6.2) dnd| (6.4),aegely. By using the enhance-
ment function, the power output between the two areas adidt €learing can be increased
during the first swing, where the power angle between the mashs increasing. This in-
creases the deceleration area and hence decrease thé;amigére the second swing starts. As
soon as the second swing starts, the machines will cont;mdedelerate decreasing the angle
between them with deceleration ale&FG, DEF,;G or DE,F,G depending on the post-fault
system. This deceleration area will result in more swindevoéhe initial power angleé, in the
second cycle. Therefore, the power output should be redioigede end of the first swing to
keep the enhancement function for next swing. This meanshbancreased transmitted power
indicated in the power angle curves in Hig.16.4 (right) sddug only used when the machine
during the angle difference advancement; opposite coma@sure must be taken otherwise.

To implement a stability enhancement function, the outpyvgr from generators should be
increased or decreased if the power angle between the gerseigincreasing or decreasing,
respectively. The nature of the angle between the two gearsrean be observed from measure-
ment of relative speed between the two generators. But téeimmgnt this using local signals,
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Fig. 6.4 Left: Power angle curve before fault (black), dgrfault (gray) and after fault (green dashed)
without transient stability enhancement; Right: Powerlamyrrve for post-fault system with
no enhancement (green dashed), enhancement by reactiee ipjgetion (black) and enhance-
ment by active power injection (gray).

the measured power flow between the generators can be usedefitative of power between
the two areas provides this information [1]. A positive ogatve power derivative implies an
increasing or decreasing relative power angle betweenehergtors, respectively. When the
acceleration of the machines is below a given value, therez@ment function is removed and
the power oscillation damping function will be started. ©&h® that for cases where the fault is
cleared after the maximum power transfer angle of the padt-§ysteny, in Fig.[6.4 (left) for
example, the generator angle increases while the dervatipower is negative implying that
remote measurements might be necessary to provide theedgnhancement function.

To provide the transient stability enhancement functiodesribed using reactive power injec-
tion, the PCC voltage magnitude can be increased or dedr&asporarily beyond the nominal
value to increase or decrease the power transfer betweéndlegeas respectively, as [n (6.14).
This is typically done by using a “bang-bang” control actioreaning that the compensator is
controlled either fully capacitive or fully inductive, depding on the sign of the power transfer
derivative. However, absorption of active power will inase the power transfer from generator
1 and decrease the power transfer to generator 2 accord{@gio- (6.5). This means that the
location of the E-STATCOM has a big impact on the TSE perforoea To get the enhance-
ment function, active current will be absorbed when the gaoe angle is increasing and the
E-STATCOM is closer to generator 1 (this means thdt,; p > AP, p in (6.4) - (B:Eo))z'g’gse.
Likewise, active curremt?lj;se will be injected when the generator angle is decreasing.hen t
other hand, when E-STATCOM is closer to generator 2 (thismaghatA Py, p > AP, p in
©.2) - (6.5)), active current’;_, is injected when the generator angle is increasing. Likewis
active currenif;,_ is absorbed when the generator angle is decreasing.

1.1pu s dPg12
B = a >V (6.14)
0.9pu , d};—iu <0

The algorithm is described il (6/15) whefg: represents the maximum active current for
transient stability enhancement. The problem with actwegr injection for transient stability
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enhancement is the difficulty to know the location of the ABTOM after a system distur-
bance. It is of importance to notice that the algorithm désctin (6.15) might lead to a quick
discharge of the energy storage. However, the algorithnibeapplied for the absorption mode
only (dPg2/dt > 0); in this case, a dc-chopper must be installed in the dc ditleecconverter
in order to burn the exceeding energy from the grid.

—]maxsign(APng — APng) , 1> >0

d,tse dt

I (6.15)

Zf,tse JP
max .: e12
[d,tseSIgn(APgLP - APgLP) ) =<0

6.4 Stability analysis of system model

The mathematical model of the two machine system with th&FERFSOM in Fig.[6.2 is de-
veloped in this section to study the impact of active andtreag@ower injection on power
oscillation damping. Each generator will be representethbyclassical model as described in
Section[6.2. The E-STATCOM is modeled as a controlled idealent source with injected
currents controlled as in_(6.16)[=(6]17) according to theigiein Section 6.3]1. The constant

Kp is given by [6.1B).

. dAP 12 V1V2 COS(5 10 — (5 20)
Z? = GQ dtg =~ GQ { Ea ) Xl _'_ng £ Wgo [Awgl — Awgz] (616)
, dAf
it = Gp = £~ Gpuwg {KpAwg + (1 — Kp)Awg} (6.17)
1— 24a(l— —
KP _ { [( Q)Vgl] -+ CL( gZVgl‘/gQ COS(5g10 6g20) } (618)
g0

Linearizing around an initial operating point and using #speed variation of each generator
(Awg1, Awge) and the rotor angle difference between the generatdis;{ = Ady — Adgo)

as state variables, the small signal dynamic model of therhachine system with the E-
STATCOM in per unit is developed as in_(6119). No infinite basricluded in this model and
this results in the absence of absolute speed referendegfgenerator speed variations. There-
fore, the resultingg™® order system always contains one common mode pole in thenssp
of the generator’s speed and rotor angle variation [24],; and AT}, represent the change in
mechanical torque inputs of the first and second generagpectively, while,,/H,, is the in-
ertia constant of the corresponding generators in secasglirAing no mechanical damping and
that the system is initially in steady state with the germrapeeds equal 10,19 = wg20 = Wy,
the constants are derived aslin (6.20) whEtgis given by [6.211).

d Awgl ai;p ar2 a13 Awgl 1/2Hg1 0 AT .
E A(Sng = Weg0 0 —Wgo A5g12 + 0 0 [ ATg :| (619)
Awgz as1 as2 as3 Ang 0 1/2Hg2 g2
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B wgo(GPEg0K§+GQKQ) ng(GPEgoKP(lpr)fGQKQ) 7]
2Hg 2Hgo
ail  asi
_ Vi1 Vg2 cos(dg10—dg20) Vg1 V2 €08(8g10—6¢20)
a12 a32 o 2Hg1(X1+X2) 2Hg2(X1+X2) (620)
a1z asg
weo(GpEgoKp(1-Kp)—GqKq)  weo(GpEg(1—Kp)’+GqKq)
L 2Hg1 2Hg2 _
2 .
V1V2 S 2(510—520 a(l—a

2Ey0 (X1 + X2)

The termsi;; andag, represent the synchronizing torque coefficients resuftong the selected
operating point and the contribution of the E-STATCOM is@eérhe terms:;; andas; deter-
mine the damping torque coefficient provided by the E-STAMCWIth respect to the change
in speed of the respective generator. The contribution frilmenactive and reactive power in-
jection is shown separately with the gai@s and Gq. To provide positive damping for the
two generators; andass should be negative. For this, the sign®@# should be negative and
the sign ofGq should be chosen based on the sigrik@f, which depends on the direction of
transmitted power. For a transmitted power from the firsthi second generator as the case
in this analysis K will be positive and the sign of/q should be negative. For a transmitted
power in the other direction, the sign 6%, should be reversed. The termg andas; are the
cross coupling terms between the two generator speedivasatVith active power injection
only (Gq = 0), the cross coupling terms reduce the damping as the speatioa of the two
generators will be opposite for a power transfer betweemtl#g the point where damping by
active power injection is zero, injected active power i9asro. At either end of the generators,
Kp is maximum and at the same time minimize the cross couplimggeThis increases the
damping provided by active power injection as the E-STATC({3Mloser to the generators. In
the case of reactive power injection onty{ = 0), positive damping is provided by the cross
coupling terms and maximum damping is provided at the midtilke line ¢ = 0.5) whereK
magnitude is maximum. Observe that, as it can be understoat (£.20), this is valid under
the assumption of a perfectly symmetrical system aroundnild@oint of the line.

For the analysis in this section, a hypothetical simplifigd area power system model as shown
in Fig.[6.5 similar to the one in Fi§. 8.1 is used. The systgonagents a 20/230 kV transmission
line with base apparent poweéf, = 900 MVA. The reactance of line sections is shown in
pu. The leakage reactance of the transformers and transmeidance of the generators is
0.15 pu and 0.3 pu respectively. The inertia constant of tise deneratot{,; = 6.5 s. The
E-STATCOM is connected along the transmission line anaitation is shown by the value of
a.

6.4.1 Example case for a two machine system
The inertia constant of the second generator is chosdi,as= H,, for analysis in this sec-

tion. Figure[6.6 shows the movement of poles of the systemgn@3 as the position of E-
STATCOM is changed. To make the analysis more realistis,liere assumed that the internal
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Fig. 6.5 Simplified two area power system model for simufatio

bus voltage of the two generators G1 and G2 are not equalidicdlse, the electrical midpoint
of the line will not coincide with the physical midpoini (= 0.5). With the described control
strategy, injected active power is zero at the point wheeeetfect of active power injection on
damping is zero. This is close to the electrical midpoint@fline. On the other hand, damping
by reactive power injection is maximum. The reverse happermsther end of the generators.
It is also possible to see from Fig. 6.6 that a more uniform piagalong the line is obtained
by using injection of both active and reactive power. Obsé¢hat, due to the asymmetry in the
simulated system, the obtained damping profile is not symoa¢trounds = 0.5.

(@) © (e)

0 0 0
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=
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0.8 08 ———————— 0.8
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L
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Fig. 6.6 Real and imaginary part of the complex conjugatesuk. position; (a, b) active power injec-
tion, (c, d) reactive power injection and (e, f) active andctéze power injection. {Zp = 0.1,
GQ = 0.2, Pglg =0.444 pU]

Similarly, the movement of poles with a change in gain of tt@DPcontroller is shown in
Fig.[6.1.Gp and G, are both varied between 0 and 1 in steps of 0.01. The E-STATGOM
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connected at bus 1 and bus 2 in Fig.] 6.5 for active and reagtiver injection respectively.
There is amaximum gain in case of active power injection wineaximum damping is provided
for the oscillatory mode poles. When the gain is increasethéu, the effect is more on the
common mode pole. For reactive power injection, dampinge@ses linearly with the gain. For
reactive power injection, the damping provided to the comm@de poles is zero as the speed
variation of the generators is used [n_(6.16). The choicé&pfand G depends on the level
of damping required and rating of the converter. With respe¢/p, the maximum value is a
function of the available energy storage size whereas thémuan value ofGy, is a function of
the maximum PCC voltage variation allowed.

(@) (€)

0 0
= 01 a
E 2]
0.2 1
3
08 (b) (d)
0.8
< 0.78 1
T 0.75 1
2 0.76 1
E 0.7 1
0.74 1
0.65
0 02 04 06 08 1 0 02 04 06 08 1
G, [] G, -]

Fig. 6.7 Movement of poles vs. gains; (a, b) active powerctige and (c, d) reactive power injection;
[Pglg = 0.444 pU]

6.4.2 Single machine infinite bus system

A single machine infinite bus system is a special case of twchima system withf,, = oo
(Awge = 0). Figurel6.8 shows the effect of E-STATCOM on damping atedléht locations for
different transmitted active powers.

As the results show, damping by reactive power is effectivleeamiddle of the line and damping
by active power is effective at the generator 1 terminal. Mmpging can of course be provided
by active or reactive power injection at the infinite bus (@ator 2 terminal). Moreover, the
amount of transmitted power highly affects damping by rigagbower injection. But, it has
more or less no impact on damping by active power injection.
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Fig. 6.8 Movement of real part of the poles for a one machifiaite bus system with position of E-
STATCOM for three transmitted poweft, o values. DashedP,1o = 0.444 pu, Gray:FPyip =
0.333 pu, Black solid:P,12 = 0.222 pu. Left: active power injection for POD witkp = 0.1,
Right: reactive power injection witt'g = 0.2.

6.5 Simulation verification

In this section the POD and TSE controllers described ini@e@.3 will be verified though
simulation. For this, the two machine system in Eigl 6.5 balconsidered.

A simplified aggregate model of a power system transferrmggy from one area to the other
has been used to describe the principle of power oscillateemping and transient stability
enhancement by active and reactive power injection. Thnpkfied model helps to evaluate
the performance of the E-STATCOM without the influence ofestpbower system compo-
nents such as loads. Therefore, the two area power systeral inoig.[6.5 is simulated in
PSCAD/EMTDC with the described control strategy in Seco®. For analysis purposes, a
three-phase fault is applied to the system at bus 3 at t = 1 thafdult is cleared after 80 ms.
The two generators are assumed to have the same inertisaobAst = H,s = 6.5 s. The
initial steady state transmitted powEy,, is set to 0.444 pu. Due to the applied disturbance, a
poorly damped stable oscillation is obtained after thetfelelaring.

Figure[6.9 shows the estimate of the control input signalB €D, while the performance of the
E-STATCOM following the fault at three different locatioissshown in Figl_.6.10. As described
in the small signal analysis in Sectionl6.4, the injectetragtower is minimum at the electrical
midpoint of the line {{,; = H,,). This is the minimum point to provide POD action by active
power injection. The control algorithm therefore mininszajection of active power at this
location (bus 2 in this case) as shown in Hig. 6.11. When ntpaivay from the electrical
midpoint, active power injection increases and so doesffiésteto provide damping. In such
a way, the use of active power can be optimized. With respetdctive power injection, the
level of damping decreases when moving away from the etettmidpoint. As the transmitted
power Fy 4 is used to control reactive power, the same amount of injgetactive power is used
at the three locations and maximum damping action is pravad¢he electrical midpoint of the
line unlike the active power injection. With both active aedctive power injection, effective
power oscillation damping is provided by the E-STATCOM spective of its location in the
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line. The gain for active power injectiaip is selected to achieve maximum damping at bus 1
according to the small signal analysis in Seciion 6.4.1 &otva in Figl6.7 (left). The gain for
reactive power injectioldrq is then set the same for all the tests in Fig. 6.10[and 6.11.tBue
the unlimited PCC voltage modulation, both active and meagtower injection provide similar
damping at bus 1 and bus 3.

time [s]

Fig. 6.9 Transmitted power (top) and estimated controlisgnal for POD at bus 1 withy;,; (middle)
and with P,;;) (bottom).

Depending on the steady state transmitted power, leveldifdad location of the E-STATCOM,
the amount of active power injection required to provide date amount of damping varies
greatly. Figuré 6.12 shows power oscillation damping with active power injection levels at
bus 1. With more active power injection, the level of dampimgreases. Of course, the effect
would have been negligible with the E-STATCOM connectedust

Even if reactive power injection is effective closer to thecérical midpoint of the line, the PCC
voltageE, is highly affected as shown in Fig. 6]13. The possibility afZing active power in-
jection both reduce the maximum PCC voltage swing and peowidre damping action except
when the E-STATCOM is close to mass-scaled electrical midpd the line.
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Fig. 6.10 Generator 1 active power output following a thrieage fault with E-STATCOM connected at
bus 1 (top), bus 2 (middle) and bus 3 (bottom). PODFy only (black solid),Qin; only (gray
solid), bothP,,; andQiy; (black dashed) and no POD (gray dashe@); = Gq = 0.3].
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Fig. 6.11 Injected active and reactive power with E-STATCOdhnected at bus 1 (black solid), bus 2
(black dashed) and bus 3 (gray solid). Active power injec{iimp); reactive power injection
(bottom); bothP;,,; andQ;y; used for POD ;{‘p = G = 0.3].
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Fig. 6.12 POD byP;,; at bus 1; top: generator 1 active power, bottom: injectet@pbwer;Gp = 0.15
(black), 0.3 (gray).
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Fig. 6.13 PCC voltage at bus 2 when oy,; used for POD.
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The simulation results shown so far, have been carried odéruthe assumption of accurate
knowledge of the oscillatory frequency in the transmittetive power. As mentioned in Sec-
tion[4.3.2, the improved RLS algorithm used in this work isginency adaptive. To test the
dynamic performance of the implemented controller withartainties in system parameters,
a simulation is performed assuming inaccurate knowleddkeo€lectromechanical oscillation
frequency. Figure 6.14 shows the obtained simulation t&stien an error of 25% in the esti-
mated oscillatory frequency is considered. The compen&atonnected at bus 2 (see Hig.]6.5),
thus POD will be achieved mainly by reactive power injectidhe figure shows the dynamic
performance of the system with the frequency adaptatioarigtgn (black curve). To high-
light the effectiveness of the implemented adaptation rélgm, the active power waveform
that would be obtained with accurate knowledge of the fraques also shown in the figure
(solid gray curve). Observe that for the two cases, the dynparformance of the system when
damping a power oscillation is almost identical.

0.6 r.‘v"”"‘\\ s
. 05 I y ' Vi \ ]
S - ) /i T
&m 04fF -l wof .
o ol 4
0.3F W .
[ .‘,
02 I 1
H
0.1

1 2 3 4 5 6 7 8 9 10
time [s]

Fig. 6.14 Power oscillation damping with E-STATCOM conrgecat bus 2. Top: generator active power;
bottom: injected reactive power. Gray dashed curve: no P@ixaller; gray solid curve: POD
controller activated with accurate knowledge of the oatidh frequency; black solid curve:
POD controller activated and 25% error in the assumed asoifi frequency.

The simulation is repeated for a longer fault clearing tifh@%0 ms to test the transient sta-
bility enhancement function. The longer fault clearingdinesults in loss of synchronism and
a subsequent collapse of the system as shown in_Fig. 6.16 (ihahis case, the E-STATCOM
is connected at bus 1 and a transient stability enhancemectidn is achieved by absorbing a
constant active power or controlling the PCC voltage to 1Amishown in the the figure, the
the stability of the system is maintained.

Even if the TSE function keeps the stability of the systene, BOD function should also be
used to provide damping to the system. Fidure]6.16 showsdtfermance of TSE and POD
controllers together. Immediately after fault clearinge TSE function starts followed by the
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Fig. 6.15 Transient stability enhancement with E-STATCQMrected at bus 1. Top: no TSE, Middle:
TSE by Py,,; (black) and TSE byi,; (gray); Bottom:F,,; for TSE (black) andy);,; for TSE

(gray).

POD function after the first swing of the generator angleshismexample, the TSE function is
provided by keeping the PCC voltagg to 1 pu all the time. Two cases are compared in this
simulation. In one case, the reactive power is used for otimyg the PCC voltage and to provide
damping. When damping is provided by reactive power inpegtihe PCC voltage is shown to
oscillate around the nominal voltage. In the second caseR?@C voltage is kept constant and
POD is provided by active power injection. The advantagé wadtive power injection for POD

is that the PCC voltage is not affected as shown in[Fig.]6.@&dm black curve).
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Fig. 6.16 Transient stability enhancement and power agicih damping with E-STATCOM connected
at bus 1. Top: generator 1 power with,; for TSE and POD (gray)in; for TSE andP,,; for
POD (black); Middle:Q;,; for TSE and POD (gray)Qi,; for TSE (black) andP,,; for POD
(dashed); Bottom: PCC voltage magnitude wilh,; for TSE and POD (gray)Qin; for TSE
andP,,; for POD (black).

6.6 Conclusions

In this chapter, control of E-STATCOM for power system slipenhancement is shown using
a simplified two machine power system model. The controltispgnals for active and reactive
power injection are derived using the signal estimatiohnéue described in Chapter 4. The
robustness of the control algorithm against system parmatertainties has been investigated
through simulation. By using the frequency estimate of thage Locked Loop (PLL) to con-
trol injection of active power for POD, injection of activewer is minimized at locations in the
power system where its effect is negligible. When both actind reactive power injection for
POD and TSE is used with the control strategy as describedsltown that stability enhance-
ment can be achieved at different connection points of tIf&TAFCOM in the transmission
line.
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Chapter 7

Experimental Verification

7.1 Introduction

To validate the results obtained via simulation for impr¥WLS based estimator, control of
shunt-connected E-STATCOM and power system stability eodment by E-STATCOM, ex-

perimental tests have been performed in the Power Systemrataoy at the Department of
Energy and Environment at Chalmers University of Technplag this chapter, a description
of the laboratory setup will be shown and experimental teswill be presented.

7.2 Laboratory setup

To perform the various tests, the laboratory setup in [Eifj, Which represents a single line
diagram of the actual setup has been used. A photo of thel dahaomatory setup is shown in
Fig.[7.2. The setup consists of a synchronous generatoectethto a stiff AC grid through a
transmission line model and a VSC system connected at wwlomation in the transmission
line. These components will be described in this section.

7.2.1 VSC system

The VSC system consists of a two-level converter conneadtfig transmission line model
though an L-filter. The parameters of the VSC system are giv@able[7.1. The VSC is con-
trolled from a computer with a dSpace 1103 board [53] whichlmaprogrammed using C-code
or Matlab/Simulink. Using the dSpace software "Control Kea real-time management of the
inputs and outputs during the experiment is possible. ThdiBikCof the VSC is connected to
a DC machine rated 700 V and 60 A. The DC machine is equippddfieid control and the
terminal DC voltage is controlled to 650 V for all experim&rnithe DC machine will act as the
energy storage (infinite storage is here assumed) provatitige power injection capability to
the VSC. Therefore, the VSC with the DC machine can be coreides an E-STATCOM.
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Fig. 7.1 Single line diagram of the laboratory setup.
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Fig. 7.2 Photo of the laboratory setup.
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7.3. Experimental results on improved RLS based estimator

TABLE 7.1. PARAMETERS OF THEVSC SYSTEM

Rated power 202.1 kVA
Rated voltage 550V
Rated current 212 A
DC-link capacitor 2.2mF
Filter inductance/ 2 mH

Filter resistanceR; 6.2 Nt
Filter capacitance}; 152 mF

7.2.2 Network model

The network model is a scaled version of a Swedish 400 kV tngson system with the entire
model working at 400 V. The transmission line model consi§&x identicalll sections (with
parameterd., = 2.05 mH,R, = 0.05¢2 andC', = 46 uF), each corresponding to a portion of
150 km of the actual line (with parameteis = 0.160 H,R, = 4.17X2 andC, = 0.065767 uF)

at 400 kV [54]. EacHI section can be connected in series or parallel. All thelksections
(without the shunt capacitor§;, ) connected in series have been used for all the experiments.

7.2.3 Synchronous generator

A picture of the generator system, which represents an ateorodel of the large Harspranget
hydro power plant, situated by the Lule river in northern 8am is shown in Fid. 713. Parame-
ters of the synchronous generator are given in Table 7.2s¥ihehronous generator is driven by
an 85 kw DC motor. The DC motor is fed from a Thyristor conveaied can be controlled by
either speed or armature current, corresponding to frexyu@mactive power control of the gen-
erator. The large flywheel on the shaft between the DC motbtlagenerator gives the model
similar mechanical behavior as the real power plant. Theggar is equipped with a modern
microprocessor-based voltage regulator that can corfieolgenerator terminal voltage, field
current, reactive power or power factor. To enhance angidnility, a power system stabilizer
(PSS) is also included in the voltage controller [54]. Th&R&ether with the speed controller
from the DC motor gives the generator system a damped stablens following faults dur-
ing transient stability studies. For the purpose of thiseexpent, the speed controller of the
DC motor is detuned and the PSS is disabled. This results oodypdamped low-frequency
electromechanical oscillation following short circuiufes so that the performance of the E-
STATCOM can be better evaluated. For all the test perforrttezlratings of the synchronous
generator (75 kVA, 400 V) are used as base values.

7.3 Experimental results on improved RLS based estimator

To verify the improved RLS based estimator experimentaflg, the network model without
the E-STATCOM connected (contractor 1 and 2 open in[Eig. fa%)been used. A three-phase

77



Chapter 7. Experimental Verification

Fig. 7.3 Photo of the generator system comprising of thelsymous generator to the left end, the DC
motor to the right end and the flywheel in between.

TABLE 7.2. PARAMETERS OF THE SYNCHRONOUS GENERATOR

Rated power 75 kVA
Rated voltage 400V
Rated current 108.3 A
Synchronous reactanc&, 2.930)
Unsaturated transient reactangg, 0.437%Q
Unsaturated sub transient reactank§,  0.332Q
Armature resistancey, 0.081%2

Inertia constant (generator-turbine séf), 5.56s

fault has been applied in the middle of the transmissioniitle a fault clearing time of 250 ms.
The measured active power out from the generaforis then used as an input to estimate the
low-frequency electromechanical oscillation compondat ccurs in the transmitted power
following the fault. The estimator is started with an initessumed oscillation frequency of
0.60 Hz while the true value in the measured signal is clo§e4® Hz. This low oscillation fre-
guency highlights the importance of the adopted methodedime classical approaches (using
low-pass filters or lead-lag filter links, see Hig.]4.3 and Bi§) would require low bandwidth,
resulting in a reduction in the estimation speed.

Figure[7.4 shows the dynamic performance of the estimatw. farameters used for the im-
proved RLS are those discussed in Chapter 4. As the resulgiriZE (bottom) shows, the

estimation is instantaneous immediately after fault ahgarThe fast transient estimation is
followed by the steady state estimation where the os@latiequency is updated using the
controller described in Sectign 4.8.2. This corrects thedllasion in the estimate of the average
component and any phase error in the estimate of the oscillabmponent that could have
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7.3. Experimental results on improved RLS based estimator

existed due to wrong assumption of the oscillation frequeRigure 7.5 shows the variation of
the forgetting facton following the rapid change in the input with the frequencygai@tion to
track the true oscillation frequenays..

P, [pu]

p [pu]

time [s]

Fig. 7.4 Estimate for the average and oscillatory comporiy: Estimated average component; Mid-
dle: Estimated oscillatory component; Bottom: Measuredeycsignal (gray), estimated signal
(black). 50% error in initial assumed oscillation frequgnc

Similarly, to verify the improved RLS based estimator fairation of sequence and harmonic
components, a three phase voltage that contains aroung@@<)}@awly varyings** and7*" order
harmonics is measured at the middle of the transmissionfireem the measured grid voltage,
an unbalanced voltage dip is applied inside the control ederpand the performance of the
estimator to extract the sequence and harmonic comporeskt®wn in Figl_7J6. In the same
figure, the fast and accurate estimation of the sequenceanthic components can be easily
seen from the estimates of the phasors, which converge siarrvalues in steady state.
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Fig. 7.5 Improved RLS based estimator; Variation of foiigetfactor\ (top) and estimate of oscillation
frequencyi,s. (bottom).
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Fig. 7.6 Sequence and harmonic estimation in three phasasy&) Grid voltage, (b) Positive sequence
fundamental component, (c) 50 Hz Negative sequence compaa Negative sequencg"

order harmonic component,(e) Positive sequerieorder harmonic component, () Variation

of the forgetting facton; Dashed: Magnitude of sequence and harmonic componentiphas
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7.4. Experimental results on control of E-STATCOM
7.4 Experimental results on control of E-STATCOM

To evaluate the inner-loop current controller and AC vadtagntroller experimentally, the setup
in Fig.[7.1 is used. Using a constant DC-link voltage, thedasd improved current controllers
are tested by connecting the VSC directly to the stiff AC d¢pyctlosing contactor 1 and opening
contactor 2. The grid voltage contains about 0.015p@and7t* order harmonics among others
as shown in Fid._7]7, where the FFT of the phase-to-grourtbvgiiage (phase a) is depicted.
The parameters for the tests are given in Table 7.3.

TABLE 7.3. PARAMETERS OF THE CONTROLLERS

Sampling time[; 0.2 ms
Switching frequencyf; 5 kHz
Current controller bandwidthy.. 2513.3rad/s
Active damping,R, 0.050202
harmonic compensator bandwidth, 628.3 rad/s
Active damping,Ry,. 0.0625¢)
AC voltage controller bandwidth,,,  125.7 rad/s
Droop constantyn 0.0 pu
0.03
0.025 -
3 0.02 -
g,
S 0.015 7t 1
S
©
S 0.01 |
0.005 -
19t 13"
0 I It 2 | l L I l | Il
8 10 12 14 16 18 20

harmonic order [-]
Fig. 7.7 FFT of measured phase-to-ground grid voltage.

Figure[ 7.8 shows the performance of the basic and improvedmicontrollers for a step iy
current reference. The improved current controller hag liesigned to set to zero thé' and
7' order current harmonic injected into the grid.

From the FFT in Fig_7l7, it can be observed that the grid énatather harmonics in addition
to the considered ones. Therefore, to see the effect of theiad controller on thg* and 7"
harmonics, the three phase current responsel(Fig. 7.9 {¢dipdered to remove all disturbances
except thes'™™ and7t™™ harmonics as in Fi§. 7.9 (b, d). The FFT of the resulting fitterent when
using the two controllers is shown in F[g, 7110. As can be $emn the results, the improved
current controller successfully removes tieand7t" order harmonic injection to the grid.

81



Chapter 7. Experimental Verification

(a) (c)

: : 30 ; 3 :
L

< 3 3 3
EALI S S SR R
BT

et -

17.9 17..95 1.8 18..05 18.1 17.9 17j95 1.8 18i05 18.1

135 13.55 13.6 13.65 135 13.55 136 13.65
time [s] time [s]

Fig. 7.8 Dynamic performance of vector current controller & step in current reference (dashed
curves); basic current controller response dezomponent current (plot a) angcomponent
current (plot c); improved current controller response decomponent current (b) ang-
component current (d).
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5t the 7th order harmonics.
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Fig. 7.10 FFT for the phase filter current when basic currentroller used (top) and improved current
controller used (bottom).

The AC voltage controller, with no droop, has been testedgigie same setup as in Hig.17.1. In
this case, the VSC is connected to a weaker point in the trigsgm line (thredl sections from

the strong grid) by closing contactor 2 and opening contattds this is a weak connection
point, a filter capacito€’; of 152 uF is used to strengthen the grid at PCC. The test was made
while transferring a power of 0.2 pu from the synchronousegator to the AC grid. Figurfie 7,111
shows the response of the AC voltage controller for a smefl st the reference for grid voltage
magnitude,E,. As shown in the filtered voltage response, the system is tabfellow the
voltage reference with the desired bandwidth.

83



Chapter 7. Experimental Verification

1.03 :
rw'.-.mm.wwmw.wa

1.02

/‘-‘V.M‘M“JM‘-WWI'
1.01

e r ittt Bobia it

E, lpul

—_

0.03f

0.02

Q. [pul

€ 001}

P

0 e

10 10.5 ) 11 115
time [s]

Fig. 7.11 Dynamic performance of AC voltage controller; Tofagnitude of grid voltage reference
(gray dashed), measured average voltage(black); Bottjetted average active power (gray)
and reactive power (black).

7.5 Experimental results on POD and TSE by E-STATCOM

To verify the power oscillation damping and transient digbenhancement controllers, the
setup in Fig[ 71, which represents a single machine infinite system with E-STATCOM,
is used. The single line diagram of the setup is shown in[Ef2,Awhere the synchronous
generator is connected to an infinite bus throughlksections of the transmission line model
(without the shunt capacitors). The possible connectiontpof the E-STATCOM are marked
as1,2and3.

Pg
—» 1§ 2 3 ?
@—.—1 || }% { 1 i{ } { }i{ 1 %

Generator bl Infinite bus

— | E-STATCOM

Fig. 7.12 Single line diagram of the laboratory setup for P& TSE.

The gain values are adjusted to get the desired dampingperfwe at bus 2 first. These values
are then kept constant for all the experiments. Based onviilable active and reactive power
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7.5. Experimental results on POD and TSE by E-STATCOM

from the converter and level of damping or transient stgbdnhancement needed, the gains
can be chosen. First, the power oscillation damping cdetrdd tested with three connection
points of the E-STATCOM as shown in Fig. 7112. A three-phasdtfis applied at bus 1 for
250 ms and the performance of the E-STATCOM for POD using timerol strategy described
in Sectior 6,311 is shown in Fig.7]13. As described in thellssignal analysis in Sectidn 6.4.2
and as shown in the measurements depicted in[Figl 7.14, jetad active power decreases
with the distance from the generator where its effect to ®damping decreases. The max-
imum damping with active power injection is obtained whea ERSTATCOM is closer to the
generator, in this case at bus 1. With respect to reactiveepmjection, the level of additional
damping provided by the compensator decreases when mowiag faom the electrical mid-
point. As the transmitted powé, is used to control reactive power, the same amount of ingecte
reactive power is used at the three locations and maximunpuhgnaction is provided around
electrical midpoint of the line, in this case at bus 2, thatik¢he larger voltage modulation.
When moving closer to the infinite bus, in this case at bus Bypitag provided by the POD
controller decreases, in accordance with the analysis showig.[6.8. With both active and
reactive power injection, effective power oscillation dang is provided by the E-STATCOM
at various connection points except, of course, when thegeosator is connected close to the
infinite bus.
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Fig. 7.13 Measured generator active power output folloveirigree phase fault with E-STATCOM con-
nected at bus 1 (top), bus 2 (middle) and bus 3 (bottom). POB Qyonly (black solid),Qiy;
only (gray solid), bothP,;, Qinj (black dashed) and no POD (gray dashed).
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Fig. 7.14 Injected active and reactive power with E-STATCOdnnected at bus 1 (black solid), bus 2
(black dashed) and bus 3 (gray solid). Active power injeciimp); reactive power injection
(bottom); bothP;,;; andQ;,; used for POD.

For the test described in Fig.7]13 dnd 7.14, knowledge oftte@scillatory frequency in the
transmitted active power has been considered. To test thenalg performance of the investi-
gated POD controller in case of inaccurate knowledge of sudlation frequency, a second set
of experiments has been carried out assuming an oscillagguencyw.,. = 0.9 Hz, where
the actual measured oscillation frequency is 0.4 Hz. Thiama¢hat an error of 100% in the es-
timated oscillateion frequency is here considered. Figut& shows the dynamic performance
of the RLS, where both the resetting and frequency adaptatigthods are implemented. With
the E-STATCOM connected at bus 2, Fig. 7.16 compares themmeaince of the POD con-
troller with and without the oscillation frequency adapiat By using the frequency adaption,
the phase of the oscillatory component in the input signabisected, thus providing a better
damping. This is advantageous when compared to the usedsldgdilter links, where the right
phase shift is provided only at a particular oscillatiorgfrency.
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Fig. 7.15 Improved RLS based estimator; Top: Measured Jgrag estimated (black) generator ac-
tive power; Middle: Variation of forgetting factox; Bottom: Estimated power oscillation fre-
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Fig. 7.16 Top: measured generator output power with frequeaptation (black solid), without fre-
guency adaptation (gray solid) and with no POD (gray dashéildle: Injected active power
with frequency adaptation (black) and without frequencgyddtion (gray); Bottom: Injected
reactive power with frequency adaptation (black) and witfoequency adaptation (gray).
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On the other hand, by using the resetting of the forgettimgofa a faster estimation can be
achieved. Figure 7.17 compares the performance of the P@Datier with and without the
forgetting factor resetting. If no resetting is used, theSRéstimator behaves like a LPF in
steady state (see Section 412.2). Therefore, due to ittelihsipeed, larger active and reactive
power is injected in beginning of the damping operation. Wtiee resetting function in the
RLS is enabled, fast estimation of both the amplitude and®loh the oscillatory component
in the transmitted active power can be achieved. Being atkadw the phase of the oscillatory
component faster as compared with the conventional RL8slEsa smaller amount of required
power. The use of the resetting method would be even morertvid case of multi-machine
system with more than one oscillation frequency compontiatsare close to each other.
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Fig. 7.17 Top: measured generator output power withsetting (black solid), without resetting (gray
solid) and no POD (gray dashed); Middle: Injected active gowith \ resetting (black) and
without \ resetting (gray); Bottom: Injected reactive power witresetting(black) and without
A resetting(gray).

Even if the power oscillation can be damped using the PODrobbett as described, a transient
stability enhancement function is required to keep the ggaefrom losing synchronism af-
ter fault clearing. The tendency of the generator to loselsgonism increases with the fault
clearing time and the amount of transmitted active poweusTh larger fault clearing time of
350 ms is considered for a three-phase fault applied at busiyyi’7.12. With the E-STATCOM
connected at bus 2, Fig._7]18 shows the TSE controller peefioce immediately after fault
clearing. Here, the TSE has been implemented to guaranséarigle stability only and then
the compensator is operated in voltage control mode, irnr@plereciate the need for a damping
controller after the system stabilization. As shown in tigeife, the generator power output is
increased when the TSE function is started (see the dastubelioi Fig.[7.18) and this increases
the stability margin of the system. The TSE function is aekieby absorbing a constant ac-
tive power (gray curves in the figure) or by controlling the®@ltageE, to 1.05 pu using
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reactive power (black curves) to achieve a first swing stgl@inhancement as described in
Sectiori6.32. Due to the limited reactive power, the regfliieference voltage @, = 1.05 pu
is not achieved.
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Fig. 7.18 Top: measured generator output power; middléreaeind reactive power injected by the E-
STATCOM; bottom: amplitude of PCC voltage. Black curvesiatdre power injection only,
used for voltage control and TSE; gray curves: reactive pavjection used for voltage control
only and active power injection (gray dashed in the middtg)pised for TSE.

As it can be seenin Fig. 7.118, The TSE function only providesandeceleration area to achieve
a first swing stability enhancement. As expected, no damigipgovided by the voltage con-
troller. The same test is performed with also the dampingrobiar activated. The performance
of the TSE and POD controllers together is shown in[Eig.] Arhénediately after fault clearing,
the TSE function starts (similar to Fig. 7]18) followed by AOD function. The derivative of
the measured active power leads to an activation of the T8&itn for the first swing only.
When damping is provided by reactive power injection, th&€R@ltage is modulated around
the nominal voltage (see black curves in Fig. 7.19). On therdtand, using active power injec-
tion, the PCC voltage magnitude can be kept constant anti@ualidamping can be provided
(see gray curves in Fig. 719). In this case, the limit of #ective power is hit only during the
TSE interval.
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Fig. 7.19 Top: measured generator output power; middléveaand reactive power injected by the E-
STATCOM; bottom: amplitude of PCC voltage. Black curvesative power injection used for
voltage control, TSE and POD; gray curves: reactive powjection used for voltage control
and TSE and active power injection (gray dashed in the migidi§ used for POD.

7.6 Conclusions

In this chapter, theoretical results on improved RLS basédator, control of shunt-connected
E-STATCOM and power system stability enhancement by E-E&J@WM presented in the pre-
vious chapters have been verified through experiment. Arigtien of the laboratory setup
used for the experiments has been given and the differet#t lese been carried out. The
performance of the improved RLS based estimator for esiimatf low-frequency electrome-
chanical oscillations, harmonics and sequence compohastbeen shown. These results are
used for design of an improved current controller and a PQfirobler. The performance of the
improved current controller in distorted grids and the AQtage controller has been shown.
The robustness of the control algorithm for POD and TSE uBH8TATCOM has been inves-
tigated. It has been shown that injection of active poweP@D is minimized at locations in
the power system where its effect is negligible, confirmimg theoretical investigation. Using
both active and reactive power injection with the controdtgtigy as described in Section]6.3, it
has been shown that stability enhancement can be achiegedetill connection points of the
E-STATCOM in the transmission line. Through the experinaérgsults, it has been shown that
the simulation results are verified.
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Conclusions and future work

8.1 Conclusions

This thesis has dealt with the application of the energyast® equipped shunt-connected vol-
tage source converter (here named E-STATCOM) for poweesystability enhancement. In
particular, the focus of the thesis has been on Power OsaiilaDamping (POD) and Transient
Stability Enhancement (TSE). The final aim of this work hasrb® identify a control strat-
egy that allows stability enhancement from the compensetbriow amount of injected active
power, leading to a cost-effective utilization of the enestprage. For this purpose, accurate
knowledge of the oscillatory modes in the measured sigsaileeded. A control algorithm for
POD has been developed using a signal estimation technagesilon Recursive Least Square
(RLS) algorithm in Chaptérl4. Advantages of the RLS over oflignal estimation techniques
based on the use of filters have been highlighted. Improvesierthe conventional RLS ap-
proach to give a fast speed of response and still guaraisteterdy state selectivity have been
proposed. Furthermore, a method to be able to cope with umate knowledge of the oscil-
latory frequency, which makes the estimation algorithngdiency adaptive, has been derived.
The resulting RLS algorithm (here named Improved RLS) gavésst and selective estimation
of low-frequency electromechanical oscillations in theaswed signals. The obtained esti-
mates are then used to develop the POD controller. The igeg¢sd estimation algorithm also
allows estimation of sequence and harmonic componenteimtasured quantities, allowing
satisfactory performance of the system in case of non-iwaditions of the grid voltage.

The control of the E-STATCOM for power system stability enb@ment has been developed
using a simplified two-machine power system model in Chdtdihis simple model has also
been utilized to investigate the impact of active and rgagiiower modulation as a function
of the location of the compensator in the power system. ThE B@d TSE controllers have
been designed using estimation of the low-frequency @ewtchanical oscillations following
disturbances as described in Chapter 4. The robustness obtttrol algorithm against system
parameter variation has been shown both via simulationfaodigh an experimental setup that
has been built in the Power System Laboratory at the Depattai&nergy and Environment at
Chalmers University of Technology. By using the estimatthefgrid frequency, obtained from
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the Phase-Locked Loop (PLL), and the measured active pooventl in the line in conjunction
with the proposed Improved RLS to control the injected a&ctind reactive power, respectively,
the E-STATCOM is able to guarantee a uniform stability erdeanment regardless of its location
in the power network. Furthermore, selecting the frequerasjation at the connection point
as the input signal for the active power modulation allowes thinimization of active power
injection in points of the power system where its impact oloR@uld be negligible, i.e. in the
vicinity of the mass-scaled electrical midpoint of the line

8.2 Future work

The main focus of the thesis has been on the development ama#iysis of an energy efficient
control algorithm for power oscillation damping and tramgistability enhancement using com-
bined active and reactive power injection. The investayatiarried out in this thesis has been
made under the assumption of having an infinitely large gnstgrage connected to the DC-
link of the voltage source converter. It can be of interegdeand the analysis by implementing
the model of an actual energy storage (for example, basdesied investigate the impact of its
dynamics as well as the limited amount of available energgynemmplemented control strategy.

The dynamic performance of the system has been investiggtading a simple two machine
model of the power system. In order to isolate the contrdsutif the compensator, the power
system model did not include other components, such as lwaoiher dynamic components.
A natural next step is to consider a larger power system metih includes also these com-
ponents. However, in a large power system, which includesyrganeration units, loads (both
static and dynamic) and compensators, interaction betw#fment controllable objects can
lead to system destabilization. This requires a coordthatatrol of various controllable ob-
jects for reliable operation of the power system. Thereftire control strategy developed for
a single compensator should be adapted for controllingiliged power electronics devices
(STATCOMSs, SVCs but also, for example, wind power plantsptovide power system sta-
bility enhancement in a large power system. For this, therawtion that could arise among
the different controllable objects and loads should beistuoh detail and a coordinated con-
trol algorithm that is robust against system parametergbsand does not lead to interactions
between the various controllable objects and loads shautteleloped.
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Appendix A

Transformations for three phase systems

A.1 Introduction

In this appendix, the necessary transformations from thheese quantities into vectors in sta-
tionary a5 and rotatinglq reference frames and vise versa will be described.

A.2 Transformation of three phase quantities to vectors

A three phase system constituted by three quantiti€s, v,(t) andws(t) can be transformed
into a vectory,4(t) in a stationary complex reference frame, usually caligeframe, by ap-
plying the transformation defined Hy (A.1).

a(t) = a(t) + j05(t) = Kiran(va(t) + va(£)3™ + v(t)el3™) (A.1)

The transformation consta#,., can be chosen to bg’2/3 or 2/3 to ensure power invariant
or amplitude invariant transformation respectively betwéhe two systems. Equation (A.1) can
be expressed in matrix form as [N (A.2).

) v1(?)
:| = T32 'Uz(t) (A2)
)
where the matrixs; is given by

1 L _1
T3 = K, 2 2

The inverse transformation, assuming no zero-sequengies by [A.3).
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U]_(t)
{ va(1) ] =12 { zagg } (A.3)
va(t) A
with the matrix753 given by
2 0
(I R U

A.3 Transformation between fixed and rotating coordinate
systems

For the vectow,,4(t) rotating in thea3-frame with the angular frequency(t) in the positive
(counter-clockwise) direction,&;-frame that rotates in the same direction with the same angu-
lar frequencyw(t) can be defined. The vectoy;(t) will appear as fixed vectors in this rotating
reference frame. A projection of the vectgy;(t) in thed-axis andz-axis of thedg-frame gives

the components of the vector in the-frame as illustrated in Fig.Al.1.

B
A
q
vs(t )k l}aﬁ 2 ‘NM
V(1)
vq(t) o)
v: O >

Figure A.1: Relation betweems-frame andig-frame.

The transformation can be written in vector form ad.in (A.4).

Uag(t) = va(t) +jug(t) = vap(t)e (A.4)

with the angled(t) in Fig[Ad given by
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A.3. Transformation between fixed and rotating coordinggtesns

The inverse transformation, from the rotatidg-frame to the fixedxs-frame is defined by
(A.5).
Qaﬂ (t> = qu<t)€j9(t) (AS)

In matrix form, the transformation between the fixed-frame and rotatinglq-frame can be

written as in[(A.6) -[(ALY).

{ 228 } = R(=0() { % } (A.6)
Lt | =roen [ @

where the projection matrix is

cogd(t)) —sin(d(t))
R(0(t)) = { sin(6(t)) cog6(t) }
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