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Abstract

The complexity of transient electromagnetic scattering from objects in free space has been well known for years. Such 
complexity is mainly due to the high aspect dependency of the early-time response, and the interactions between 
the various scattering events. Attempts have been made to analytically and numerically study the transient scattering 
problem using time-frequency (TF) analysis. Using this technique, the occurrences of the scattering events and their 
frequency content can be revealed, which leads to further information about the actual scattering behavior. For the 
case of subsurface targets, the entire problem becomes more complicated with the introduction of a dielectric interface. 
Analytical solutions of such complicated electromagnetic problems are usually not available, and can only be numerically 
addressed in most cases. In this paper, a systematic study of transient scattering from some subsurface targets is 
presented. The various interactions between the target and the interface of the half-space can be clearly observed. The 
fi ndings from this work have opened up some issues that are left for further investigation.

Keywords: Time domain electromagnetics; transient scattering; subsurface target detection; ultra wideband radar; 
radar target recognition; time-frequency analysis; electromagnetic scattering 
 

1. Introduction

Ultra-wideband (UWB) transient electromagnetic scatter-
ing from radar targets has been a well-researched topic 

over the years. One well-known application is automatic target 
recognition (ATR), based on the target-dependent natural 
resonances embedded in the transient electromagnetic signa-
ture [1-3]. According to the Singularity Expansion Method 
(SEM), the late-time response of the transient scattering from 
a perfectly electrically conducting (PEC) target can be written 
as a sum of damped exponentials [3, 4]. Theoretically, these 
natural resonant frequencies correspond purely to target fea-
tures, which can be used for target characterization. Reso nance-
based radar target recognition using K-pulse [5], E-pulse [1, 
2, 6] and S-pulse [1, 2] algorithms have been studied as far 

back as the 1980s. The concept of using target reso nances for 
automatic target recognition was fi rst applied to radar targets in 
free space, and then later extended to both PEC and dielectric 
targets sited below a dielectric half-space (a subsurface target) 
[7-10]. Recent attempts by Lui and Shuley et al. [11-13] have 
looked into the possibility of using the E-pulse technique for 
subsurface target detection and rec ognition.

 In addition to the various applications of the original 
Sin gularity Expansion Method model for target recognition, 
another research interest is the theoretical development of the 
Singularity Expansion Method, especially for the complicated 
early-time target response. Such complexity is due to the fact 
that the target has not been fully excited in the early time 
period, and thus the early-time response is highly dependent 
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on the incident aspect, which makes it diffi cult to model [14-
20]. Felsen, Heyman, and Shirai [16-20] conducted a number 
of analytical studies of transient electromagnetic scattering, and 
proposed the Hybrid Wavefront Singularity Expansion Method 
(HWSEM). The Hybrid Wavefront Singularity Expansion 
Method aims to unify the early-time local wave front-scattering 
phenomena and the late-time global resonance behavior. It also 
provides further physical insight into the tran sient scattering 
problem. Most analytical studies of transient scattering have 
been limited to canonical structures, for good reasons. With 
the rapid development of numerical modeling techniques and 
measurement facilities in recent years, the tar get signature 
of complex targets (non-canonical) can be easily obtained. 
However, it is diffi cult to gain any physical insight into the 
actual scattering mechanisms from computed or measured 
responses. 

 One possible approach to assist in the development of 
better algorithms for subsurface scattering is to study the time-
variant transient response in a signal-processing context using 
joint time-frequency (TF) analysis. In the joint time-frequency 
domain, the simultaneous existence and occurrence of the fre-
quency components and their temporal development can easily 
be determined, allowing observation of the establishment of 
the resonances and their various interactions. There have been 
a number of studies using time-frequency analysis to study 
transient electromagnetic scattering for objects in free space 
(for example, [21-28]). However, most work did not relate the 
observations from the time-frequency plots to the actual scat-
tering mechanisms. An exception was the work of Rothwell et 
al. [29], where adaptive time-frequency analysis was used to 
study the substructure resonances of a model aircraft. Recently, 
Lui and Shuley [30] applied time-frequency analysis to study 
scattering from a bent-wire target, and verifi ed the correctness 
of the Hybrid Wavefront Singularity Expansion Method 
model. For subsurface targets, there are only a few studies in 
the literature [31, 32]. To our knowledge, there has so far not 
been any work that uses time-frequency analysis for transient-
scattering phenomena from a subsurface target.

 Therefore, the main objective in this work is to study 
transient electromagnetic scattering with particular emphasis 
on the scattering events and mechanisms using time-frequency 
analysis. In particular, examples of wire targets in lossless and 
lossy subsurface environments are considered. The wire target 
was chosen because of ease of computation, and its associated 
high Q allows resonance behavior to be easily identifi ed. Sub-
sequently, results for a hip prosthesis model that has a similar 
length as the wire but with a lower Q factor will be presented 
[11-13]. Before considering these examples, a short review of 
transient electromagnetic scattering of subsurface targets and 
time-frequency analysis in the context of transient electro-
magnetic scattering is fi rst given. The fi ndings from the 
numerical examples and their connections with some recent 
developments in the automatic target recognition context are 
discussed in Section 5. Conclusions are reached at the end of 
the paper.

2. Transient Electromagnetic Scattering of 
Subsurface Targets

 Transient electromagnetic scattering of targets embedded 
within a lossy homogenous half-space have been addressed in 
a number of papers [33-35]. Compared to transient scattering 
for objects in free space, the electromagnetic scattering prob-
lem for a subsurface target becomes much more complicated, 
due to the existence of the dielectric discontinuity of the half-
space. Studies using full-wave electromagnetic modeling have 
shown that there exist two types of resonances: the “image 
resonance,” and the “self resonance” [7, 8]. The “image reso-
nance” corresponds to the interaction between the target and 
the dielectric interface. This particular resonance varies as 
the depth of the target changes. Just as for the target in free 
space, the “self resonance” mainly corresponds to the resonant 
behavior of the target itself within the dielectric environment. 
However, compared to a target in free space, which is inde-
pendent of excitation aspect, the “self resonance” for a subsur-
face target does slightly vary as a function of target depth, of 
target orientation, and of the dielectric properties of the sur-
rounding environment [7, 8]. As a result, subsurface target 
recognition based on the resonant frequency itself is a compli-
cated process, unless the target depth and orientation are known 
a priori, such that the exact value of the target reso nance is 
known. 

3. Time-Frequency Analysis in the Context 
of Transient Electromagnetic Scattering

 The motivation for time-frequency analysis originates 
from the nature of non-stationary signals, where the frequency 
components of the signals are time variant. According to the 
nature of the time-frequency distributions (TFDs), they can be 
divided into two main classes: linear and bilinear. To further 
improve the performance of time-frequency distributions, 
techniques such as time-scaled distributions (TSDs) [36] and 
reassignment methods [37] have been introduced. It is to be 
noted that extensive work has been done on time-frequency 
distributions to ascertain whether those distributions maintain 
certain desirable properties (e.g., real valued, preserved time 
and frequency shift, time and frequency margins, instantane-
ous frequency, group delay, non-negativity, etc.) [38-40]. In this 
paper, we focus on applying the time-frequency distribu tions to 
study the temporal occurrence and frequency of the scattering 
phenomena of the radar targets. Reviews of various time-
frequency distributions can easily be found in [38-41], and thus 
we are not going to repeat that here. Although time-frequency 
distributions such as the Choi-William Distribution (CWD) may 
result in better time-frequency resolution, they can at the same 
time also introduce other artifacts, which can be misinterpreted. 
With our previous experience with targets in free space [30], the 
spectrogram (SP) and smooth-pseudo Wigner-Ville distribution 
(SPWVD) will be used in this work. For the rest of this section, 

a brief review of time-frequency analysis as applied to transient 
electromagnetic scattering will be given. 

 Ling et al. [21, 22] fi rst applied the spectrogram and con-
tinuous Wavelet Transform (CWT) to various electromagnetic 
scattering applications. These included a plasma cylinder [22], 
an open-ended waveguide cavity [24], a dielectric grating 
[25], and coated dielectric wires [26]. The frequency of inter-
est was in the quasi-optical region, and the objective was to 
study the high-frequency scattering mechanisms, such as edge 
and corner diffractions, most of which can be described by the 
Uniform Theory of Diffraction (UTD) in the electromagnetic 
context. Most of Ling’s work was concerned with time-fre-
quency analysis of high-frequency electromagnetic scattering 
and its application to radar imaging. There has not been much 
work concerning time-frequency analysis in the area of ultra-
wideband transient scattering. A summary of such work may be 
found in [21] and [27].

 Gaunaurd and Strifors et al. [42] have applied the short-
time Fourier transform (STFT) and the pseudo-Wigner-Ville 
distribution (PWVD) to impulse-radar applications. They have 
looked into the target response for some scale-model aircraft 
and spheres in free space, under impulse excitation with a 
bandwidth of 2 GHz. They found that time-frequency analysis 
is capable of revealing some of the scattering mechanisms, 
such as specular returns, creeping waves, and resonances, in the 
time-frequency plane. They also conducted a brief study using 
other time-frequency distributions, such as the Choi-William 
distribution, the Zhao-Atlas-Marks distribution (ZAMD), the 
Gabor spectrogram, and the adaptive spectro gram [42] on the 
same target response. They concluded that the pseudo-Wigner-
Ville distribution and Choi-William distri bution are to be 
preferred, with good capabilities of cross-term suppression.

 To our knowledge, time-frequency analysis applied to 
scattered signals from concealed targets has also not been 
extensively treated in the literature. Gaunaurd and Nguyen 
[31] applied time-frequency analysis to the scattering from 
landmines buried under soil with known dielectric properties. 
Both simulation and measurement data were presented. 

 According to [21] and [27], different scattering mecha-
nisms will appear differently in the time-frequency domain. 
The four main scattering phenomena are shown in Figures 1a 
to 1d. A vertical line in the time-frequency domain indicates 
that the scattering event occurs for a particular time instant but 
over all frequencies of excitation, and corresponds to wave-
front phenomena, or a so-called scattering center (Figure 1a). 
A horizontal line in the time-frequency domain indicates that 
the scattering phenomenon dominates at a particular frequency 
over the transient time frame, and corresponds to a resonant 
mode (Figure 1b). However, dispersive phenomena appear as 
slopes in the time-frequency domain. A study of the transient 
scattering from a coated strip with a gap found that a positive 
slope in the time-frequency domain corresponds to a surface-
wave mechanism due to the material coating (Figure 1c) 
[25]. Similarly, another study on the scattering of an opened 

waveguide [28] discovered that a negative slope in the time-
frequency domain corresponds to structural dispersion (Fig-
ure 1d). Here, our focus is on wavefront-related phenomena, 
resonance phenomena, and their interactions, which are the 
key scattering mechanisms according to the Hybrid Wavefront 
Singularity Expansion Method.

4. Numerical Examples

 This section will be divided into three parts. In the fi rst 
part, examples of a PEC wire target sited beneath a lossless 
half-space with different orientations are given. The aim here 
was to study how the interactions between the target and the 
medium interface vary as the target’s orientation changes. One 
may argue that it is also important to study the time-frequency 
analysis of transient signatures of wire targets at different ori-
entations in free space. Such a study has been previously con-
ducted [43], and thus is not repeated here. Then, examples using 
the same wire target sited below a frequency-dependent lossy 
half-space, corresponding to a model of realistic human tissue, 
will be given. The aim in this second part was to study the 
variations of the scattering behavior as the dielectric prop erties 
changed. Lastly, time-frequency analysis of the scatter ing from 
a hip-prosthesis model sited at various depths below realistic a 
human-tissue model [44, 45] will be studied. Moni toring target-
depth changes of the prosthesis model below a half-space of 
human tissue using the E-pulse technique was discussed in 
[11-13]. Here, we would like to see how the tar get’s signature 
actually changes as the target’s depth varies. 

a)

a)

b)

c) d)

Figure 1. Electromagnetic scattering mechanisms mani-
fested in the time­frequency domain: (a) wavefront, (b) 
resonance, (c) material dispersion, and (d) structural dis­
persion.
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4.1 Examples for a Wire Target Below 
a Lossless Half-Space

 A PEC wire target of length 14L = cm, sited below a 
lossless half-space as shown in Figure 2, was considered. The 
center of the wire was at a depth of 14h L= = cm below the 
air-dielectric interface, with an orientation angle of ϕ . This 
was very similar to the study of Vitebskiy and Carin in [33]. 
Medium 1 was free space, while the dielectric properties of 
medium 2 were 2 9rε =  and 2 0σ = S/m. These fi gures inci-
dentally were a simple approximation to the dielectric proper-
ties of human tissue under microwave-frequency excitation 
[45]. Wire targets with an orientation of 0ϕ = °  (vertical), 

30ϕ = ° , 60ϕ = ° , and 90ϕ = °  (horizontal) were studied. 
Excitation was a parallel-polarized plane wave at a Brewster 
angle of 71.5Bθ = ° , allowing total transmission from free 
space into the half-space. The angle of refraction was calcu lated 
to be [46] 

  1 0

0

9
tan 18.4T

ε
θ

ε
−  

= = °  
 

,   (1)

and the scattered fi eld was measured in the back-scattered 
direction. 

 The scattering-event sequence of the scattering problem in 
Figure 2 is shown in Figure 3, and was the same as Figure 2 of 
[33]. To study the occurrences of each scattering event, the 
timing of each individual interaction is illustrated in Fig ures 4a 
and 4b, respectively. In Figure 4a, 0t  corresponds to the time 
required for the electromagnetic pulse to travel from the 
interface to the leading end of the wire in the direction of Tθ , 
and 1t  corresponds to the time required for the electromag netic 
pulse to travel to the far end of the wire in the direction of Tθ . 
In Figure 4b, 2t  corresponds to the time required for the induced 
current to propagate from one end of the wire to the other; at  
and bt  correspond to the time for the electromagnetic pulse to 
vertically propagate from the wire’s ends to the interface. The 
timing of each individual interaction was calculated, and is 
tabulated in Table 1 for different orien tations, ϕ . The timing 
information given in Table 1 was then used for calculating the 
timing of the scattering events given in Figure 3.
 
 The target response was computed in the frequency 
domain using the full-wave Moment Method solver FEKO 
[47], from 4.88 MHz to 10 GHz with 2048 equally spaced 
samples, and windowed with a Gaussian window. For verifi -
cation purposes, the bicycle pulse used in [33] was also be 
used to ensure the correctness of the target signatures. Mathe-
matically, the frequency response of the Gaussian window [48] 
and of the bicycle window are given by [10]
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where 0 10t = ns and 1 3.33it = GHz. The corresponding time-
domain expression in closed form for Equation (2) can be found 
in [48] in the time domain, but a similar expression for 
Equation (3) is not available. The frequency-domain and time-
domain responses of the Gaussian window and the bicycle 
pulse are shown in Figure 5. Note that in the time domain, the 
Gaussian pulse starts at 10reft = ns, while the bicycle pulse 
starts at 0reft = ns. Together with the timing of each individ ual 
scattering event given in Table 1, the occurrences of the 
scattering events at different orientations, ϕ , are given in 
Table 2.

 The time-domain target signatures for the 14 cm wire sited 
beneath the lossless half-space with various orientations, with 

0ϕ = ° , 30ϕ = ° , 60ϕ = ° , and 90ϕ = ° , are shown in Figure 6 
to Figure 9, respectively. The signatures windowed by the 
Gaussian window are shown in Figures 6a, 7a, 8a, and 9a, while 
the signatures windowed by the bicycle window are shown in 
Figures 6b, 7b, 8b, and 9b, respectively. The results shown in 
Figures 6b, 7b, 8b, and 9b were very similar to those of [33]. 
Furthermore, occurrences of various scattering events were 
clearly identifi ed in both the Gaussian-windowed and bicycle-
windowed target signatures, verifying the correctness of the 
target signatures, at least for similar data. For 0ϕ = °  and 

30ϕ = ° , events A, B, F, G, and H were not identifi ed, due to 
their relatively small amplitudes.

Figure 2. A PEC wire target sited beneath a half-space with 
the Brewster angle as the angle of incidence. The length of 
the wire target was L, and the orientation angle of the wire 
was ϕ . The depth of the wire, h, was the verti cal distance 
between the center of the wire and the inter face.

Fig ure 3. The scattering-event sequence of the wire target sited below the half-space with an incident plane wave at 
the Brewster angle of incidence. We considered 10 events, as shown in Figures 3a to 3o (identifi ed as events A, B, ..., O, 
respectively), and the corresponding times of occurrence are shown in Table 2. The numbers in each fi gure indicate the order 
of how the electromagnetic wave traveled.
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4.1 Examples for a Wire Target Below 
a Lossless Half-Space
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30ϕ = ° , 60ϕ = ° , and 90ϕ = °  (horizontal) were studied. 
Excitation was a parallel-polarized plane wave at a Brewster 
angle of 71.5Bθ = ° , allowing total transmission from free 
space into the half-space. The angle of refraction was calcu lated 
to be [46] 
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and the scattered fi eld was measured in the back-scattered 
direction. 

 The scattering-event sequence of the scattering problem in 
Figure 2 is shown in Figure 3, and was the same as Figure 2 of 
[33]. To study the occurrences of each scattering event, the 
timing of each individual interaction is illustrated in Fig ures 4a 
and 4b, respectively. In Figure 4a, 0t  corresponds to the time 
required for the electromagnetic pulse to travel from the 
interface to the leading end of the wire in the direction of Tθ , 
and 1t  corresponds to the time required for the electromag netic 
pulse to travel to the far end of the wire in the direction of Tθ . 
In Figure 4b, 2t  corresponds to the time required for the induced 
current to propagate from one end of the wire to the other; at  
and bt  correspond to the time for the electromagnetic pulse to 
vertically propagate from the wire’s ends to the interface. The 
timing of each individual interaction was calculated, and is 
tabulated in Table 1 for different orien tations, ϕ . The timing 
information given in Table 1 was then used for calculating the 
timing of the scattering events given in Figure 3.
 
 The target response was computed in the frequency 
domain using the full-wave Moment Method solver FEKO 
[47], from 4.88 MHz to 10 GHz with 2048 equally spaced 
samples, and windowed with a Gaussian window. For verifi -
cation purposes, the bicycle pulse used in [33] was also be 
used to ensure the correctness of the target signatures. Mathe-
matically, the frequency response of the Gaussian window [48] 
and of the bicycle window are given by [10]
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where 0 10t = ns and 1 3.33it = GHz. The corresponding time-
domain expression in closed form for Equation (2) can be found 
in [48] in the time domain, but a similar expression for 
Equation (3) is not available. The frequency-domain and time-
domain responses of the Gaussian window and the bicycle 
pulse are shown in Figure 5. Note that in the time domain, the 
Gaussian pulse starts at 10reft = ns, while the bicycle pulse 
starts at 0reft = ns. Together with the timing of each individ ual 
scattering event given in Table 1, the occurrences of the 
scattering events at different orientations, ϕ , are given in 
Table 2.

 The time-domain target signatures for the 14 cm wire sited 
beneath the lossless half-space with various orientations, with 

0ϕ = ° , 30ϕ = ° , 60ϕ = ° , and 90ϕ = ° , are shown in Figure 6 
to Figure 9, respectively. The signatures windowed by the 
Gaussian window are shown in Figures 6a, 7a, 8a, and 9a, while 
the signatures windowed by the bicycle window are shown in 
Figures 6b, 7b, 8b, and 9b, respectively. The results shown in 
Figures 6b, 7b, 8b, and 9b were very similar to those of [33]. 
Furthermore, occurrences of various scattering events were 
clearly identifi ed in both the Gaussian-windowed and bicycle-
windowed target signatures, verifying the correctness of the 
target signatures, at least for similar data. For 0ϕ = °  and 

30ϕ = ° , events A, B, F, G, and H were not identifi ed, due to 
their relatively small amplitudes.

Figure 2. A PEC wire target sited beneath a half-space with 
the Brewster angle as the angle of incidence. The length of 
the wire target was L, and the orientation angle of the wire 
was ϕ . The depth of the wire, h, was the verti cal distance 
between the center of the wire and the inter face.

Fig ure 3. The scattering-event sequence of the wire target sited below the half-space with an incident plane wave at 
the Brewster angle of incidence. We considered 10 events, as shown in Figures 3a to 3o (identifi ed as events A, B, ..., O, 
respectively), and the corresponding times of occurrence are shown in Table 2. The numbers in each fi gure indicate the order 
of how the electromagnetic wave traveled.
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Table 1. The time required for the occurrence of the individual 
wire-interface interaction events shown in Figure 4.

Orientation 0ϕ = ° 30ϕ = ° 60ϕ = ° 90ϕ = °

 (Gaussian) 10 ns 10 ns 10 ns 10 ns
 (Bicycle) 0 ns 0 ns 0 ns 0 ns

0t 0.74 ns 1.11 ns 0.95 ns 1.48 ns

1t 2.07 ns 2.15 ns 2.21 ns 1.92 ns

2t 1.40 ns 1.40 ns 1.40 ns 1.40 ns

at 0.70 ns 1.05 ns 0.91 ns 1.40 ns

bt 2.10 ns 1.75 ns 1.90 ns 1.40 ns

Table 2. Occurrences of the various scattering events 
shown in Figure 3. The Gaussian pulse started at 10reft =

ns and the bicycle pulse started at 0reft = ns. Depending 
on the choice of the pulse in the time domain, the 

occurrence of the scattering events A to O was the sum of 
reft  and the corresponding values shown in the table.

Event 0ϕ = ° 30ϕ = ° 60ϕ = ° 90ϕ = °

A 1.48 ns 1.67 ns 2.21 ns 2.95 ns
B 2.88 ns 3.26 ns 4.31 ns 5.75 ns
C 4.13 ns 4.42 ns 4.31 ns 3.84 ns
D 4.20 ns 4.45 ns 4.66 ns 4.79 ns
E 4.28 ns 4.47 ns 5.01 ns 5.75 ns
F 5.61 ns 6.09 ns 6.52 ns 6.79 ns
G 5.68 ns 6.06 ns 7.11 ns 8.55 ns
H 5.60 ns 6.03 ns 6.76 ns 7.59 ns
I 6.93 ns 7.22 ns 7.11 ns 6.64 ns
J 8.33 ns 8.43 ns 7.81 ns 6.64 ns
K 7.00 ns 7.25 ns 7.46 ns 7.59 ns
L 7.08 ns 7.27 ns 7.81 ns 8.55 ns
M 8.48 ns 8.86 ns 9.91 ns 11.35 ns
N 9.73 ns 10.02 ns 9.91 ns 9.44 ns
O 11.13 ns 11.23 ns 10.61 ns 9.44 ns

Figure  4. The various interactions of the electromagnetic 
wave between the interface and the wire target (a, top; b, 
bottom).

Figure 5. The time and frequency responses of the Gaussian­ and bicycle­pulse windows: (a, top) the fre quency­ and (b) 
time­domain responses of the Gaussian windowing; (c) the frequency­ and (d, bottom) time­domain responses of the bicycle­
pulse windowing.

Figure 6. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 0ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 7. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 30ϕ = ° . 
The time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.
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Table 2. Occurrences of the various scattering events 
shown in Figure 3. The Gaussian pulse started at 10reft =

ns and the bicycle pulse started at 0reft = ns. Depending 
on the choice of the pulse in the time domain, the 

occurrence of the scattering events A to O was the sum of 
reft  and the corresponding values shown in the table.

Event 0ϕ = ° 30ϕ = ° 60ϕ = ° 90ϕ = °

A 1.48 ns 1.67 ns 2.21 ns 2.95 ns
B 2.88 ns 3.26 ns 4.31 ns 5.75 ns
C 4.13 ns 4.42 ns 4.31 ns 3.84 ns
D 4.20 ns 4.45 ns 4.66 ns 4.79 ns
E 4.28 ns 4.47 ns 5.01 ns 5.75 ns
F 5.61 ns 6.09 ns 6.52 ns 6.79 ns
G 5.68 ns 6.06 ns 7.11 ns 8.55 ns
H 5.60 ns 6.03 ns 6.76 ns 7.59 ns
I 6.93 ns 7.22 ns 7.11 ns 6.64 ns
J 8.33 ns 8.43 ns 7.81 ns 6.64 ns
K 7.00 ns 7.25 ns 7.46 ns 7.59 ns
L 7.08 ns 7.27 ns 7.81 ns 8.55 ns
M 8.48 ns 8.86 ns 9.91 ns 11.35 ns
N 9.73 ns 10.02 ns 9.91 ns 9.44 ns
O 11.13 ns 11.23 ns 10.61 ns 9.44 ns

Figure  4. The various interactions of the electromagnetic 
wave between the interface and the wire target (a, top; b, 
bottom).

Figure 5. The time and frequency responses of the Gaussian­ and bicycle­pulse windows: (a, top) the fre quency­ and (b) 
time­domain responses of the Gaussian windowing; (c) the frequency­ and (d, bottom) time­domain responses of the bicycle­
pulse windowing.

Figure 6. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 0ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 7. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 30ϕ = ° . 
The time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.
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Figure 8. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 60ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 9. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 90ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 10a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 0ϕ = ° . The-time domain 
signature was windowed using a Gaussian win dow.

Figure 10b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 0ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

 Next, the time-frequency distributions (TFDs) of the tar-
get signatures, with both Gaussian and bicycle windowing, are 
shown in Figures 10 to 13. Based on the observations in our 
previous study [30], the smooth pseudo-Wigner-Ville distri-
bution (SPWVD) was found to be preferred over the others (in 
terms of resolution and reasonable capabilities of suppression 
of cross-terms), and they were thus chosen for this example. In 
this paper, all the time-frequency distributions were computed 
using the toolbox developed by CNRS in France and Rice 
University in the USA [41]. For 0ϕ = ° , 30ϕ = ° , and 60ϕ = °
, there were three inclined vertical lines shown in the time-
frequency domain within the timeframe. These inclined vertical 
lines corresponded to the occurrences of the wave front-
scattering events, and there were no horizontal lines joining 
them, indicating that they did not have strong interac tions with 
each other. In this example, one would expect a number of 
horizontal lines that corresponded to the resonant modes of this 
strongly resonating target, with a large number of sharp peaks, 
as shown in the frequency responses on the left of each fi gure. 
In fact, this can be explained by the Hybrid Wavefront 
Singularity Expansion Method. Under the Hybrid Wavefront 
Singularity Expansion Method description of [19, 20], it was 
shown and proven mathematically that wavefronts and 
resonances form alternative descriptions for transient scattering 
by targets. Various diffraction events (wavefronts) occur in the 
late time period, can be thought of as synthesizing the scattered 
fi eld, and can be summed collectively into Sin gularity 
Expansion Method resonances, and vice versa. Here, one can 
imagine that the large number of resonant modes for the wire 
target at the orientations of 0ϕ = °  and 30ϕ = °  collec tively 
synthesized the late-time wavefront events. Com paring the 
results for the two different types of windowing, the bicycle 
windowing had a lower cutoff frequency and, conse quently, 
high-frequency components were not observed in the frequency 
domain as well as in the time-frequency domain. 

 As shown in the smooth pseudo-Wigner-Ville distribu-
tions of Figures 13a and 13b for 90ϕ = ° , there were a number 
of vertical lines corresponding to the occurrence of the scat-
tering events. They were joined by a number of horizontal lines 
below 5 GHz, indicating that the scattering events strongly 
interacted with each other. However, owing to the different 
shapes of the frequency responses of the Gaussian and bicycle 
windowing, the relative amplitudes of the resonant peaks were 
different, and thus different energy distributions were observed 
between the two cases in the time-frequency domain. Lastly, 
there were also a number of horizontal lines shown in the 
smooth pseudo-Wigner-Ville distributions above 5 GHz, in 
Figure 13. According to the conclusions from [30], these 
horizontal lines were cross-term interferences. This can be 
confi rmed by the fact that they did not appear in the spec-
trograms of Figures 14a and 14b for the same target response 
using Gaussian and bicycle windowing. 

 To probe further, the transient electromagnetic scattering 
of the same wire target inside a homogenous environment of 

9rε =  and 0σ = S/m at different orientations was consid ered. 
We wanted to see how the response differed compared to the 
case of no air-medium discontinuity. In the computation, the 

incident aspects and polarizations of the incident and scat tered 
fi elds, as well as the orientation of the wire, remained the same. 
The half-space Green’s function was replaced by a homogenous 
Green’s function. The target’s responses were computed in the 
same manner, and the smooth pseudo-Wigner-Ville distributions 
are shown in Figure 15. When the orientation of the wire was 

0ϕ = °  (Figure 15a), mainly only the resonant events were 
observed. When the orientation changed to 30ϕ = ° , 60ϕ = ° , 
and 90ϕ = ° , both horizontal and vertical lines appeared in the 
time-frequency domain. Such an observation was in line with 
the fi ndings in the early work on time-frequency analysis of 
targets in free space, and the interactions of the wavefront and 
resonant events under the Hybrid Wavefront Singularity 
Expansion Method description [16-20, 30]. By comparing with 
the case of the air-medium discontinuity, it was observed that 
there were more interac tions between the wavefront and the 
resonant events when the wire was inside a homogenous 
environment. The results indi cated that the introduction of the 
air-medium interface sup pressed some of the resonant and 
wavefront events. 

 While not presented here, an attempt was also made 
to compute the same wire target buried at depths from 2 cm 
to 18 cm below the air-medium interface. As expected, the 
occurrences of the scattering events were delayed as the depth 
increased. Visually, there were no signifi cant changes of the 
vertical positions of the horizontal lines that corresponded to 
the resonant events. This could be explained by the fact that 
the resonant frequencies varied slightly (within a few MHz) as 
the target depth changed [7-10]. At the same time, the reso-
nant modes mainly corresponded to the wire target’s “self 
resonance.” Resonant modes that corresponded to interactions 
between the target and the air-medium interface – “image 
resonance” – were not well observed in the time-frequency 
plots. This was probably because the residues of those reso nant 
modes were relatively low compared to the self-reso nance. 

4.2 Examples of a Wire Target Beneath a 
Frequency-Dependent Lossy Half-Space

 A time-frequency analysis of the same wire target sited 
below a lossy half-space with different dielectric properties 
was considered. In particular, realistic human-tissue models, 
using the Cole-Cole-4 and Debye models, were employed [44, 
45]. The relative permittivity and conductivity, as functions 
of frequency up to 10 GHz, of the fat-infi ltrated human-tissue 
model and the dry-skin model, are shown in Figures 16a and 
16b, respectively. The attenuation constant of the human-tis sue 
model can be given as [46]
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where 2 fω π= , and σ  and rε  are the conductivity and rela-
tive permittivity of the dielectric, respectively. The attenuation 
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Figure 8. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 60ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 9. The time-domain signatures for the 14 cm wire 
target sited beneath a lossless half-space of 9rε = , 0σ =
S/m, at a depth of 14 cm, with an orientation of 90ϕ = ° . The 
time­domain signature was windowed using (a, top) a 
Gaussian window and (b) a bicycle window.

Figure 10a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 0ϕ = ° . The-time domain 
signature was windowed using a Gaussian win dow.

Figure 10b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 0ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

 Next, the time-frequency distributions (TFDs) of the tar-
get signatures, with both Gaussian and bicycle windowing, are 
shown in Figures 10 to 13. Based on the observations in our 
previous study [30], the smooth pseudo-Wigner-Ville distri-
bution (SPWVD) was found to be preferred over the others (in 
terms of resolution and reasonable capabilities of suppression 
of cross-terms), and they were thus chosen for this example. In 
this paper, all the time-frequency distributions were computed 
using the toolbox developed by CNRS in France and Rice 
University in the USA [41]. For 0ϕ = ° , 30ϕ = ° , and 60ϕ = °
, there were three inclined vertical lines shown in the time-
frequency domain within the timeframe. These inclined vertical 
lines corresponded to the occurrences of the wave front-
scattering events, and there were no horizontal lines joining 
them, indicating that they did not have strong interac tions with 
each other. In this example, one would expect a number of 
horizontal lines that corresponded to the resonant modes of this 
strongly resonating target, with a large number of sharp peaks, 
as shown in the frequency responses on the left of each fi gure. 
In fact, this can be explained by the Hybrid Wavefront 
Singularity Expansion Method. Under the Hybrid Wavefront 
Singularity Expansion Method description of [19, 20], it was 
shown and proven mathematically that wavefronts and 
resonances form alternative descriptions for transient scattering 
by targets. Various diffraction events (wavefronts) occur in the 
late time period, can be thought of as synthesizing the scattered 
fi eld, and can be summed collectively into Sin gularity 
Expansion Method resonances, and vice versa. Here, one can 
imagine that the large number of resonant modes for the wire 
target at the orientations of 0ϕ = °  and 30ϕ = °  collec tively 
synthesized the late-time wavefront events. Com paring the 
results for the two different types of windowing, the bicycle 
windowing had a lower cutoff frequency and, conse quently, 
high-frequency components were not observed in the frequency 
domain as well as in the time-frequency domain. 

 As shown in the smooth pseudo-Wigner-Ville distribu-
tions of Figures 13a and 13b for 90ϕ = ° , there were a number 
of vertical lines corresponding to the occurrence of the scat-
tering events. They were joined by a number of horizontal lines 
below 5 GHz, indicating that the scattering events strongly 
interacted with each other. However, owing to the different 
shapes of the frequency responses of the Gaussian and bicycle 
windowing, the relative amplitudes of the resonant peaks were 
different, and thus different energy distributions were observed 
between the two cases in the time-frequency domain. Lastly, 
there were also a number of horizontal lines shown in the 
smooth pseudo-Wigner-Ville distributions above 5 GHz, in 
Figure 13. According to the conclusions from [30], these 
horizontal lines were cross-term interferences. This can be 
confi rmed by the fact that they did not appear in the spec-
trograms of Figures 14a and 14b for the same target response 
using Gaussian and bicycle windowing. 

 To probe further, the transient electromagnetic scattering 
of the same wire target inside a homogenous environment of 

9rε =  and 0σ = S/m at different orientations was consid ered. 
We wanted to see how the response differed compared to the 
case of no air-medium discontinuity. In the computation, the 

incident aspects and polarizations of the incident and scat tered 
fi elds, as well as the orientation of the wire, remained the same. 
The half-space Green’s function was replaced by a homogenous 
Green’s function. The target’s responses were computed in the 
same manner, and the smooth pseudo-Wigner-Ville distributions 
are shown in Figure 15. When the orientation of the wire was 

0ϕ = °  (Figure 15a), mainly only the resonant events were 
observed. When the orientation changed to 30ϕ = ° , 60ϕ = ° , 
and 90ϕ = ° , both horizontal and vertical lines appeared in the 
time-frequency domain. Such an observation was in line with 
the fi ndings in the early work on time-frequency analysis of 
targets in free space, and the interactions of the wavefront and 
resonant events under the Hybrid Wavefront Singularity 
Expansion Method description [16-20, 30]. By comparing with 
the case of the air-medium discontinuity, it was observed that 
there were more interac tions between the wavefront and the 
resonant events when the wire was inside a homogenous 
environment. The results indi cated that the introduction of the 
air-medium interface sup pressed some of the resonant and 
wavefront events. 

 While not presented here, an attempt was also made 
to compute the same wire target buried at depths from 2 cm 
to 18 cm below the air-medium interface. As expected, the 
occurrences of the scattering events were delayed as the depth 
increased. Visually, there were no signifi cant changes of the 
vertical positions of the horizontal lines that corresponded to 
the resonant events. This could be explained by the fact that 
the resonant frequencies varied slightly (within a few MHz) as 
the target depth changed [7-10]. At the same time, the reso-
nant modes mainly corresponded to the wire target’s “self 
resonance.” Resonant modes that corresponded to interactions 
between the target and the air-medium interface – “image 
resonance” – were not well observed in the time-frequency 
plots. This was probably because the residues of those reso nant 
modes were relatively low compared to the self-reso nance. 

4.2 Examples of a Wire Target Beneath a 
Frequency-Dependent Lossy Half-Space

 A time-frequency analysis of the same wire target sited 
below a lossy half-space with different dielectric properties 
was considered. In particular, realistic human-tissue models, 
using the Cole-Cole-4 and Debye models, were employed [44, 
45]. The relative permittivity and conductivity, as functions 
of frequency up to 10 GHz, of the fat-infi ltrated human-tissue 
model and the dry-skin model, are shown in Figures 16a and 
16b, respectively. The attenuation constant of the human-tis sue 
model can be given as [46]
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where 2 fω π= , and σ  and rε  are the conductivity and rela-
tive permittivity of the dielectric, respectively. The attenuation 
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Figure 11a. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the 14 cm wire target sited beneath 
a lossless half-space of 9rε = , 0σ = S/m at a depth of 14 cm 
with an orientation of 30ϕ = ° . The-time domain signature 
was windowed using a Gaussian win dow.

Figure 11b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 30ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

Figure 12a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 60ϕ = ° . The-time domain 
signature was windowed using a Gaussian win dow.

Figure 12b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 60ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

Figure 13a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 90ϕ = ° . The-time domain 
signature was windowed using a Gaussian win dow.

Figure 13b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 90ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

Figure 14a. The spectrogram of the target’s signature for 
the 14 cm wire target sited beneath a lossless half-space of 

9rε = , 0σ = S/m at a depth of 14 cm with an orientation of 
90ϕ = ° . The time-domain signature was windowed using a 

Gaussian window.

Figure 14b. The spectrogram of the target’s signature for 
the 14 cm wire target sited beneath a lossless half-space of 

9rε = , 0σ = S/m at a depth of 14 cm with an orientation of 
90ϕ = ° . The time-domain signature was windowed using a 

bicycle window.
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a lossless half-space of 9rε = , 0σ = S/m at a depth of 14 cm 
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was windowed using a Gaussian win dow.

Figure 11b. The smooth pseudo-Wigner-Ville distribution 
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beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
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of 14 cm with an orientation of 90ϕ = ° . The-time domain 
signature was windowed using a Gaussian win dow.

Figure 13b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 14 cm with an orientation of 90ϕ = ° . The-time domain 
signature was windowed using a bicycle window.

Figure 14a. The spectrogram of the target’s signature for 
the 14 cm wire target sited beneath a lossless half-space of 

9rε = , 0σ = S/m at a depth of 14 cm with an orientation of 
90ϕ = ° . The time-domain signature was windowed using a 

Gaussian window.

Figure 14b. The spectrogram of the target’s signature for 
the 14 cm wire target sited beneath a lossless half-space of 

9rε = , 0σ = S/m at a depth of 14 cm with an orientation of 
90ϕ = ° . The time-domain signature was windowed using a 

bicycle window.
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Figure 15a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 0ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 30ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15c. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 60ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15d. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 90ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 16. Dielectric profi les of the (a, top) Debye and 
Cole­Cole­4 (fat­infi ltrated tissue) human­tissue model, (b, 
middle) the Cole­Cole­4 dry­skin model, and (c, bottom) the 
attenuation factors as functions of frequency.

factor of the human-tissue model as a function of frequency is 
shown in Figure 16c. 

 The time-domain responses for the same 14 cm wire sited 
below different human-tissue models are shown in Fig ure 16. 
The wire was horizontally oriented ( 90ϕ = ° ) at a depth of 
14 cm below the air-dielectric interface. We meant to investigate 
the interaction between the wavefront and the resonance events 
in the time-frequency domain. The wire was again excited with 
a parallel-polarized plane wave at 71.5iθ = ° , and the scattered 
fi eld was measured in the back-scattered direction. Here, we 
simply used the Brewster angle of the lossless case for the lossy 
situation, as the Brewster angle of a lossy dielectric is not real 
[33]. Figures 17a, 17b, and 17c show the target’s response for 
the wire below the fat-infi ltrated human-tissue model, the fat-
infi ltrated tissue model with a 5 mm skin layer, and the Debye 
human-tissue model, respectively [44, 45]. 

 As shown in Figure 17, the fi rst few scattering events on 
the scattering path were clearly observed in the time domain. 
Here the target, target’s depth, and target’s orientation remained 
the same, and we expected similar results when comparing 
Figure 17 with Figure 9. However, owing to the frequency-
dependent nature of the dielectric properties of the human 
tissue, the angle of refraction, Tθ , and the phase veloc ity of the 
transmitted wave varied as a function of frequency [32]. As a 
result, for the same frequency component, the wave reached the 
target at a slightly different time, and the ultra-wideband target 
response “smeared” in the time domain. On the other hand, the 
relative permittivity of the half-space was different from that in 
Section 4.1 such that the resonant fre quencies were slightly 
different. In addition, the electromag netic wave attenuated as it 
propagated within the lossy dielec tric, such that the magnitude 
of the signal shown in Figure 17 was lower than that of Figure 9 
for the lossless case. The higher-order scattering events were 
not clearly identifi ed, as the magnitudes of the electromagnetic 
waves attenuated sig nifi cantly after a few interactions between 
the target and the interface. Comparing the three cases shown in 
Figure 17, the wire below the fat-infi ltrated model had the 
highest signal level. With the introduction of the 5 mm skin 
layer, the amplitude of the signal decreased, as the skin layer 
had a higher attenuation throughout the frequency range of 
interest, as shown in Figure 16c. The signal level for the wire 
below the Debye human-tissue model was the lowest. This was 
probably because the attenuation factor of the Debye model 
was higher than that of the fat-infi ltrated human-tissue below 
4 GHz (Figure 16c).

 Next, the time-frequency analysis of the target’s signa-
ture is shown in Figures 18a to 18c. Compared to the lossless 
cases shown in Figure 13 and Figure 14, where the signal was 
made up of a dominant resonance at ~700 MHz with a number 
of partial resonances, the results here indicated that only the 
fi rst dominant resonance was observed for the wire. There also 
appeared to be a “partial resonance” that occurred at ~1.5 GHz 
as observed for the Debye case of Figure 18a between 12 ns 
to 14 ns; however, it was not as obvious as in the lossless case 
of Figure 13a. Again, the nature of these resonances is left for 
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Figure 15a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 0ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 30ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15c. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 60ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 15d. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target inside a 
lossless environment of 9rε = , 0σ = S/m with an orienta-
tion of 90ϕ = ° . The time-domain signature was windowed 
using a Gaussian window.

Figure 16. Dielectric profi les of the (a, top) Debye and 
Cole­Cole­4 (fat­infi ltrated tissue) human­tissue model, (b, 
middle) the Cole­Cole­4 dry­skin model, and (c, bottom) the 
attenuation factors as functions of frequency.

factor of the human-tissue model as a function of frequency is 
shown in Figure 16c. 

 The time-domain responses for the same 14 cm wire sited 
below different human-tissue models are shown in Fig ure 16. 
The wire was horizontally oriented ( 90ϕ = ° ) at a depth of 
14 cm below the air-dielectric interface. We meant to investigate 
the interaction between the wavefront and the resonance events 
in the time-frequency domain. The wire was again excited with 
a parallel-polarized plane wave at 71.5iθ = ° , and the scattered 
fi eld was measured in the back-scattered direction. Here, we 
simply used the Brewster angle of the lossless case for the lossy 
situation, as the Brewster angle of a lossy dielectric is not real 
[33]. Figures 17a, 17b, and 17c show the target’s response for 
the wire below the fat-infi ltrated human-tissue model, the fat-
infi ltrated tissue model with a 5 mm skin layer, and the Debye 
human-tissue model, respectively [44, 45]. 

 As shown in Figure 17, the fi rst few scattering events on 
the scattering path were clearly observed in the time domain. 
Here the target, target’s depth, and target’s orientation remained 
the same, and we expected similar results when comparing 
Figure 17 with Figure 9. However, owing to the frequency-
dependent nature of the dielectric properties of the human 
tissue, the angle of refraction, Tθ , and the phase veloc ity of the 
transmitted wave varied as a function of frequency [32]. As a 
result, for the same frequency component, the wave reached the 
target at a slightly different time, and the ultra-wideband target 
response “smeared” in the time domain. On the other hand, the 
relative permittivity of the half-space was different from that in 
Section 4.1 such that the resonant fre quencies were slightly 
different. In addition, the electromag netic wave attenuated as it 
propagated within the lossy dielec tric, such that the magnitude 
of the signal shown in Figure 17 was lower than that of Figure 9 
for the lossless case. The higher-order scattering events were 
not clearly identifi ed, as the magnitudes of the electromagnetic 
waves attenuated sig nifi cantly after a few interactions between 
the target and the interface. Comparing the three cases shown in 
Figure 17, the wire below the fat-infi ltrated model had the 
highest signal level. With the introduction of the 5 mm skin 
layer, the amplitude of the signal decreased, as the skin layer 
had a higher attenuation throughout the frequency range of 
interest, as shown in Figure 16c. The signal level for the wire 
below the Debye human-tissue model was the lowest. This was 
probably because the attenuation factor of the Debye model 
was higher than that of the fat-infi ltrated human-tissue below 
4 GHz (Figure 16c).

 Next, the time-frequency analysis of the target’s signa-
ture is shown in Figures 18a to 18c. Compared to the lossless 
cases shown in Figure 13 and Figure 14, where the signal was 
made up of a dominant resonance at ~700 MHz with a number 
of partial resonances, the results here indicated that only the 
fi rst dominant resonance was observed for the wire. There also 
appeared to be a “partial resonance” that occurred at ~1.5 GHz 
as observed for the Debye case of Figure 18a between 12 ns 
to 14 ns; however, it was not as obvious as in the lossless case 
of Figure 13a. Again, the nature of these resonances is left for 
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Figure 17a. The time-domain signatures for the 14 cm wire 
target sited beneath a half­space of fat­infi ltrated tissue at a 
depth of 14 cm with an orientation of 90ϕ = °  (horizon tal). 
The time-domain signature was windowed using a Gaussian 
window.

Figure 17b. The time-domain signature for the 14 cm wire 
target sited beneath a layered half­space of fat­infi ltrated 
tissue with a 5 mm skin layer on top. The wire was sited at a 
depth of 14 cm below the air-skin interface with an ori-
entation of 90ϕ = °  (horizontal). The time­domain signa­
ture was windowed using a Gaussian window.

Figure 17c. The time-domain signature for the 14 cm wire 
target sited beneath a half-space of Debye tissue at a depth 
of 14 cm with an orientation of 90ϕ = °  (horizontal). The 
time-domain signature was windowed using a Gaussian 
window.

Figure 18a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
14 cm with an orientation of 90ϕ = °  (horizontal). The time­
domain signature was windowed using a Gaussian window.

Figure 18b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a layered half­space of fat­infi ltrated tissue with a 
5 mm skin layer on top. The wire was sited at a depth of 
14 cm below the air-skin interface with an orientation of 

90ϕ = °  (horizontal). The time­domain signature was win­
dowed using a Gaussian window.

Figure 18c. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the 14 cm wire target sited beneath 
a half-space of Debye tissue at a depth of 14 cm with an 
orientation of 90ϕ = °  (horizontal). The time­domain 
signature was windowed using a Gaussian win dow.
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Figure 17a. The time-domain signatures for the 14 cm wire 
target sited beneath a half­space of fat­infi ltrated tissue at a 
depth of 14 cm with an orientation of 90ϕ = °  (horizon tal). 
The time-domain signature was windowed using a Gaussian 
window.

Figure 17b. The time-domain signature for the 14 cm wire 
target sited beneath a layered half­space of fat­infi ltrated 
tissue with a 5 mm skin layer on top. The wire was sited at a 
depth of 14 cm below the air-skin interface with an ori-
entation of 90ϕ = °  (horizontal). The time­domain signa­
ture was windowed using a Gaussian window.

Figure 17c. The time-domain signature for the 14 cm wire 
target sited beneath a half-space of Debye tissue at a depth 
of 14 cm with an orientation of 90ϕ = °  (horizontal). The 
time-domain signature was windowed using a Gaussian 
window.

Figure 18a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
14 cm with an orientation of 90ϕ = °  (horizontal). The time­
domain signature was windowed using a Gaussian window.

Figure 18b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the 14 cm wire target sited 
beneath a layered half­space of fat­infi ltrated tissue with a 
5 mm skin layer on top. The wire was sited at a depth of 
14 cm below the air-skin interface with an orientation of 

90ϕ = °  (horizontal). The time­domain signature was win­
dowed using a Gaussian window.

Figure 18c. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the 14 cm wire target sited beneath 
a half-space of Debye tissue at a depth of 14 cm with an 
orientation of 90ϕ = °  (horizontal). The time­domain 
signature was windowed using a Gaussian win dow.
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Figure 19a. A cross-sectional view of the hip-prosthesis 
model.

Figure 19b. The prosthesis under a layered half-space in the 
FEKO environment.

Figure 20. The time-domain signatures for the hip prosthe-
sis sited at depths of 2.5 cm, 8 cm, and 12 cm below a half-
space of fat­infi ltrated tissue. The time­domain signatures 
were windowed using a Gaussian window.

further investigation. Similar to the previous examples, the 
nonzero conductivity for a lossy dielectric attenuated the elec-
tromagnetic wave, and only the fi rst few dominant scattering 
phenomena (in the early-time period) in the low-frequency 
region (where attenuation was less signifi cant) were observed 
in the time-frequency domain. 

4.3 Examples of a Hip-Prosthesis Model

 In the last example, a hip-prosthesis target sited within a 
human-tissue model shown in Figure 19 was considered. The 
objective here was to study the variation of the target’s signa-

ture as the target’s depth varied. Here, only the prosthesis model 
below a half-space of a Cole-Cole-4 human-tissue model is 
given in Figures 16a and 16b. Variations of the prop erties of the 
dielectric(s) have been previously addressed for wire targets in 
the time-frequency domain, and are not repeated. 

 First, the time-domain target signatures of the prosthesis 
target at depths of 2.5 cm, 8 cm, and 12 cm below the half-space 
are shown in Figure 20. It was observed that occur rences of 
the scattering events were delayed in the time domain as the 
target depth increased. Furthermore, it was also found that the 
magnitude of the target’s signature decreased with an increase 
of the target’s depth. 

 The smooth pseudo-Wigner-Ville distributions of the 
prosthesis at various depths below the human tissue are shown 
in Figures 21a to 21c for depths of 2.5 cm, 8 cm, and 12 cm, 
respectively. At a depth of 2.5 cm, the fi rst wavefront event 
appeared as a vertical line at ~11.5 ns to beyond 7 GHz in 
Figure 21a. It was also observed that relatively high energy 
levels were observed in the frequency domain. However, as 
the target’s depth increased, the high-frequency components 
(above 4 GHz) suffered more-signifi cant attenuation com-
pared to the low-frequency components (below 4 GHz). This 
could be observed in the frequency-domain plots shown in 
Figure 21b and Figure 21c for 8 cm and 12 cm depths, respec-
tively. In the time-frequency domain, it was observed that the 
high-frequency components mainly contributed to the fi rst 
wavefront component, and the maximum frequency decreased 
to ~4.5 GHz and ~4 GHz respectively for 8 cm and 12 cm 
depths (Figures 21b and 21c) .

 Compared to the wire target, the prosthesis model had a 
projected length of 13.7 cm, and thus the fundamental reso nant 
frequencies should have been within similar frequency bands. 
For both targets, only the fi rst one or two resonant modes below 

Figure 21a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
2.5 cm. The-time domain signature was windowed using a 
Gaussian window.

Figure 21b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
8 cm. The-time domain signature was windowed using a 
Gaussian window.

Figure 21c. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
12 cm. The-time domain signature was windowed using a 
Gaussian window.
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Figure 19a. A cross-sectional view of the hip-prosthesis 
model.

Figure 19b. The prosthesis under a layered half-space in the 
FEKO environment.

Figure 20. The time-domain signatures for the hip prosthe-
sis sited at depths of 2.5 cm, 8 cm, and 12 cm below a half-
space of fat­infi ltrated tissue. The time­domain signatures 
were windowed using a Gaussian window.

further investigation. Similar to the previous examples, the 
nonzero conductivity for a lossy dielectric attenuated the elec-
tromagnetic wave, and only the fi rst few dominant scattering 
phenomena (in the early-time period) in the low-frequency 
region (where attenuation was less signifi cant) were observed 
in the time-frequency domain. 

4.3 Examples of a Hip-Prosthesis Model

 In the last example, a hip-prosthesis target sited within a 
human-tissue model shown in Figure 19 was considered. The 
objective here was to study the variation of the target’s signa-

ture as the target’s depth varied. Here, only the prosthesis model 
below a half-space of a Cole-Cole-4 human-tissue model is 
given in Figures 16a and 16b. Variations of the prop erties of the 
dielectric(s) have been previously addressed for wire targets in 
the time-frequency domain, and are not repeated. 

 First, the time-domain target signatures of the prosthesis 
target at depths of 2.5 cm, 8 cm, and 12 cm below the half-space 
are shown in Figure 20. It was observed that occur rences of 
the scattering events were delayed in the time domain as the 
target depth increased. Furthermore, it was also found that the 
magnitude of the target’s signature decreased with an increase 
of the target’s depth. 

 The smooth pseudo-Wigner-Ville distributions of the 
prosthesis at various depths below the human tissue are shown 
in Figures 21a to 21c for depths of 2.5 cm, 8 cm, and 12 cm, 
respectively. At a depth of 2.5 cm, the fi rst wavefront event 
appeared as a vertical line at ~11.5 ns to beyond 7 GHz in 
Figure 21a. It was also observed that relatively high energy 
levels were observed in the frequency domain. However, as 
the target’s depth increased, the high-frequency components 
(above 4 GHz) suffered more-signifi cant attenuation com-
pared to the low-frequency components (below 4 GHz). This 
could be observed in the frequency-domain plots shown in 
Figure 21b and Figure 21c for 8 cm and 12 cm depths, respec-
tively. In the time-frequency domain, it was observed that the 
high-frequency components mainly contributed to the fi rst 
wavefront component, and the maximum frequency decreased 
to ~4.5 GHz and ~4 GHz respectively for 8 cm and 12 cm 
depths (Figures 21b and 21c) .

 Compared to the wire target, the prosthesis model had a 
projected length of 13.7 cm, and thus the fundamental reso nant 
frequencies should have been within similar frequency bands. 
For both targets, only the fi rst one or two resonant modes below 

Figure 21a. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
2.5 cm. The-time domain signature was windowed using a 
Gaussian window.

Figure 21b. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
8 cm. The-time domain signature was windowed using a 
Gaussian window.

Figure 21c. The smooth pseudo-Wigner-Ville distribution 
of the target’s signature for the hip-prosthesis target sited 
beneath a half­space of fat­infi ltrated tissue at a depth of 
12 cm. The-time domain signature was windowed using a 
Gaussian window.
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Figure 22. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the hip-prosthesis target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 12 cm. The time-domain signature was windowed using a 
Gaussian window.

4 GHz were observed for depths of 14 cm and 12 cm, 
respectively, due to the lossy nature of the human tis sue. There 
were only a few wavefront events (vertical lines) observed in 
the time-frequency domain, and they were the low-order 
mechanisms that occurred at earlier times. The higher-order 
scattering mechanisms, due to multiple interac tions between 
the targets and the interfaces, were not observed, as they were 
signifi cantly attenuated. For the sake of completeness, the time-
frequency distributions of the same prosthesis model sited 
below a lossless half-space of 9rε =  are included in Figure 22. 
Compared to the lossy case shown in Figure 20, high-frequency 
components above 5 GHz were clearly observed in the fi rst two 
wavefront components, and a number of resonant modes were 
found above 4 GHz. The higher-order multiple interactions 
were also observed between 15 ns to 17 ns in the smooth 
pseudo-Wigner-Ville distribution shown in Figure 22, below 
2 GHz.

5. Contributions Toward 
Automated Target Recognition

 In this paper, a systematic analysis of transient electromag-
netic scattering of metallic targets below homoge nous half-
spaces was conducted. This started from high-Q targets within 
a lossless half-space, to targets with lower Q factors within the 
half-space, and also similar targets within a dispersive lossy 
half-space. The study showed that higher-order interactions 
(usually occurring at higher frequencies) were signifi cantly 
masked by dielectric losses, where present. At the same time, 
the introduction of a dielectric continuity could also reduce the 
number of resonant and wavefront events that could be excited. 
This point has not been well reported in the literature. This 
implies that for subsurface tar get recognition, emphasis should 

be put on robustly exciting the fundamental resonant frequency 
that corresponds to the global resonant behavior of the entire 
target. In our recent work concerning a novel subsurface 
target-recognition method [13], it was shown that better target-
recognition performance could be obtained when only the 
fundamental resonant mode (corresponding to the projected 
length of the prosthesis model) was considered in the target-
recognition process, instead of considering all the resonant 
modes. This again emphasizes the signifi cance and dominance 
of the fi rst resonant mode at the lower-frequency region in the 
automatic target-recognition scenario. 

 At the same time, the substructure [49] or partial [30] 
resonant modes, which correspond to the resonant behaviors 
of target substructures, usually have higher resonant frequen-
cies than the fundamental resonant modes. Just as for the 
higher-order resonances that correspond to the higher-order 
interactions, these substructure resonances are not well excited 
when the target is sited within a lossy environment.
 
 To probe further, consider an automatic target-recogni-
tion scenario consisting of two similar targets with small geo-
metrical differences that can only be revealed via substructure 
resonances [49]. If the two targets are in free space, successful 
target recognition can be done via a “banded” E-pulse tech-
nique [50], which aims to differentiate the targets based on their 
substructure resonances. However, if they are both sited in a 
lossy half-space, their global resonances could be very similar. 
According to the above fi ndings, it is very likely that their 
substructure and higher-order resonances are not well excited, 
and resonance-based target recognition may fail. Under such 
circumstances, one may need to incorporate other feature sets, 
such as characteristic polarization states (CPS) together with 
their global resonant frequencies [51].

6. Conclusions

 A series of examples using time-frequency analysis for 
a PEC wire target and the more-complicated hip-prosthesis 
model, below various half-spaces, have been presented. Tar-
gets embedded in both lossless and lossy half-spaces, with 
different dielectric properties, target orientations, and target 
depths, have all been studied. Using time-frequency analysis, 
it was found that at some orientations, the wavefront and reso-
nance behaviors interacted with each other, while some did not. 
Higher-order scattering, based on multiple interactions between 
the target and the interfaces, were clearly observed when the 
target was sited within a lossless half-space. How ever, as the 
half-space became lossy, attenuation was intro duced, and 
higher-order scattering became less obvious, espe cially when 
the target depth was increased. In addition, the signal was 
smeared, due to the dispersive nature of the half-space. 

 It is worth noting that in some cases, the wavefront and 
resonance behaviors interacted with each other. This was 
similar to the fi ndings in [30] for a target in free space, and 
can be explained by the Hybrid Wavefront Singularity Expan-
sion Method model. With the introduction of an air-medium 

interface, some of the wavefront and resonant events were not 
well excited. Furthermore, positive and negative slopes occa-
sionally appeared in the time-frequency domain, and this was 
probably due to the dispersive nature of the half-space. Again, 
this requires further study. 

 The examples presented were all PEC targets. For land-
mines and other applications such as ground-penetrating radar, 
the target is usually a relatively low-Q (dielectric) target. The 
wavefront and resonance behaviors are thus not well observed 
in the time-frequency domain, such as examples given in [31, 
32]. However, it would be interesting to study the transient-
scattering behavior of penetrable dielectric targets (with the 
inclusion of internal resonances) inside in the lossless dielec tric 
medium, or sited below a half-space [52], using time-fre quency 
analysis. Compared to the non-penetrable PEC target, the 
scattering behavior is much more complicated, as the dielectric 
contrast between the background medium and object plays an 
important role. 

 Lastly, it is important to see that the fi ndings here are 
closely related to some observations from our recently devel-
oped automatic target-recognition schemes [13, 50]. There 
could be limitations for resonance-based target recognition 
for subsurface target recognition of targets with sub-structural 
differences. Further investigations are thus required to look into 
novel target-recognition algorithms to handle such cases, for 
instance [51].

7. Acknowledgement

 This work was supported in part by the Australian 
Research Council (ARC), under Grant DP0557169. 

8. References

1. P. Ilavarasan, J. E. Ross, E. J. Rothwell, K. M. Chen, D. P. 
Nyquist, “Performance of an Automated Radar Target Pulse 
Discrimination Scheme Using E pulses and S Pulses,” IEEE 
Transactions on Antennas and Propagation, AP-41, 5, May 
1993, pp. 582-588.

2. K. M. Chen, D. P. Nyquist, E. J. Rothwell, L. L. Webb, B. 
Drachman, “Radar Target Discrimination by Convolution 
of Radar Return with Extinction-Pulses and Single-Mode 
Extraction Signals,” IEEE Transactions on Antennas and 
Propagation, AP-34, 7, July 1986, pp. 896-904.

3. C. E. Baum, E. J. Rothwell, K. M. Chen, D. P. Nyquist, “The 
Singularity Expansion Method and Its Application to Target 
Identifi cation,” Proceedings of the IEEE, 79, 10, Octo ber 1991, 
pp. 1481-1491.

4. C. E. Baum, “The Singularity Expansion Method” in L. B. 
Felsen (ed.), Transient Electromagnetic Fields, New York, 
Springer-Verlag, 1976, pp. 129-179.

5. E. M. Kennaugh, “The K-Pulse Concept,” IEEE Transac-
tions on Antennas and Propagation, AP-29, 2, March 1981, pp. 
327-331.

6. E. Rothwell, D. P. Nyquist, K. M. Chen, B. Drachman, “Radar 
Target Discrimination using the Extinction-Pulse Technique,” 
IEEE Transactions on Antennas and Propaga tion, AP-33, 9, 
September 1985, pp. 929-936.

7. S. Vitebskiy and L. Carin, “Resonances of Perfectly Con-
ducting Wires and Bodies of Revolution Buried in a lossy 
Dispersive Half-Space,” IEEE Transactions on Antennas and 
Propagation, AP-44, 12, December 1996, pp. 1575-1583.

8. N. Geng, D. R. Jackson, L. Carin, “On the Resonances of 
a Dielectric BOR Buried in a Dispersive Layered Medium,” 
IEEE Transactions on Antennas and Propagation, AP-47, 8, 
August 1999, pp. 1305-1313.

9. Y. Wang, I. D. Longstaff, C. J. Leat, N. V. Shuley, “Com plex 
Natural Resonances of Conducting Planar Objects Buried in a 
Dielectric Half-Space,” IEEE Transactions on Geoscience and 
Remote Sensing, 39, 6, June 2001, pp. 1183-1189.

10. Y. Wang, On the Characteristics of Small Buried Objects 
Illuminated with UWB Radar, PhD dissertation, Cooperative 
Research Center for Sensor Signal and Information Process ing, 
School of Computer Science and Electrical Engineering, The 
University of Queensland, 2000.

11. H. S. Lui and N. V. Z. Shuley, “Detection of Depth Changes 
of a Metallic Target Buried Inside a Lossy Halfspace Using the 
E-Pulse Technique,” IEEE Transactions on Elec tromagnetic 
Compatibility, 49, 4, November 2007, pp. 868-875.

12. H. S. Lui, F. Aldhubaib, N. V. Z. Shuley, H. T. Hui, “Sub-
surface Target Recognition Based on Transient Electromag netic 
Scattering,” IEEE Transactions on Antennas and Propa gation, 
AP-57, 10, October 2009, pp. 3398-3401.

13. H. S. Lui, N. V. Z. Shuley, A. D. Rakic, “A Novel, Fast, 
Approximate Target Detection Technique for Metallic Target 
Below a Frequency Dependant Lossy Halfspace,” IEEE 
Transactions on Antennas and Propagation, AP-58, 5, May 
2010, pp. 1699-1710.

14. C. E. Baum, “Representation of Surface Current Density and 
Far Scattering in EEM and SEM With Entire Functions,”  in P. 
P. Delsanto and A. W. Saenz, New Perspectives on Problems in 
Classical and Quantum Physics, Part II: Acoustic Propagation 
and Scattering, Electromagnetic Scattering, London, Gordon 
and Breach, 1998, pp. 273-316.

15. M. A. Richards,” SEM Representations of the Early and 
Late Time Fields Scattered from Wire Targets,” IEEE Trans-
actions on Antennas and Propagation, AP-42, 4, pp. 564-566, 
April 1994.

AP_Mag_Oct_2012_Final.indd   126 10/5/2012   6:49:59 PM



Figure 22. The smooth pseudo-Wigner-Ville distribution of 
the target’s signature for the hip-prosthesis target sited 
beneath a lossless half-space of 9rε = , 0σ = S/m at a depth 
of 12 cm. The time-domain signature was windowed using a 
Gaussian window.

4 GHz were observed for depths of 14 cm and 12 cm, 
respectively, due to the lossy nature of the human tis sue. There 
were only a few wavefront events (vertical lines) observed in 
the time-frequency domain, and they were the low-order 
mechanisms that occurred at earlier times. The higher-order 
scattering mechanisms, due to multiple interac tions between 
the targets and the interfaces, were not observed, as they were 
signifi cantly attenuated. For the sake of completeness, the time-
frequency distributions of the same prosthesis model sited 
below a lossless half-space of 9rε =  are included in Figure 22. 
Compared to the lossy case shown in Figure 20, high-frequency 
components above 5 GHz were clearly observed in the fi rst two 
wavefront components, and a number of resonant modes were 
found above 4 GHz. The higher-order multiple interactions 
were also observed between 15 ns to 17 ns in the smooth 
pseudo-Wigner-Ville distribution shown in Figure 22, below 
2 GHz.

5. Contributions Toward 
Automated Target Recognition

 In this paper, a systematic analysis of transient electromag-
netic scattering of metallic targets below homoge nous half-
spaces was conducted. This started from high-Q targets within 
a lossless half-space, to targets with lower Q factors within the 
half-space, and also similar targets within a dispersive lossy 
half-space. The study showed that higher-order interactions 
(usually occurring at higher frequencies) were signifi cantly 
masked by dielectric losses, where present. At the same time, 
the introduction of a dielectric continuity could also reduce the 
number of resonant and wavefront events that could be excited. 
This point has not been well reported in the literature. This 
implies that for subsurface tar get recognition, emphasis should 

be put on robustly exciting the fundamental resonant frequency 
that corresponds to the global resonant behavior of the entire 
target. In our recent work concerning a novel subsurface 
target-recognition method [13], it was shown that better target-
recognition performance could be obtained when only the 
fundamental resonant mode (corresponding to the projected 
length of the prosthesis model) was considered in the target-
recognition process, instead of considering all the resonant 
modes. This again emphasizes the signifi cance and dominance 
of the fi rst resonant mode at the lower-frequency region in the 
automatic target-recognition scenario. 

 At the same time, the substructure [49] or partial [30] 
resonant modes, which correspond to the resonant behaviors 
of target substructures, usually have higher resonant frequen-
cies than the fundamental resonant modes. Just as for the 
higher-order resonances that correspond to the higher-order 
interactions, these substructure resonances are not well excited 
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 To probe further, consider an automatic target-recogni-
tion scenario consisting of two similar targets with small geo-
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Higher-order scattering, based on multiple interactions between 
the target and the interfaces, were clearly observed when the 
target was sited within a lossless half-space. How ever, as the 
half-space became lossy, attenuation was intro duced, and 
higher-order scattering became less obvious, espe cially when 
the target depth was increased. In addition, the signal was 
smeared, due to the dispersive nature of the half-space. 

 It is worth noting that in some cases, the wavefront and 
resonance behaviors interacted with each other. This was 
similar to the fi ndings in [30] for a target in free space, and 
can be explained by the Hybrid Wavefront Singularity Expan-
sion Method model. With the introduction of an air-medium 

interface, some of the wavefront and resonant events were not 
well excited. Furthermore, positive and negative slopes occa-
sionally appeared in the time-frequency domain, and this was 
probably due to the dispersive nature of the half-space. Again, 
this requires further study. 

 The examples presented were all PEC targets. For land-
mines and other applications such as ground-penetrating radar, 
the target is usually a relatively low-Q (dielectric) target. The 
wavefront and resonance behaviors are thus not well observed 
in the time-frequency domain, such as examples given in [31, 
32]. However, it would be interesting to study the transient-
scattering behavior of penetrable dielectric targets (with the 
inclusion of internal resonances) inside in the lossless dielec tric 
medium, or sited below a half-space [52], using time-fre quency 
analysis. Compared to the non-penetrable PEC target, the 
scattering behavior is much more complicated, as the dielectric 
contrast between the background medium and object plays an 
important role. 

 Lastly, it is important to see that the fi ndings here are 
closely related to some observations from our recently devel-
oped automatic target-recognition schemes [13, 50]. There 
could be limitations for resonance-based target recognition 
for subsurface target recognition of targets with sub-structural 
differences. Further investigations are thus required to look into 
novel target-recognition algorithms to handle such cases, for 
instance [51].
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Abstract

This paper presents an integrated approach to taking a frequency-domain simulation problem into the discrete time 
domain, based on z transforms. The ideas are illustrated with free space, the Drude pole, and perfectly matched layer 
(PML) conversion examples, for both leapfrog time stepping and simultaneous time stepping. Numerical results for 
various perfectly matched layer methods are given. We then present a two-dimensional scattering example in which the 
conversion from frequency to discrete time is carried out. Numerical results are presented and compared with results 
from a Method-of-Moments formulation.
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1. Introduction

The Finite-Difference Time-Domain (FDTD) method [1] is 
a successful way of discretizing the time-domain 

Maxwell’s curl equations for numerical solution. The FDTD 
works well for the basic case of constant material parameters in 
a simulation space bounded by a perfect conductor. In order to 
simulate unbounded space in a bounded computational space, 
absorbing layers have been designed to reduce the refl ection of 
waves from the computational space boundary. The most 
popular of these is the perfectly matched layer (PML) and its 
variants [2, Chapter 7; 3]. The theories for these PMLs start in 
the frequency domain and must be converted in some manner to 
the discrete-time domain, e.g., [4]. For many materials of 
interest, permeability and permittivity are func tions of 
frequency. Several schemes have been used to convert these 
functions to the continuous-time domain, and to then discretize 
them [2, Chapter 9]. In 1996, D. M. Sullivan [5] presented the 
idea of using the impulse-invariant method of digital fi lter 
design to go from the continuous-frequency domain to the 
z-transform domain, which is then easily con verted to the 
discrete-time domain. Methods for reducing the error between 
the continuous-frequency function and the z-transform 
function’s frequency response, with ( )expz j Tω= , were given 
in [6-8]. T is the time step. Various z-transform conversion 
methods were shown in [6, 7] to be more accurate than some 
methods that go through the continuous-time domain for several 
frequency-dependent permittivity types. The continuous-time 
conversion methods are the piecewise-linear recursive 

convolution (PLRC) and the auxiliary differ ential equation 
(ADE). Although a discrete-time relation is obtained – say, 
between D and E – the basic time-stepping method for the curl 
equations was left unchanged in these papers. 

 The work presented in this paper was generated by two 
simple ideas:

1. The jω  in the frequency-domain version of the curl 
equations should be incorporated into the other 
frequency-dependent expressions before conver sion 
to the z domain. This should produce less complexity 
in the discrete-time expressions.

2. The leapfrog time-stepping method has a z-trans-
form representation, and this representation should 
also be considered as a mapping from continuous 
frequency to z. This mapping turns out to give less 
high-frequency error than the bilinear mapping and 
impulse-invariant conversion methods, as shown in 
the next section.

 All fi eld equations and examples in this paper are for the 
two-dimensional TM case, with pE , xH , and yH  in the x, y 
plane. This is done for brevity and clarity. The subscript for E is 
p for “perpendicular,” so as to avoid confusion with the 
z-transform variable. 

 The next section gives some basic properties of the z 
trans form, and describes several methods of converting fre-

Addendum
	 Since the article by Krishnasamy T. Selvan, “Fundamen
tals of Electromagnetic Units and Constants” (IEEE Antennas 
and Propagation Magazine, 54, 3, June 2012, pp. 100-114) 
appeared in print, two relevant previous papers [1, 2] have 
come to the author’s attention. Leo Young’s article [1] pre
sents an interesting discussion, with examples, of conversion 
and comparison between different systems of electromagnetic 
units. The more recent article by Pelosi and Sellari [2] pro
vides a historical account of the measurement and naming of 
the velocity of light, c.
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