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Sweden
Telephone: +46 (0)31-772 1000

ISSN 1652-0769
Technical Report MC2-228

Chalmers Reproservice
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Abstract

The microscopic origin of High critical Temperature Superconductivity (HTS)
is still an open issue in condensed matter physics. It is believed that by
exlporing the quasiparticle energy spectrum one can learn about the mech-
anism promoting the superconducting state.

In this thesis we have developed a nanoscale spectroscopic tool, an all
superconducting YBa2Cu3O7−δ (YBCO) Single Electron Transistor, allow-
ing us to obtain information from the quasiparticle spectrum of an entire
nanometer scale island. In this experiment we find a fully gapped super-
conductivity which strongly depends on the externally applied magnetic
field. This finding shows that the order parameter is not purely dx2−y2

with nodes, instead it has an additional subdominant imaginary compo-
nent which lifts the zero energy quasiparticles.

The realization of the transistor has required the engineering of nanaoscale
YBCO Josephson grain boundary (GB) junctions with stringent demands
on the transport properties. Part of the work in this thesis has been de-
voted to the development and characterization of two methods to fabricate
nanoscale GB junctions. A conventional method based on e-beam lithog-
raphy and ion milling and a new soft nanopatterning technique. The new
method is based on the phase competition between superconducting YBCO
and insulating greenphase at the grain boundary. This has allowed the
creation of junctions with minimal damage in the fabrication process. To-
gether, the two methods create grain boundaries that span a large range of
critical current densities and normal resistivities, which can be employed
in various applications.

Keywords: Josephson junctions, high temperature superconductivity,
single electron transistors, grain boundary, YBCO

iii



LIST OF APPENDED PAPERS

This thesis is based on the work contained in the following papers

I. Soft Nanostructuring of YBCO Josephson Junctions by Phase Sepa-
ration
D. Gustafsson, H. Pettersson, B. Iandolo, E. Olsson, T. Bauch and F.
Lombardi
Nano Letters 10, 4824 (2010).

II. Noise properties of nanoscale YBa2Cu3O7−δ Josephson junctions
D. Gustafsson, F. Lombardi, and T. Bauch
Physical Review B 84, 184526 (2011)

III. Low capacitance HTS junctions for single electron transistors
D. Gustafsson, T. Bauch, S. Nawaz, M. Mumtaz Virk, G. Signorello,
and F. Lombardi
Physica C 470, S188 (2010).

IV. Fully gapped superconductivity in a nanometer size YBa2Cu3O7−δ

island
D. Gustafsson, D. Golubev, M. Fogelström, T. Bauch and F. Lombardi
Manuscript (2012)

V. High critical temperature superconductor Josephson junctions for
quantum circuit applications
T. Bauch, D. Gustafsson, K. Cedergren, S. Nawaz, M. Mumtaz Virk, H.
Pettersson, E. Olsson, and F. Lombardi
Physica Scripta T173, 014006 (2009).

iv



Contents

1 Introduction 1

2 Introduction to superconductivity 5
2.1 Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Brief review of the basic properties of HTS . . . . . . . . . . 6

3 The Josephson effect 11
3.1 The resistively and capacitively shunted junction model . . . 12
3.2 Josephson junctions in magnetic field . . . . . . . . . . . . . 16
3.3 Superconducting Quantum Interference Device . . . . . . . . 17
3.4 N Josephson junctions in parallel . . . . . . . . . . . . . . . . 21

4 Grain boundaries 23
4.1 HTS Josephson Jucntions . . . . . . . . . . . . . . . . . . . . . 23

4.1.1 Bicrystal junctions . . . . . . . . . . . . . . . . . . . . 24
4.1.2 Step-edge junctions . . . . . . . . . . . . . . . . . . . . 24
4.1.3 Biepitaxial junctions . . . . . . . . . . . . . . . . . . . 26
4.1.4 The ICRN-product . . . . . . . . . . . . . . . . . . . . 26

4.2 The grain boundary interface . . . . . . . . . . . . . . . . . . 27
4.2.1 The filament model . . . . . . . . . . . . . . . . . . . . 27
4.2.2 The intrinsically shunted junction model . . . . . . . 28
4.2.3 Homogeneous barrier, SIS . . . . . . . . . . . . . . . . 28
4.2.4 The band-bending model . . . . . . . . . . . . . . . . 29

4.3 Noise and the transport models for HTS GBs . . . . . . . . . 30
4.4 Effects of d-wave symmetry on GB . . . . . . . . . . . . . . . 32

4.4.1 Faceting . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4.2 Andreev reflection . . . . . . . . . . . . . . . . . . . . 33

5 The single electron transistor 37
5.1 The single electron transistor . . . . . . . . . . . . . . . . . . 37
5.2 Superconducting SET . . . . . . . . . . . . . . . . . . . . . . . 44

v



5.2.1 The NISIN SET . . . . . . . . . . . . . . . . . . . . . . 44
5.2.2 The SISIS SET . . . . . . . . . . . . . . . . . . . . . . . 46

6 Fabrication of grain boundary junctions 51
6.1 The choice of substrate . . . . . . . . . . . . . . . . . . . . . . 51
6.2 Fabrication of biepitaxial grain boundary junctions . . . . . 52
6.3 Nucleation of greenphase on MgO (110) . . . . . . . . . . . . 56
6.4 Soft nanopatterning . . . . . . . . . . . . . . . . . . . . . . . . 59

7 The measurement setups 61
7.1 280 mK system - Heliox . . . . . . . . . . . . . . . . . . . . . 61
7.2 15 mk system . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

8 DC characterization of nano grain boundary junctions 65
8.1 Critical current densities and normal resistances . . . . . . . 65
8.2 Testing the validity of the soft nanopatterning method . . . . 68
8.3 Extracting the effective width - Soft nanopatterned junctions 69
8.4 Extracting the effective width - Conventionally

nanopatterned junctions . . . . . . . . . . . . . . . . . . . . . 70
8.5 Characterization of a nanoSQUID . . . . . . . . . . . . . . . . 71

9 Noise characterization of nano grain boundary junctions 73
9.1 Si and Sr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
9.2 2-level fluctuators . . . . . . . . . . . . . . . . . . . . . . . . . 76

9.2.1 2-level fluctuators in conventionally nanopatterned
junctions . . . . . . . . . . . . . . . . . . . . . . . . . . 78

10 An all YBCO single electron transistor 81
10.1 Nanojunctions by direct etching through a carbon mask . . . 82
10.2 Big island SET . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

10.2.1 Characterization . . . . . . . . . . . . . . . . . . . . . 83
10.2.2 Results for Big island SETs . . . . . . . . . . . . . . . . 84

10.3 Single grain SET . . . . . . . . . . . . . . . . . . . . . . . . . . 87
10.3.1 Results for single grain SET . . . . . . . . . . . . . . . 89
10.3.2 Detailed characterization of the device . . . . . . . . . 89
10.3.3 Fitting IV characteristics to the orthodox theory to ex-

tract C, ∆, Te f f and EC . . . . . . . . . . . . . . . . . . 92
10.4 Size quantization . . . . . . . . . . . . . . . . . . . . . . . . . 95
10.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

11 Conclusions 99

vi



A Fabrication of biepitaxial grain boundaries 101

Acknowledgements 105

Bibliography 107

Appended papers 117

vii



Definitions of symbols

θ Phase of the superconducting wavefunction
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q Ratio between the current and resistance spectral densities, q =

√
Si/Sr
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Φ0 Flux quantum, h/2e
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EJ Josephson energy, h̄
2e IC
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VSD Source drain voltage
Vg Gate voltage
ng Normalized gate induced charge, ng = CgVg/e
λL London penetration depth
λJ Josephson penetration depth
RN Normal Resistance
ρN Specific resistance
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JC Critical current density
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Chapter 1

Introduction

At the time of the completion of this thesis the superconducting phenomenon
has just celebrated its 100th anniversary since its discovery. The micro-
scopic origin of conventional superconductivity is well explained by the
Bardeen-Cooper-Schrieffer (BCS) theory where the electron-phonon inter-
action is responsible for the formation of Cooper-pairs, consisting of two
electrons with opposite spin and momentum. The condensate of the Cooper
pairs determines the long range coherent ground state of the system. The
BCS theory has experienced great success in explaining the phenomenol-
ogy of conventional metal (and compound) superconductors. For the cuprate
High Temperature Superconductors (HTS) discovered by Bednorz and Müller
in 1986 a microscopic theory is still missing.

The difficulties in formulating a microscopic theory for the HTS ma-
terials are related to a delicate competition of several degrees of freedom;
charge, spin, orbital and lattice requiring a strongly correlated electron pic-
ture. At doping levels below the onset of superconductivity the cuprates
are in an antiferromagnetic Mott insulator state. Doping into a Mott in-
sulator is commonly used as a starting point for the evolution into a su-
perconducting state. The mechanism behind superconductivity in these
materials is not generally agreed upon. Several models that give a net at-
tractive interaction energy between electrons have been suggested. Both
scenarios where phonon interactions are assisting in the pairing and mod-
els that achieve the pair creation without phonons have been proposed. It
has been realized that if the phonons are involved in the pair condensa-
tion the mechanism must be more complex than in the BCS theory. Among
the theories that do not require assistance from the phonons to form pairs,
a model based on the spin-spin interaction of the electrons has received a
noticeable amount of attention. Here the spin-interaction potential of elec-
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CHAPTER 1. INTRODUCTION

trons of opposite spins will oscillate in space and can, for certain conditions,
result in a net attractive force, resulting in the formation of a spin singlet
state[1].

Other unresolved issues are related to the normal state properties in
different doping regimes of the cuprate HTS materials. In the underdoped
regime a pseudogap state exists with a gap like feature in the electronic
density of states even at temperatures above the superconducting transi-
tion. At higher doping levels the normal state is more metal-like and ap-
pears to be rather well described by a Fermi liquid.

Despite the difficulties in formulating a microscopic theory a number of
physical properties have been established since the discovery of the cuprate
HTS. It is clear that the superconducting state is made up of Cooper pairs
with the spin state being a singlet. It has also been clarified that the super-
conducting ground state is predominantly defined by a dx2−y2-wave sym-
metry of the order parameter (OP). The dx2−y2-wave OP has four lobes with
alternating sign and nodes where the superconducting gap goes to zero.

Most of the studies of the complicated cuprates phase diagram[2] have
used advanced spectroscopic tools such as ARPES (Angle Resolved Photoe-
mission Spectra) and STM (Scanning Tunneling Microscopy) techniques on
highly pure single crystals (in very few cases thin films). However for col-
lective phenomena such as superconductivity a different degree of ordering
is expected to occur near surfaces and interfaces, leading to an intrinsic de-
pendence on the sample size. The preparation of HTS superconductors in a
low-dimensional form, like nanodots, will enhance the underlying physics.
Spectroscopic studies on low dimensional HTS superconductors will help
to better understand the ”parent” bulk material properties.

It is in this scientific scenario that this thesis work aims to give a contri-
bution. The main goal is to get new insights into the role of quasiparticle
excitations in HTS oxides which are fundamental for the understanding of
the ground state. We will approach the problem from a completely dif-
ferent perspective. By pushing the nanotechnologies and material science
applied to HTS oxides beyond the present state of art we have fabricated
and measured nanaoscale HTS devices in transport regimes never accessed
earlier.

We have realized an all HTS Single Electron Transistor (SET) to study
the excitation spectrum of an YBCO island at the nanoscale. We have achieved
a regime where charging effects are dominating and we have used the
HTS SET as a spectroscopic tool to reveal a fully gapped superconduct-
ing state. The question of the existence of a weak subdominant imagi-
nary order parameter, which sums up with the predominant dx2−y2 , at low
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temperatures, is still open. Experiments of thermal transport in Bi-Sr-Cu-
O superconductors[3] for example, have revealed a number of anomalies,
prompting the suggestions that a secondary superconducting order param-
eter is developed in an external magnetic field.

In this thesis work the parity effect in an all HTS SET is studied. In such
a device the electrostatic energy required to add an odd number of excess
quasiparticles to the island is higher than for an even number due to the
presence of a condensate of Cooper pairs, and of a full energy gap in the
excitation spectrum. This results in a parity dependent free energy F of the
island.

A dx2−y2 order parameter together with disorder and scattering effects
results in a finite quasiparticle density of states even at zero energy[4]. In
an SET this will make the two cases of even and odd number of excess
quasiparticles on the island energetically equivalent, i.e. the even/odd free
energy difference is equal to zero. Instead, we observe a finite parity de-
pendent free energy, which is consistent with a complex order parameter
of the type dx2−y2 + is or dx2−y2 + idxy resulting in a fully gapped quasipar-
ticle density of states.

A prerequisite to fabricate an all YBCO SET is the ability to define Joseph-
son Junctions on the nanoscale with the proper parameters, such as normal
resistance, capacitance and critical current. This is quite a challenging task
and two technological paths based on biepitaxial grain boundaries have
been assessed in this thesis. A conventional method, used frequently in
the past, based on an amorphous carbon mask and ion milling and a new
method based on the phase competition between superconducting YBCO
and the insulating green phase at the grain boundary. The new method is
developed to minimize the damage caused by the ion beam in the fabrica-
tion process. With these two approaches we have been able to cover a wide
span of junction parameters which could allow the technology to also be
used in other applications.

During the development and characterization of these two fabrication
methods a natural opportunity also arose for a more fundamental study
of the properties of the grain boundary. Voltage noise measurements were
performed to determine the microscopic transport properties by comparing
the data to theoretical models of the grain boundary interface described in
literature.
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Chapter 2

Introduction to
superconductivity

2.1 Superconductivity

Superconductivity was discovered in 1911 when Kamerlingh Onnes ob-
served a sharp drop in the electrical resistance of a solid mercury sam-
ple immersed in liquid helium. The transition to a state of zero resis-
tance occurred at a critical temperature, TC. Since then superconductivity
has been found in a large number of metals and compounds. However, a
microscopic theory explaining the superconductive phenomenon was for-
mulated first in 1957 by Bardeen, Cooper and Schrieffer[5].

In this model, known as the BCS theory, electrons of opposite spin and
momentum close to the Fermi surface pair up into Cooper pairs and form
a condensate. This is possible due to a weak attractive force mediated by
the electron-phonon interactions that allows the electrons to overcome the
Coulomb repulsion when T≤TC. The pairs are spin singlets and behave
as bosons occupying the same quantum state. The length scale of the pair
interactions is determined by the coherence length, ξ. The BCS theory also
predicts a gap, ∆, in the excitation spectrum of superconductors where 2∆
represents the energy needed to break a Cooper pair.

The superconducting condensate can be described by a wavefunction
Ψ(r)=|Ψ(r)|eiθ(r), where |Ψ(r)|2 gives the density of Cooper pairs and θ is
the phase of the ground state. It is also referred to as an order parameter.
The order parameter is proportional to ∆ and for Low critical Temperature
Superconducting (LTS) materials, described by the BCS theory, it is isotropic,
i.e. with an s-wave symmetry.

A superconductor is also a perfect diamagnet. A magnetic field less
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CHAPTER 2. INTRODUCTION TO SUPERCONDUCTIVITY

than a critical value, BC, will be excluded from the bulk of a superconductor
when it is cooled down below TC. This effect is called Meissner effect and
is due to screening currents flowing in a thin region at the surface of the
superconductor. The field is screened completely in the bulk of the material
penetrating only a short distance λL, known as the London penetration depth,
from the surface of the superconductor.

2.2 Brief review of the basic properties of HTS

The history of superconductivity took a new turn in 1986 when the first
High critical Temperature cuprate Superconductor (HTS) was discovered.
A superconducting transition around 30 K was shown for the compound
Ba-La-Cu-O[6]. In the following years a multitude of cuprate supercon-
ductors were discovered. The most studied one, Yttrium Barium Copper
Oxide (YBa2Cu3O7−δ or YBCO) has a TC of 92 K[7].

This new class of superconductors has a basic structure which derives
from the perovskite unit cell. A perovskite consists of 2 different cations (A
and B) and 3 oxygen anions. The unit cell is a cube where the B cations are
placed at the corners, the oxygen placed in the middle edge position and
the A cation in the center of the cell[8]. The YBCO unit cell is made up of 3
pervoskite cells stacked on top of each other with the A cation alternating
between Ba, Y and Ba while the B cation is Cu for all cells (see figure 2.1).

Cu

O

Ba

Y

CuO chains

CuO  planes
2

a

b

c

Figure 2.1: The unit cell of YBa2Cu3O7.
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2.2. BRIEF REVIEW OF THE BASIC PROPERTIES OF HTS

Strategic oxygen vacancies are also introduced, reducing the total oxy-
gen number to the range 6-7[9]. The lattice parameters of the unit cell are a
≈ 3.88 Å, b ≈ 3.82 Å and c ≈ 11.7 Å[10]. Two CuO2 planes are positioned
right above and below the Y ion (see figure 2.1). These CuO2 planes are
a common denominator for all HTS cuprates and are believed to play an
important role in the formation of the superconducting state.

In the CuO planes delimiting the unit cell specific oxygen vacancies lead
to the formation of CuO chains in the b-direction. Figure 2.1 shows a unit
cell with 7 oxygen atoms. Adding or removing oxygen in the CuO chains
will cause the number of available charge carriers in the material to change.
This is addressed by using a chemical formula YBa2Cu3O7−δ where δ is a
measure of free ”doping” of the material.

There are both electron and hole doped HTS cuprates, however YBCO
is hole doped. The TC vary with the oxygen content and for δ above ≈ 0.7
the material is no longer superconducting. Cuprate superconductors like
YBCO exhibits a number of complex behaviors in different doping regions.
The phase diagram is shown in figure 2.2 a).

a b

Figure 2.2: a) Schematic phase diagram for hole doped superconducting
cuprates. The phases are shown as a function of hole doping per planar
copper atom. b) The dominating d-wave order parameter with a subdomi-
nant s-wave, which results in asymmetric orthogonal lobes[19]. The figure
is after [14].

For a very low oxygen content (δ close to 1) the YBCO enters an an-
tiferromagnetic insulating phase with a tetragonal structure. For higher
oxygen content, in the superconducting region and beyond, the unit cell

7



CHAPTER 2. INTRODUCTION TO SUPERCONDUCTIVITY

a-b (nm) c (nm)
λL 135 1000
ξ 1.6 0.24

Table 2.1: London penetration depth and coherence length for optimally
doped YBCO[15][16].

has an orthorhombic structure. The normal state of YBCO, at temperatures
above TC, consists of a phase that has poor conductivity and an unusual
and nonmetallic temperature dependence of the resistivity and the Hall
coefficient[11]. This region is often referred to as a Non-fermi liquid or
”weird metal” phase. For lower doping values (with respect to the optimal
value, corresponding to the highest TC) to the left of the T⋆ line in figure
2.2 a) YBCO in the normal state will undergo a transition into a Pseudo-
gap region. In this phase, gap like features are present in the density of
states (DOS). The microscopic mechanisms leading to the pseudogap are
not clearly understood. It has been suggested both that it is connected
to the onset of the superconducting state and that it might compete with
superconductivity[12][13].

Due to the complex behavior when the doping is changed it is impor-
tant to consider the possibility of out diffusion of oxygen when fabricat-
ing YBCO devices. Small dimension samples and excess heating are two
known causes that may lead to underdoped films.

A consequence of the complex crystal structure of YBCO is that both
the superconducting and normal metal properties are highly anisotropic.
Table 2.1 summarizes the values of characteristic lengths in the a-b planes
and along the c-axis direction.

The BCS theory developed more than 50 years ago has been successful
in explaining the microscopic mechanisms leading to the superconductive
phenomenon in conventional metals and compounds. However it does
not apply to the cuprate superconductors whose microscopic mechanisms
is still debated. One significant difference between the conventional LTS
materials and most of HTS including YBCO is the symmetry of the order
parameter. It has been shown that it is of the dx2−y2 type instead of the
isotropic s-wave symmetry of conventional superconductors. The dx2−y2

order parameter can be expressed as[17][18]:

∆(k) = ∆0[cos(kxa) − cos(kya)] (2.1)

This order parameter, also referred to as d-wave, is characterized by four

8
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b)

a)

90

270

180 0

90

270

180 0

90

270

180 0

c)

+ +

++

+ +

d
x  - y

2 2

d       + is
x  - y

2 2

d       + id
x  - y

2 2 xy

Figure 2.3: The left side shows, from the top, a sketch of pure d-wave, d-
wave + id and d-wave+is. The right side shows the absolute value of the
three order parameters as a function of angle in k-space. Here ϵ = 0.25.

lobes separated by nodes where the gap is suppressed, see figure 2.3 a). The
phase of neighboring lobes changes sign. These properties have a number
of important consequences for the transport mechanisms in these materials.

More recently it has been demonstrated that the symmetry of the order
parameter is not purely dx2−y2 . There is also a subdominant s-wave order
parameter which sum up to the dominant d-wave. This leads to an or-
der parameter with asymmetric orthogonal lobes, but still with nodes[19],
see figure 2.2 b). It is still an open question if subdominant s or dxy, al-
lowed by the orthorhombic structure of the YBCO, can be summed up
to the dominant d-wave as imaginary terms. In the dx2−y2 +idxy case one
would have[17][18]:

∆(k) = ∆0[(1 − ϵ)[cos(kxa) − cos(kya)] + iϵ[2sin(kxa)sin(kya)]] (2.2)

and for dx2−y2 +isxy the expression for the complex order parameter would
be:

∆(k) = ∆0[iϵ + (1 − ϵ)[cos(kxa) − cos(kya)]] (2.3)

9



CHAPTER 2. INTRODUCTION TO SUPERCONDUCTIVITY

Here ϵ gives the fraction of the imaginary component with respect to the
dominating d-wave. Figure 2.3 b) and c) show a sketch and plot of dx2−y2

+idxy and dx2−y2 +is respectively. The important difference, that a small
imaginary component creates, is that a gap will open in the nodes estab-
lishing a ”fully gaped” superconductor. Kirtley and coworkes[19] have de-
termined that if an imaginary component exists, it is very small, 2.5% or
less of the dominating ∆x2−y2 .

Additional experiments that searched for a subdominant imaginary or-
der parameter involved tunneling experiments[20][21][22], and thermal con-
ductivity measurements[3]. The question is still open and one of the main
goals of this thesis is to investigate if YBCO experience a transition to a
fully gaped state at low temperatures.

10



Chapter 3

The Josephson effect

One of the most remarkable behavior of superconductors was theoretically
predicted in 1962 by Brian D. Josephson[23]. It concerns the phenomenol-
ogy of two superconductors that are weakly connected through for exam-
ple, a thin insulating barrier, see figure 3.1 a). The current through the weak
link is described by the equation for the d.c. Josephson effect:

IS = ICsinϕ (3.1)

Here ϕ (=θ1 − θ2) is the phase difference between the wavefunctions of the
two bulk superconductors (see figure 3.1 b)) and IC is the critical current
which is the maximum supercurrent a Josephson junction can sustain with-
out dissipation. IC is inversely proportional to the normal resistance RN

and for conventional BCS superconductors the theoretical value is given
by the Ambegaokar-Baratoff equation[24]:

IC =
π∆

RN2e
tanh(∆/2kbT) (3.2)

where T is the temperature. For low temperatures we have:

IC ≈ π∆
RN2e

(3.3)

The time evolution of the phase difference is given by:

dϕ

dt
=

2eV
h̄

(3.4)

often referred to as the a.c. Josephson effect. It results in an oscillating
supercurrent when a constant voltage (V) is applied[24].

11
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First superconductor Second superconductor

Oxide barrier

S S
I

| |ψ
1

| |ψ
2

a)

b)

e
iθ

1 e
iθ2

Figure 3.1: a) A possible realization of a Josephson junction with metal
superconductors. b) A sketch of a Josephson junction showing the overlap-
ping order parameter in the barrier.

Equation 3.1 is the simplest form of the d.c. Josephson effect including
only the sin(ϕ) term. A more general version also includes higher order
terms:

IS =
∞

∑
n=1

ICn sin(nϕ) (3.5)

For certain types of HTS Josephson junctions a second harmonic compo-
nent has been detected in experiments[25].

3.1 The resistively and capacitively shunted junction
model

A circuit equivalent for a Josephson junction is illustrated in figure 3.2.
Here the Josephson junction is in parallel with a resistance R and capaci-
tance C. This model is called the resistively and capacitively shunted junc-
tion (RCSJ) model.

From a circuit point of view a Josephson junction behaves as a non-
linear inductor. This can easily be seen by differentiating the Josephson
d.c. equation with respect to time[26]:

dIS

dt
= ICcos(ϕ)

dϕ

dt
(3.6)

12



3.1. THE RESISTIVELY AND CAPACITIVELY SHUNTED JUNCTION
MODEL

R

C

Ic

Figure 3.2: A sketch of the Josephson junction in the RCSJ model where
the junction is shunted by a resistance and a capacitance.

Inserting equation 3.4 will give us:

V =
h̄

2eICcos(ϕ)

dIS

dt
(3.7)

From the right side term we directly get the Josephson inductance:

LJ =
h̄

2eICcos(ϕ)
(3.8)

By adding the current contributions of the three separate elements the
equation for the circuit of figure 3.2 reads:

I = ICsinϕ + V/R + C
dV
dt

(3.9)

By inserting equation 3.4 in 3.9 one gets a second order differential
equation[24]:

I − ICsinϕ =
h̄

2eR
dϕ

dt
+

Ch̄
2e

d2ϕ

dt2 (3.10)

To visualize the junction dynamics one can compare it to a mechanical
analogue of a particle moving in a washboard potential given by:

U(ϕ) = −EJcos(ϕ) − h̄I
2e

ϕ (3.11)

13



CHAPTER 3. THE JOSEPHSON EFFECT

where EJ= h̄
2e IC is the Josephson energy. If we consider a bias current of I=0

the phase particle is trapped in a potential well and it oscillates at a frequency
ωp, called the plasma frequency, given by:

ωp =
1√
LJC

(3.12)

Another important parameter is the quality factor which is connected to the
dissipation in the junction and defined by:

Q = ωpRC (3.13)

The mechanical system will be governed by a differential equation sim-
ilar to the Josephson junction. The position and velocity of the particle is
given by ϕ and voltage (V ∼ dϕ

dt ) respectively. The particle has a mass of:
( h̄

2e )
2C and is subjected to a viscous drag force: ( h̄

2e )
2 1

R
dϕ
dt . By using equa-

tions 3.8, 3.12 and 3.13 one can rewrite the differential equation (3.10):

I
IC

= sinϕ +
1
Q

dϕ

dτ
+

d2ϕ

dτ2 (3.14)

here we have introduced τ = ωpt. A finite bias current will tilt the wash-
board, when I < IC the particle will stay still in a local minimum (if we
neglect thermal and quantum fluctuations). A stationary phase particle
represents a Josephson junction in the zero voltage superconducting state.
When I = IC the tilt is high enough for the particle to escape and start slid-
ing down the washboard. This corresponds to a Josephson junction that
makes a transition to the non-zero voltage resistive state (known as the
running state). Figure 3.3 show a sketch of the washboard potential at dif-
ferent values of I. In the running state the trajectory of the moving particle
is connected to the dissipation of the junction. For a highly dissipative, low
Q, the particle will follow the washboard closely. A high Q will instead re-
sult in a trajectory not following the shape of the potential, see the bottom
part of figure 3.3. The resulting current voltage characteristics (IVC) of the
junction will have different features according to to the value of Q. Here we
will assume a temperature low enough to neglect thermal fluctuations:

Case 1, Q≪1) A negligible small C will result in an overdamped junction.
Equation 3.10 reduces to:

I − ICsinϕ =
h̄

2eR
dϕ

dt
(3.15)

In the mechanical analogue this is equivalent to removing the inertia of the
particle. This means that, while in the running state, by lowering the bias
current below IC the particle is immediately trapped in a local minima.

14



3.1. THE RESISTIVELY AND CAPACITIVELY SHUNTED JUNCTION
MODEL

I=0

0<I<I

I>I

High Q

Low Q

C

C

E

ϕ

Figure 3.3: The RCSJ Washboard potential. In the top curve no bias current
is applied and the particle is trapped in a potential minima. In the middle
case a bias current less than IC is applied and if thermal and quantum fluc-
tuations are neglected the particle cannot escape. In the bottom curve the
current is high enough for the particle to escape into the running state, the
trajectory depends on the Q value.

Equation 3.15 has an analytical solution when integrated and the time
averaged voltage is given by[27]:

V = R(I2 − I2
C)1/2 (3.16)

The experimental IVC of an overdamped Josephson junction is plotted in
Figure 3.4 a).
Case 2,Q>1) For non negligible capacitances the junctions is in the under-
damped regime and the IVC will be hysteretic, see figure 3.4 b). The initial
switch to the finite voltage state still happen at I = IC. The massive particle
at the top of the barrier will immediately gain a high velocity since the tra-
jectory does not follow the potential. This corresponds to an abrupt switch
to the resistive state compared to the overdamped junctions. When the bias
current is ramped down below IC, the particle will due to its kinetic energy,
not be retrapped in the washboard potential. A further decrease of the bias
current will lead to the particle hitting the potential and getting trapped in
a minima. When this happens the junction switches back to the supercon-
ducting state.
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Figure 3.4: Example of an experimental a) Overdamped and b) Under-
damped IVC.

The value of the bias current when the retrapping happens is given by[24]:

IR ≈ 4IC

πQ
(3.17)

At finite temperatures thermal fluctuations can allow the particle to
overcome the barrier of the washboard potential before the threshold I =

IC is reached (compared to the T = 0 case). After a premature escape the
particle will start moving down the washboard and, for Q>1, reach a high
enough velocity that it does not retrap in another minima. This corre-
sponds to the junction switching to the finite voltage state at a current lower
than IC.

3.2 Josephson junctions in magnetic field

We will now consider the effect of an external magnetic field on the Joseph-
son current. In bulk superconductors the characteristic penetration depth
of a magnetic field is the London penetration depth λL. The Josephson
current in a junction will screen the magnetic field from the interior of the
superconducting electrodes similarly to surface currents in a bulk super-
conductor. The field will only penetrate a length known as the Josephson
penetration depth into the junction:

λJ =

√
Φ0

2π JCµ0(2λL + d)
(3.18)
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3.3. SUPERCONDUCTING QUANTUM INTERFERENCE DEVICE

Here Φ0 = h
2e is the magnetic flux quantum, µ0 the vacuum permeability,

JC the critical current density (JC=IC/AJ , where AJ is the total junction area)
and d is the thickness of the barrier. λJ determines the magnetic length
of the junction and in this way influence the response of IC to an external
magnetic field. λJ is important when compared to the junction width, w. If
w < λJ we have the case of a short junction where both JC and B are uniform.
The supercurrent of a Josephson junction will modulate when an external
magnetic field is applied due to the fields interaction with the phase. The
phase change across the width of the junction when a perpendicular mag-
netic field, B, is applied is given by[28]:

ϕ(x) =
2πB(2λL + d)

Φ0
x + ϕ(0) (3.19)

where ϕ(0) is a phase constant to be determined below. For a simple junc-
tion with a uniform supercurrent density the field dependence of the Joseph-
son current can be derived by substituting equation 3.19 into the d.c. Joseph-
son expression and first integrate along the width of the junction and then
maximize with respect to ϕ(0), resulting in:

IC(Φ) = IC(0)| sin(πΦ/Φ0)

πΦ/Φ0
| (3.20)

Here Φ = B · w · (d + 2λL) is the magnetic flux through the junction. This
relation is plotted in Figure 3.5. The pattern is comparable to that of light
being diffracted by a single narrow slit and it is generally referred to as
a Fraunhofer diffraction pattern. This analogy with optics will also be
present in systems with multiple Josephson junctions.

3.3 Superconducting Quantum Interference Device

A Superconducting QUantum Interference Device (SQUID) consists of two
Josephson junctions connected in parallel by a superconducting loop (see
figure 3.6). To understand the behavior of a SQUID one can start by con-
sidering a superconducting ring without junctions. The total phase change
along any closed path is given by the line integral[28]:

−
∮

∇θ dl =
2e
h̄

∮
A dl (3.21)

where A is the magnetic vector potential. The path is taken deep inside the
ring where there are no screening currents. To keep the wave function sin-
gle valued the integral of ∇θ over the full path must be an integer multiple
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Figure 3.5: Critical current vs magnetic flux for a short Josephson junction
with uniform current density.
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Figure 3.6: Sketch of a Superconducting QUantum Interference Device
(SQUID).
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3.3. SUPERCONDUCTING QUANTUM INTERFERENCE DEVICE

of 2π:
−2πn =

2e
h̄

∮
A dl (3.22)

Using Stokes theorem the right side term of equation 3.21 can be written as:

2e
h̄

∮
A dl =

2e
h̄

∫

S
∇ × A dS (3.23)

The curl of the vector potential is simply the definition of the magnetic field
B. The integral will consequently give the flux into the loop:

2e
h̄

∫

S
B dS =

2e
h̄

Φ = 2π
Φ
Φ0

(3.24)

Equation 3.21 therefore gives the flux quantization through a supercon-
ducting loop:

Φ = nΦ0 (3.25)

When two Josephson junctions are added to the ring in equation 3.21 one
has to include the phase difference ϕ1 and ϕ2 across junction 1 and 2 respec-
tively. This results in the following expression:

n2π − (ϕ1 − ϕ2) = 2π
Φ
Φ0

(3.26)

The total critical current of the SQUID will be the sum of the current con-
tributions of the two junctions:

ISQUID = IC1sinϕ1 + IC2sinϕ2 (3.27)

To find the maximum ISQUID at zero voltage one can use equation 3.26 to
get:

ISQUID = IC1sinϕ1 + IC2sin(ϕ1 + 2π
Φ
Φ0

− n2π) (3.28)

and maximize this with respect to ϕ1. For junctions of equal critical currents
and negligible self-inductance of the loop the expression for the ISQUID de-
pendence on magnetic flux is simply given by:

ISQUID = 2IC|cos(
πΦ
Φ0

)| (3.29)

An example of this modulation pattern is plotted in Figure 3.7 a).
In the previous case the junctions forming the SQUID were point like.

Since the work in this thesis involve SQUID’s with submicron size loop
area it is important to consider the scenario where the junctions do not have
negligible dimensions compared to the SQUID loop (this case is commonly
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Figure 3.7: Critical current vs magnetic flux for a SQUID with negli-
gible self-inductance and a) point like junctions b) distributed junctions
(ΦJ/Φ=0.25).

referred to as a distributed SQUID). Here the total IC vs Φ behavior will be
the product of the SQUID and junction magnetic field patterns. This can
be seen as a Fraunhofer pattern acting as an envelope on top of the SQUID
modulations, described by[28]:

ISQUID = 2IC|cos(
πΦ
Φ0

)
sin(πΦJ/Φ0)

πΦJ/Φ0
| (3.30)

where ΦJ is the flux through the junctions. The ratio of SQUID and junction
modulations is related to ΦJ/Φ. Figure 3.7 b) shows a modulation pattern
of a SQUID where ΦJ/Φ=0.25.
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3.4 N Josephson junctions in parallel

We now consider the case of N (>2) Josephson junctions connected in par-
allel. This will give rise to interference patterns more complex than for
the SQUID. Figure 3.8 a) shows a sketch of an interferometer with 6 junc-
tions in parallel. A structure with N Josephson junctions will in addition to
the main modulation period Φ0 have a quasi period, Φ0/N, that becomes
smaller when more junctions are added in parallel. At the same time the
main maxima will be enhanced and sharper as N grows. The total critical
current and its dependence on the flux is described by[29]:

ICtot =
N

∑
n=1

ICnsin(ϕ1 − 2π(n − 1)Φ
Φ0

) (3.31)

Here it is assumed that the loops are of equal size and self-induced flux is
neglected. As in the SQUID case described earlier this expression should
be maximized with respect to ϕ1. If all the junctions have equal IC it can be
simplified to[30]:

ICtot = IC+

∣∣∣∣
1 − cos(N 2πΦ

Φ0
)

1 − cos( 2πΦ
Φ0

)

∣∣∣∣
1/2

(3.32)

where IC+ is the sum of the IC of all the junctions in parallel. Figure 3.8
b) shows an ICtot vs Φ plot where the 6 parallel junctions have the same IC.
When asymmetries in the IC of the junctions are introduced the pattern will
become more complex. Figure 3.8 c) shows the case of dissimilar IC.
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Figure 3.8: a) A sketch of a circuit containing 6 parallel Josephson junc-
tions. b) Magnetic field pattern in the case where the critical currents of the
junctions are equal and in c) when they differ according to IC1 = 2, IC2 =
0.3, IC3 = 2.5, IC4 = 1, IC5 = 0.5 and IC6 = 3 (arbitrary units, the currents are
normalized to the maximum critical current, ICmax).
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Chapter 4

Grain boundaries

The electrical transport of superconducting cuprate grain boundary Joseph-
son junctions exhibit unconventional phenomenology not seen in their LTS
counterpart. This chapter is dedicated to describing some common types
of HTS grain boundaries, their structure and their transport mechanisms.

4.1 HTS Josephson Jucntions

When the cuprate superconductors were discovered there was a great in-
terest in realizing Josephson junctions. However, the fabrication methods
had to take a different route compared with the fabrication methods of
LTS. The cuprates need very high temperatures for good epitaxial growth
(≈ 700-800◦C for YBCO). This makes lift-off techniques not applicable due
to the effect these high temperatures have on the resist layers. Moreover
the chemical and structural instability of HTS’s surfaces makes the conven-
tional trilayer technique hard to implement. Instead of using an insulating
layer as a barrier in HTS, structural defects interrupting the periodic lat-
tice in epitaxial films, have been employed to create weak links. These de-
fects can be created artificially at the border between regions with different
crystallographic orientations and they are usually called Grain Boundaries
(GB). The merging point between differently oriented grains can in certain
conditions behave as a weak link showing Josephson properties. The GBs
can be characterized by the mis-orientation angle α between the two grains
and the direction of the axis of rotation: [100], [010] or [001]. For a rota-
tion around an axis in the grain boundary plane we have a tilt junction and
when the rotation is around an axis perpendicular to the grain boundary
we have a twist junction. Figure 4.1 a) shows the 90◦[010]-twist GB and
figure 4.1 b) the 90◦[100]-tilt case.
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Figure 4.1: a) Shows a 90◦[010]-twist GB and b) shows a 90◦[100]-tilt GB.

The main methods to create artificial HTS GB junctions are the Bicrystal,
Biepitaxial and Step edge technique.

4.1.1 Bicrystal junctions

The bicrystal type of GB is one of the simplest to fabricate but it require
a special type of substrate. This substrate is created by gluing together
two pieces of the same material with different crystallographic orientation.
When an epitaxial HTS film is deposited on this bicrystalline substrate the
crystal axes of the film will follow those of the two substrates and a GB will
be created at the boundary line, see figure 4.2. The bicrystalline technology
tend to give rather reproducible junction properties at the expense of free-
dom in design. Indeed the junctions are confined at the bicrystal line and
they can not be freely placed anywhere on the substrate.

4.1.2 Step-edge junctions

A step-edge junction is created by etching a step into a substrate and then
growing a HTS film. If the angle of the step is ≥ 45◦ for perovskite sub-
strates like SrTiO3 (STO) and LaAlO3 the film grown on the slope of the
step will have a different orientation compared to the film on the flat part
of the substrate[31]. This causes the formation of two grain boundaries, one
at the top of the step and one at the bottom, see figure 4.3. In the case of
non-matched substrates (with respect to the crystallographic YBCO axis),
like MgO, step angles of 10◦ can be enough to form GBs at the top and bot-
tom part of the step. The two junctions in series are usually not desired, one

24



4.1. HTS JOSEPHSON JUCNTIONS

GBYBCO ab-planes

+ +

-
-+

+

-

-

+ +
+

+

Figure 4.2: A 45◦[001]-tilt bicrystal grain boundary.

GB YBCO ab-planes
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Figure 4.3: A sketch of a Step-edge sample.

can try to make them very dissimilar in critical current so the system will
be dominated by the weakly coupled, low IC, junction[32]. On MgO sub-
strates a second approach is to eliminate one of the junctions completely
by creating a smooth bottom step[33]. The step-edge technique allow one
to freely place the junctions on the sample, but it also add the difficulty
of properly defining the step profile which controls the structural proper-
ties of the GB and therefore strongly affects the transport properties of the
junctions.
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Figure 4.4: A 45◦[010]-tilt biepitaxial grain boundary.

4.1.3 Biepitaxial junctions

The fundamental idea behind the biepitaxial technology is to epitaxially
grow a seed layer on a crystalline substrate and then pattern it to only cover
part of the substrate. The seed layer changes the epitaxial relation between
the HTS film and the substrate. An example is shown in figure 4.4 where a
seed layer of STO (110) is grown and then patterned on a MgO (110) sub-
strate. In this way the YBCO film grows (103) oriented on the seed layer
and (001) on the bare substrate. Just as for the bicrystal technique a GB will
be formed at the boundary between the two growth directions. However
the seed layer creates a step between the two films which is important to
keep as small as possible. The depth of this step strongly affects the struc-
tural properties of the GB. Using the biepitaxial technique it is possible to
place GBs freely on the substrate. Moreover by changing the orientation of
the seed layer edge with respect to one of the in plane orientations of the
substrate one can grow GBs with different structures and transport prop-
erties. All the samples in this thesis were fabricated using the biepitaxial
technology; a detailed description is presented in chapter 6.

4.1.4 The ICRN-product

A significant difference between LTS and HTS Josephson junctions is the
behavior of the ICRN-product. For an ideal LTS Superconductor-Insulator-
Superconductor (SIS) tunnel junction with a s-wave order parameter this
product is expected to follow the Ambegaokar-Baratoff relation (equation
3.2). For HTS GB’s the ICRN-product varies greatly but always being much
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4.2. THE GRAIN BOUNDARY INTERFACE

less than the Ambegaokar-Baratoff predictions; sometimes even one order
of magnitude lower. A number of explanations have been suggested for
this behavior including a suppression of the superconducting gap at the
boundary, faceting of the interface and the anisotropy of the d-wave order
parameter. In addition to this HTS GBs created by using some technologies
(but not in all cases) have an ICRN that scales with JC:

ICRN ∝ Jp
C (4.1)

where a range of different p values have been reported (p=0.3-0.6[34][35][36]).

4.2 The grain boundary interface

The structure and electrical properties of various GBs have been the sub-
ject of many studies over the last 2 decades. The properties of the interface
layer depends on growth conditions and mis-orientation angle. Low an-
gle GB’s will consist of a combination of dislocations and lattice matched
regions. As the angle is increased the dislocations will grow in number
and eventually form a continuous layer[36]. The width of this dislocation
layer varies for different types of grain boundaries. It has been estimated
by Transmission Electron Microscopy (TEM) studies to be on the order of
one nanometer [37][38].

The exact transport mechanisms of quasiparticles and Cooper pairs through
the GB interface is still not completely understood. Several different mod-
els to describe the electrical transport through the GB have been proposed.

4.2.1 The filament model

The filament model proposed by Moeckly and coworkers[39] is based on
an interface layer that consists of both a disordered superconducting region
and a highly disordered non superconducting region, sandwiched between
the bulk of the superconducting film, see figure 4.5. The narrow points,
where the disordered superconducting regions from the two sides meet,
will act as filaments that carry the supercurrent of the GB. In addition to the
filaments there is also a parallel array of normal connections, which do not
carry any supercurrent. The number of normal connections are generally
assumed to be much higher than the number of superconducting filaments.
The filaments are assumed to be randomly positioned in the GB and have
widths in the range 1-60 nm.
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Figure 4.5: A sketch of the grain boundary region as described by the
Filament Model.

4.2.2 The intrinsically shunted junction model

A second model that has been introduced (by Gross and Mayer[40]) to de-
scribe the transport through the GB and that has found some experimental
support is the intrinsically shunted junction (ISJ) model[34][41][36]. The ISJ
model assumes that the GB consists of an insulting layer that completely
separates the two superconducting grains, and that possibly is sandwiched
between thin layers of superconducting material with a reduced order pa-
rameter (SS’IS’S)[40]. Inside the insulating layer a large amount of local-
ized defect states are found, see figure 4.6. Quasiparticle transport will be
possible through resonant tunneling via these localized states. Because of
Coulomb repulsion the Cooper pair transport will be restricted to direct
tunneling through the insulating barrier[42].

4.2.3 Homogeneous barrier, SIS

Both the previous models assume a scenario where the GB is inhomoge-
neous and the normal and superconductive transport take place in differ-
ent channels. In case of an ideal tunnel junction (SIS), both quasiparticles
and Cooper pairs tunnel uniformly through the GB, again formed by an
insulating barrier separating the two superconducting grains.
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Figure 4.6: The grain boundary according to the intrinsically shunted junc-
tion (ISJ) model. Quasiparticles may traverse the barrier through resonant
tunneling via the localized states while the Cooper pairs are restricted to
direct tunneling.

4.2.4 The band-bending model

In this model proposed by Mannhart and Hilgenkamp[44][45][36] a thin
insulating layer exist between the two grains due to structural disorder.
Due to the Thomas-Fermi screening length (the length scale over which the
electric field is screened by mobile carriers) being on the order of 1 nm for
cuprates some effects similar to that of semiconducting materials can occur
at the GB. Band bending at the interface can be severe enough to cause a
depletion layer. The reduction in carrier density right next to the thin dis-
ordered layer will suppress the order parameter and result in an effective
insulating layer larger than what is solely caused by the structural disorder.
The band bending model does not exclude elements of the 3 previously dis-
cussed models that can contribute to build up the GB transport properties.
Indeed from the multitude of experiments on GBs since the discovery of
HTS it has not been conclusively shown that one of these models describes
all types of junctions. It is instead well established that the transport prop-
erties strongly depend on the GB micro structure.
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Figure 4.7: Voltage noise spectrum of a submicron grain boundary junc-
tion, here n ≈ 1. The Lorentzian centered around 10 kHz is due to a 2-level
charge trap.

4.3 Noise and the transport models for HTS GBs

To gain experimental insight into the structure of the GB barrier and its
transport mechanism, one approach is to characterize the low frequency
voltage noise at low temperatures. For HTS GBs the voltage fluctuations
are made up of critical current fluctuations δIC and normal resistance fluc-
tuations δRN . These two quantities are related to the transport mechanisms
of cooper pairs and quasiparticles respectively. The noise spectra of HTS
GB’s will commonly have a predominant 1/ f component, see figure 4.7 for
an example from a biepitaxial YBCO GB.

For Metal-Insulator-Metal junctions it has been known for a long time
that the 1/ f component of the noise is due to 2-level charge trapping states
in the barrier[46]. This was understood by noting that when the junction
area was reduced to very small dimensions (comparable to the inverse areal
density of fluctuators) the 1/ f spectra started to decompose into a finite
number of Lorentzian components. A Lorentzian is caused by a single
charge trap that switches between an on (charge trap occupied by electron)
and off (charge trap not occupied by electron) state, having mean lifetimes
of τ1 and τ2 respectively.

It has been shown that this mechanism is likely also the cause for low
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frequency 1/ f noise in HTS GB junctions[43]. In figure 4.7 a weak Lorentzian
feature centered around 10 kHz is superimposed onto the 1/ f background.
The frequency of the Lorentzian is given by 1/τe f f where τe f f = (τ−1

1 +
τ−1

2 )−1 is the effective lifetime.
The trapping of a charge will locally increase the junction barrier mak-

ing it less transparent. This is effectively the same as a decrease in the
total junction area (AJ) by a value proportional to the cross-sectional area
of the charge trap, At. Assuming that the transport through At is com-
pletely blocked when the fluctuator is switched on we have that At/AJ =

∆G/G[41] (where ∆G is the change in conductance). This can be used
to get information regarding both the fluctuator’s area and the Cooper
pair/quasiparticle transport channel areas, as will be discussed in chapter
9.

For a current biased overdamped junction the voltage fluctuations, SV ,
at a fixed current I depend on the relative root mean-square (rms) fluctua-
tions δIC/IC and δRN/RN according to[49]:

SV( f ) = (V − Rd I)2Si( f ) + V2Sr( f ) + k(V − Rd I)VSir( f ), (4.2)

Here Si = |δIC/IC|2, Sr = |δRN/RN |2, and Sir = |δIC/IC||δRN/RN | is the
cross spectral density of the fluctuations and Rd = ∂V/∂I is the differen-
tial resistance. k is the correlation between the δIC and δRN . For k = −2
and k = 2 one has perfectly antiphase and inphase correlated fluctuations,
respectively[49]. If k = 0 the fluctuations are uncorrelated. From equation
4.2 it is clear that when the differential resistance is very large the first term,
containing Si dominate the expression, this is the case when I ≈ IC. When
the differential resistance approach the asymptotic normal resistance the
second term, V2Sr, will instead give the main contribution (this is the case
for bias currents significantly larger than IC).

By fitting the measurement data to equation 4.2 one gains important
insight into which of the different proposed GB models can describe the
transport mechanism. The models give fundamentally different predic-
tions for the ratio between Si and Sr and for the correlation of the fluc-
tuations.

A simplified version of the Filament model was treated by Miklich et.
al.[48] where the junction is assumed to consist of a small single super-
conducting channel in parallel to a large normal conducting channel. The
area of the two channels are given by Aqp (quasiparticle transport) and
Acp (Cooper pair transport) and follow Aqp ≫ Acp. Due to the large dif-
ference in channel area, relative critical current fluctuations will be larger
than the relative resistance fluctuations, resulting in

√
Si/Sr ≈

√
N (where
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N = Aqp/Acp). Due to the channels being independent from each other no
correlation between δIC and δRN is predicted for this model (k = 0).

The ISJ model and the SIS Model on the other hand are expected to
show an antiphase correlation, k=-2. This is due to the fact that both these
models have an insulating layer that completely separates the two super-
conducting grains. If a charge trap switches to the on state, locally causing
an increase of the junction barrier, IC will decrease while RN increases. The
opposite is true when the trap switches off and the barrier is lowered[49].

The ratio
√

Si/Sr = q can be determined from the scaling behavior of
the ICRN product. The ISJ model predicts a scaling according to ICRN ∝
(JC)p[49]. From this it follows that q = 1/(1 − p). Values of q in the range
2-4 have been reported in junctions following the ISJ model[34][41].

For an ideal SIS junction with a homogeneous insulating layer the Cooper
pairs and quasiparticles will both tunnel directly through the same regions
of the GB. The Ambegaokar-Baratoff (equation 3.2) relation is valid for tun-
nel junctions and give a constant ICRN product, resulting in q = 1.

4.4 Effects of d-wave symmetry on GB

The d-wave symmetry of the orderparameter will further differentiate the
cuprate grain boundary junctions from their LTS counterpart. For Joseph-
son junctions made out of d-wave superconductors the orientation of the
order parameter in respect to the interface line plays a significant role for
the JC value. A junction where the lobes of the two order parameters are
oriented against each other will have a higher JC than when a node is fac-
ing the GB line. It has been shown that the JC of d-wave Josephson junction
follows the relation[50]:

JC = JC,max[n2
x − n2

y]L[n2
x − n2

y]Rsin(ϕ) (4.3)

here nx and ny are the projections of the normal unit vector of the inter-
face (n) onto the crystallographic axes in the right and left electrodes re-
spectively. More than an order of magnitude difference in JC have been
observed when comparing a junction with a node oriented interface (mini-
mum) to a configuration that give the maximum value[47].

4.4.1 Faceting

An important feature of the GB interface of cuprate superconductors is its
meandering structure, see figure 4.8. The GB interface consists of facets usu-
ally on the length scale of 100-200 nm, the size of which depends on the
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Figure 4.8: The faceting of a grain boundary interface will have a signifi-
cant impact on the transport properties due to the d-wave order parameter
in HTS.

growth conditions and the GB angle. The local GB angle will vary at each
facet, making the nominally patterned GB angle an average angle. Due
to the d-wave symmetry of the order parameter the meandering will have
severe consequences for the electrical transport properties. Each facet will
have its own JC (depending on the GB angle in equation 4.3) and current
phase relation. The facets will acts as a parallel array and the transport
through the GB will depend on this circumstance. This can cause devia-
tions from an ideal IC vs B patterns and a lower total JC.

Two adjacent high angle facets may result in a configuration where
there is transport both between two ”-” lobes and a ”+” and ”-” lobe facing
each other (see dashed lines in figure 4.8). One of these facets will have an
extra phase shift of π compared to the phase difference of the other facet.
This π-facet will carry a net negative current and decrease the overall JC of
the total GB structure.

Very small GBs may be made up of only a few facets, and when go-
ing to deep submicron dimensions only one facet per junctions might be
achieved.

4.4.2 Andreev reflection

A charge carrier impinging on a Normal Superconducting (NS) interface
may experience a so called Andreev reflection. We start by discussing the
simplest scenario of an isotropic s-wave superconductor. An electron in
the N-side arriving at the interface having an energy E > ∆ will enter the
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S-side into the quasiparticle states as an electron like excitation. However,
for E < ∆ there are no available states on the S-side and the electron may
instead be reflected back as a hole having the same momentum but oppo-
site direction. This reflection process cause the creation of a Cooper pair in
the superconducting condensate on the S-side (see figure 4.9 a) for a sketch
of the process).

E

e

h

2e
0

Δ

SN

a) b)
GB

S S
1 2

Δ

+ ++

+

Figure 4.9: a) Andreev reflection in a NS interface for a s-wave super-
conductor. b) The sign change in the phase of the lobes of the d-wave order
parameters results in zero-energy bound states at the interface between two
HTS films.

For d-wave superconductors the picture get significantly more com-
plex. Since the order parameter is anisotropic the orientation of the two
electrodes in an HTS GB junction is important, see figure 4.9 b). Here the
electrode on the left has the ab-planes rotated 45◦ with respect to the right
one. The result is that the lobe of the order parameter on the right faces
the node on the left side. The important difference with respect to the case
of a s-wave order parameter is that the phase of the d-wave lobes changes
sign. In the left electrode of figure 4.9 b) an incoming quasiparticle imping-
ing the barrier at an angle of 45◦ will, once Andreev reflected, experience
a phase change of π due to the d-wave symmetry[52][53]. Constructive in-
terference between the incoming and reflected particles cause zero-energy
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bound states (ZES) or midgap states (MGS) to be formed at the Fermi level.
The MGS can be observed as a peak in conductance, centered around zero
bias. The MGS are not just restricted to GBs like the one shown in figure
4.9 b), they have been observed in GBs with different angles because of the
unavoidable faceting of the interface.

The study of MGS was of great interest in the early years of the cuprate
superconductors and their observation has contributed to establishing the
symmetry of the order parameter. Indeed their existence is due to a sign
change of the phase of the order parameter between orthogonal orientations[51].

The MGS contribute to the Josephson properties of a GB junction. The
theory is rather complex (for more details see for example [52]). The main
results is that for certain grain boundary configurations the bound states
present at the junction interface can give rise to a second harmonic com-
ponent IIIsin2ϕ in the current-phase relation (CPR) whose amplitude III

can be of the same order (or even higher) than the first component IIsinϕ.
The amplitude of the 2nd order component decreases faster with increasing
temperature than the amplitude of the 1st order component[52][54].
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Chapter 5

The single electron transistor

Tunnel junctions exhibit several interesting physical phenomena at low
temperatures. In the previous chapter we have been focusing on the Joseph-
son effect. In this chapter we will introduce another important physical
mechanism that appear in junctions that are so small that the charge of sin-
gle electrons starts to matter.

Consider a single junction with a small capacitance C connected to two
electrodes. At low temperatures, the energy required for a single electron
to tunnel through the junction, EC = e2/2C, called charging energy, becomes
important. When a voltage smaller than e/2C is applied to the junction it
is energetically unfavorable for an electron to tunnel. This effect of zero
current despite a non zero voltage is called Coulomb blockade. The two main
requirements for this effect to be realized are:

1. The temperature must be low enough to prevent thermal fluctuations
from smearing out the Coulomb blockade: kBT<EC.

2. The junction resistance must be higher than the quantum resistance,
RQ = h/4e2 ∼ 6 kΩ. This is required to prevent quantum fluctuations
in the particle number to smear out the Coulomb blockade effects.

We will first consider junctions in the normal state and discuss the scenario
of superconducting electrodes later in the chapter.

5.1 The single electron transistor

The observation of blockade effects in single junctions is difficult, even
when the junction resistance is larger than RQ. Indeed the resistance RP

seen by the junction capacitance, i.e. the parallel combination of the tun-
nel resistance RT and the resistance (impedance) RS of the biasing circuitry,
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Figure 5.1: A sketch of a single electron transistor. The island is connected
to the source and drain electrodes by tunneling junctions while the connec-
tion to the gate is purely capacitive.

must exceed the quantum resistance. The relevant time scale of transport
through the junction is given by the ”discharging time” of the junction ca-
pacitor RPC ∼ 10−10s[24], where C is the capacitance of the junction. At
such high frequencies the biasing leads near the junction behave like trans-
mission lines with impedance close to 100 Ω [24]. This low impedance will
prevent the observation of Coulomb blockade effects in a single junction
unless special precautions are taken to create a high impedance environ-
ment around the junction[55].

The most straightforward way to study charging effects is instead through
the Single Electron Transistor (SET). The SET consists of a mesoscopic island
connected to two electrodes (Source and Drain) through tunnel junctions
(having capacitances C1 and C2 respectively) and capacitively connected to
a gate electrode (Cg), see Figure 5.1. As long as the two tunnel junctions ful-
fill the two requirements on capacitance (EC is now given by e2/2CΣ where
CΣ = C1+C2+Cg) and resistance the island will be sufficiently isolated from
the electrodes and charging effects can be observed. The main feature of
the SET is that the charge of the island can be controlled very accurately
through the gate voltage, Vg. The amplitude of the Coulomb blockade is
changed by the charge conditions on the island. To model the SET we need
an expression for the total energy of the system. This consists of the elec-
trostatic energy, U, and the work Wj done by the voltage when an electron
tunnels through junction j. The electrostatic energy will depend on the ap-
plied voltage and the number of electrons, n, added to the island, according
to[24]:

U =
1

2CΣ
( ∑

i=1,2,3
∑
k>i

CiCk(Vi − Vk)
2 + (ne)2) (5.1)
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where e=1.60 · 10−19C is the electron charge and the index i runs over the
two junctions and the gate, C3=Cg. n is the number of excess electrons and it
is not the total number of electrons on the island. Wj is given by[24]:

Wj = −e ∑
i=1,2,3

(Vj − Vi)
Ci

CΣ
(5.2)

The total energy of the system is now:

E = U + ∑
j=1,2

njWj (5.3)

=
1

2CΣ

(
∑

i=1,2,3
∑
k>i

CiCk(Vi − Vk)
2 + (ne)2 − 2e ∑

j=1,2
nj ∑

i=1,2,3
(Vj − Vi)Ci

)

where nj is the number of electrons tunneling through junction j. To gain a
basic understanding, of the effect the gate voltage has on the charge state on
the island, we first look at the limit of zero source-drain voltage (V1=V2=0).
The work, njWj, will now have a unique value equal to neVgCg/CΣ, inde-
pendent on which junction the electron tunnels through. The equilibrium
energy for this system is now obtained from equation 5.3:

E(n, Vg) =
1

2CΣ
(CgVg + ne)2 + constant = EC(ng + n)2 (5.4)

Here we have introduced the gate induced charge ng = CgVg/e. The con-
stant term ( 1

2CΣ
(CgV2

g (C1 + C2 − Cg))) does not depend on n and can be
omitted in this treatment. Equation 5.4 gives rise to a set of energy parabo-
las, one for each integer n value, see figure 5.2 a). When the gate voltage
is changed, the system will follow the lowest available energy curve and
change the charge number on the island when required to minimize the
energy. When ng = k + 1

2 , where k is an integer, there is a degeneracy be-
tween two neighboring charge states (n). At this gate voltage the Coulomb
blockade is lifted and electrons can tunnel to and from the island giving
rise to a current peak when an infinitesimal source-drain voltage (VSD) is
applied.

The next step is to understand the IV characteristics of the SET and
its dependence on the the gate voltage. This is more complex than the
oscillating Coulomb blockade at infinitesimal source-drain voltages.

To calculate the current for finite source-drain voltages we start by con-
sidering the change in the total system energy as an electron tunnels to
(n → n + 1) or from (n → n − 1) the island through either of the two
junctions. This is done by comparing U (equation 5.1) before and after the
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Figure 5.2: Energy parabolas for an SET with a) normal electrodes and
island b) normal electrodes and superconducting island. Each curve is con-
nected to a number of excess electrons, n, on the island. When two curves
meet at ng = k + 1

2 , where k is an integer, the blockade is lifted and the
current will flow through the island.

change in n and adding the work W. We now put V1 = VSD and V2 = 0 and
get the following expressions for the energy changes[56]:

∆E±
1 =

e2

CΣ

([
1
2

± (n + ng)

]
∓ C2VSD

e

)

∆E±
2 =

e2

CΣ

([
1
2

± (n + ng)

]
± C1VSD

e

)
(5.5)

where ∆E±
i is the energy change when an electron tunnels onto (+) or off (-)

the island through junction i. A term containing Cg · VSD has been dropped
due to being very small for standard SET parameters. A current will only
flow through the SET when the energy is decreased (∆E+

1 ,∆E−
2 < 0 or

∆E−
1 ,∆E+

2 < 0) for both tunneling onto and off the island. When this is not
the case the Coulomb blockade is active and no current flow is allowed. By
inspecting 5.5 it is clear that the blockade is a function of both Vg and VSD.
Setting ∆E = 0 will define voltage threshold lines in the VSD, Vg plane, which
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define the onset of the current through the SET:

Junction1 V±
th (n, ng) = ± e

C2
(

1
2

± (n + ng))

Junction2 V±
th (n, ng) = ∓ e

C1
(

1
2

± (n + ng)) (5.6)

The current through the structure is given by [24]:

I(V) = e
∞

∑
n=−∞

p(n)[Γ−
1 (n) − Γ+

1 (n)] = e
∞

∑
n=−∞

p(n)[Γ+
2 (n) − Γ−

2 (n)] (5.7)

where p(n) is the probability density to have n electrons on the island and
the sum over all values is normalized to 1. The tunneling rate through
junction i is:

Γ±
i (n) =

1
e

I(
−∆E±

i
e

)

(
1

1 − exp(∆E±
i /kBT)

)

)
(5.8)

Here I(−∆E±
i

e ) represents the DC current due to an applied voltage. For a
normal metal SET Ohm’s law can be used: I(V) = V/Ri. If the island
and/or the electrodes are superconducting this has to be replaced with the
suitable formula for SIS or SIN tunneling.

The approach described here is usually called the Orthodox theory. To
calculate the current as a function of Vg and VSD for anything but special
cases numerical calculations are needed. A basic stability diagram of a nor-
mal symmetric (R1=R2, C1=C2) SET is plotted in figure 5.3, here the source
drain current, ISD, is represented by the colorscale and plotted as a func-
tion of nG and VSD. The bright green rhombic region, commonly referred
to as Coulomb diamonds, centered around zero VSD represents the blockade
regime, where no charge transfer through the transistor is allowed. The
two upper insets show the IVCs for the open and closed (blockade) state,
the gate position of these two curves are marked in the stability diagram
with a blue and red line respectively. The right inset of figure 5.3 shows
the source-drain current as a function of the gate charge, ISD(ng), (transfer
function) at fixed VSD slightly above zero.

Figure 5.4 a) shows the same simulation as Figure 5.3 with the current
replaced by conductance (G = ∂ISD/∂VSD). By plotting the conductance,
more structure will be revealed. Indeed several higher order diamonds are
visible. The different diamonds can be understood as follows: In the blue
central diamonds only a constant number of excess electrons are allowed
on the island. This corresponds to the blockade regime where no charge
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Figure 5.3: A simulated stability diagram of a normal metal SET. The color
scale represents the source-drain current. The dashed white lines shows the
voltage thresholds. The inset to the right show a transfer function at a VSD

slightly above zero. The two IVCs show the transistor in the open (blue)
and closed (red) state respectively. The parameters used in the simulation
was R1 = R2 = 90 kΩ, C1 = C2 = 1.5 fF, EC = 27 µeV and T = 30 mK.

transfer through the island is allowed. For the cyan diamonds at higher
VSD the number of excess electrons on the island fluctuates over time be-
tween two values (differing by 1), giving rise to a finite current. The next
red-yellow diamonds are described by a higher conductance due to three
possible values of excess electrons on the island.

In the following section we will discuss the effects of junction asymme-
try in an SET, both in resistance and capacitance, on the transport proper-
ties, i.e. the stability diagram. In Figure 5.4 b) - e) the simulated conduc-
tance G(VSD, ng) of devices with asymmetric tunneling resistance (R1 ̸=R2,
C1=C2) are shown, using asymmetry ratios: R1/R2 = 1.5 - 4. As the resis-
tance asymmetry is increased the diamond structures for voltages above
the Coulomb blockade is step by step changed into a slanted line of high
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Figure 5.4: Simulated stability diagrams of a normal metal SET showing
the conductance as a function of VSD and ng. a) Here the fully symmetric
case, R1=R2, C1=C2, is shown. b) to e) show stability diagrams simulated
for increasing resistance asymmetry while f) shows the case of symmetric
resistance and asymmetric capacitance.
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conductance. Already at R1/R2 = 3 the higher order diamonds are almost
completely gone and replaced by a set of parallel lines.

For asymmetric junction capacitance (R1=R2, C1 ̸=C2) much of the orig-
inal diamond structure is maintained, however the pattern will be slanted
in a direction that depends on the two junction capacitances, see figure 5.4
f). The slope of the two lines (only one for SETs asymmetric in R) that make
up the diamonds can be used together with the gate capacitance to estimate
the junction capacitances from SET measurement data.

5.2 Superconducting SET

The realization of an SET with some or all components made out of a su-
perconducting material will add several new and interesting features to
the transport phenomenology. The superconducting gap can, under cer-
tain conditions, modify the periodicity of the Coulomb blockade, effec-
tively doubling it; this is referred to as the parity effect. In an SET with a
superconducting island and normal electrodes it is possible to observe this
effect. This so called NISIN SET will be discussed in the following section.
The fully superconductive case, the SISIS SET, will briefly be addressed in
the end of the chapter.

5.2.1 The NISIN SET

When the island is superconducting the gap, ∆, introduces another energy
scale into the SET. The energy cost to add an electron to the island will
depend on the parity of the system. If the tunnel event leads to an odd
number n on the island the quasiparticle will be put at the first available
state above the energy gap. Whereas if the number is even the quasiparticle
can recombine to the condensate.

In experiments on parity effect in aluminum SETs Averin et.al.[57] and
Tuominen et. al.[58] introduced the free energy difference, F, between the
even and odd state. The observation of parity effect have thus far been
limited to aluminum. In experiments using niobium SETs the even odd
energy have not been detected[66][67].

Figure 5.2 b) shows an energy diagram where F is included. The odd
parabolas have been displaced by a value F to higher energies. This causes
the periodicity of the Coulomb oscillations of the SET to change from e to
2e. At T=0 K F is equal to ∆, with increasing temperature F decreases and
reaches zero at a transition temperature, T⋆. The dependence of F on T is
close to linear for all but temperatures close to T⋆ and can be approximated
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with[59]:
F ≈ ∆ − kBTln(Ne f f ). (5.9)

Here Ne f f is the effective number of available states for quasiparticle exci-
tations in a region kBT above ∆. The transition temperature is now approx-
imately given by T⋆ ≈ ∆/(ln(Ne f f )kB).

To add the effects of a superconducting island to the stability diagram,
one needs to include F in the energy difference equation 5.5. If the tun-
neling event results in an odd n the energy cost of the event is increased
and F should be added. If the end result is instead an even n, F should be
subtracted, resulting in:

∆E±
1 =

e2

CΣ

([
1
2

± (n + ng)

]
∓ C2VSD

e

)
+ (−1)nF

∆E±
2 =

e2

CΣ

([
1
2

± (n + ng)

]
± C1VSD

e

)
+ (−1)nF (5.10)

In this treatment we will only consider single quasiparticle sequential tun-
neling.

The second modification for an SET with a superconducting island is
that the ohmic I(V) expression in the tunneling rate equation (5.8) need to
be replaced. A general expression for the tunneling current is given by[28]:

I(V) =
1

Rie

∫ ∞

−∞

N1(ϵ − eV)

Nn1(0)

N2(ϵ)

Nn2(0)
[ f (ϵ − eV) − f (ϵ)] dϵ (5.11)

where f (ϵ) is the Fermi function and Nj/Nnj is the density of states (DOS)
for electrode j divided by the normal state DOS (Nnj). For a small bias
range Nnj is effectively constant and therefore N1(ϵ)/Nn1(0)=1 in the nor-
mal metal electrode. If we consider a BCS superconductor for the other
electrode, having an isotropic s-wave gap, the DOS is given by:

N2(ϵ)

Nn2(0)
=

{
ϵ√

ϵ2−∆2 |ϵ| ≥ ∆

0 |ϵ| < ∆
(5.12)

The resulting SIN tunneling current is now:

I(V) =
1

Rie

∫ ∞

−∞

ϵ√
ϵ2 − ∆2

[ f (ϵ − eV) − f (ϵ)] dϵ. (5.13)

Here the range |ϵ| < ∆ is excluded from the integration. The threshold volt-
ages for an SET with a superconducting island are found by first setting ∆E
= 0 in equation 5.10. Since we are dealing with SIN junctions a charge car-
rier that tunnels also need to overcome ∆, which will increase the voltage
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needed to drive a current through the SET. This addition is independent of
ng and n therefore ∆ can simply be added[60]. This results in the following
expression for the threshold voltages for n → n ± 1 transitions:

Junction1 V±
th (n, ng) = ±

(
e

C2
(

1
2

± (n + ng)) +
CΣ

eC2
(∆ + (−1)nF)

)

Junction2 V±
th (n, ng) = ∓

(
e

C1
(

1
2

± (n + ng)) +
CΣ

eC1
(∆ + (−1)nF)

)
(5.14)

This expression will be useful later when we need to extract F and C from
our measurement data.

A simulated stability diagram for finite F and ∆ is shown in figure 5.5,
the voltage threshold lines are also indicated. There are two important dif-
ferences compared to the case of the normal conducting SET. Due to the
inclusion of SIN junctions, tunneling currents up to a source-drain voltage
of 2∆/e are suppressed. The two IVCs shows that even when the SET is in
the open state there is still a region of suppressed current for low voltages.

The second difference is that the presence of the even/odd energy F will
make the diamonds either larger or smaller depending on if they represent
an island with even or odd n. Consequently the current peaks shown in the
transfer function to the right in figure 5.5 will no longer be equidistant, and
the periodicity is now 2e rather than e as for the case of a normal island. The
change in position between two sequential peaks can be used to calculate
F.

5.2.2 The SISIS SET

For completeness this section contains a short discussion on a few features
of the transport through a SISIS SET. In particular I will point out some of
the processes which might be relevant for our experiment.

Here we consider an SET where both the island and the electrodes are
superconducting (the SISIS case). In this case due to Cooper pair tunneling
additional features appears in the IVC compared to the NISIN case. In the
following we will discuss how the ratio between the Josephson Energy and
EC will affect the IVC of the SISIS SET.

When EJ ≫ EC the Josephson effect will dominate and there will be
a supercurrent, independent of the gate voltage, flowing though the SET.
Lowering the Josephson energy to the region EC ≈ EJ the supercurrent can
be modulated by the gate voltage[24].

When EJ is much smaller than EC the critical current will be suppressed
and the device will be dominated by the Coulomb blockade. In this case
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Figure 5.5: A simulated stability diagram of a NISIN SET. The color scale
represents the source-drain current. The inset to the right shows a transfer
function at a VSD ≈ 2∆/e. The two IVCs shows the transistor in the closed
(blue) and open (red) state respectively. The parameters used in the simu-
lation was R1 = R2 = 90 kΩ, C1 = C2 = 1.5 fF, EC = 27 µeV, T = 30 mK ∆ = 15
µeV and F= 5 µeV.

the IVC shows some similarities to the NISIN case. However the single
electron tunneling blockade region around zero source-drain voltage will
be expanded by 4∆/e instead of 2∆/e and modulate in the VSD range 4∆/e
to (4∆ + 2EC + 2F)/e[60].

A significant difference from the NISIN case is that inside the gap re-
gion there are different tunneling cycles that can show up and give a sharp
increase in current. The Josephson Quasiparticle cycle (JQP) is a resonant
tunneling process where a Cooper pair tunnels through the first junction
and two quasiparticles tunnel through the second[61][58]. The JQP peak
will start to appear for bias voltages larger than (2∆+EC)/e. The double
JQP (DJQP) process involves the resonant tunneling of a Cooper pair at the
first junction and a quasiparticle through the second. This is followed by
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CHAPTER 5. THE SINGLE ELECTRON TRANSISTOR

the resonant tunneling of a Cooper pair at the second junction followed by
a quasiparticle tunneling through the first[62]. The DJQP cycle results in
a current peak at a bias voltage of 2EC/e. Both these two tunneling cycles
have a gate voltage dependence, see figure 5.6.

DJQP peak

JQP peak

Figure 5.6: IVCs as a function of gate charge for an SISIS SET, adapted
from [60]

Another effect to consider is transport due to Andreev reflection. This
has been observed both in NISIN[63], [64] and SISIS[60] SETs. First an elec-
tron is Andreev reflected into a hole at junction nr 1. This creates a Cooper
pair on the island. In the second step a hole is reflected into an electron
at junction nr 2 and the Cooper pair in the island is destroyed. The ef-
fect of these two steps is the transfer of 2e through the SET. This type of
transport may have a 2e periodicity with respect to the gate voltage and is
not suppressed for VSD values below 2∆/e (4∆/e for SISIS) as in the case
of sequential quasiparticle tunneling. For a NISIN SET a blockade region,
centered at zero VSD, exists for the Andreev current which will modulate
between 0 and 2EC/e as the gate voltage is changed[64]. The Andreev cur-
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rent is strongly suppressed for low transmission barriers making it difficult
to observe for high resistance junctions[65].

It is interesting to note that the parity effect observed in aluminum SETs
in past experiments have always involved a transport process that include
Cooper pair tunneling and/or Andreev reflection. These processes are al-
ways confined to the the VSD region below 4∆/e for SISIS SETs and 2∆/e
for NISIN SETs.

49



CHAPTER 5. THE SINGLE ELECTRON TRANSISTOR

50



Chapter 6

Fabrication of grain boundary
junctions

One of the aims of this thesis is to study the properties of deep submicron
grain boundary junctions and devices made by these junctions. To fabricate
HTS junctions on the nanoscale, that retain their superconducting prop-
erties, through all the nanofabrication procedures is a rather complicated
task. Here we will describe two different approaches.

The artificial grain boundaries are created using the biepitaxial tech-
nique. The motivation for this is the freedom the technique give us in de-
signing any combination of junction angle and position on the same sam-
ple.

6.1 The choice of substrate

In the past years a significant amount of work has been done on biepitax-
ial YBCO junctions fabricated on SrTiO3 (110) substrates using CeO2 (110)
as seed layer[47][68][69]. However, in these works the large dielectric con-
stant 277[70] of the SrTiO3 (which increase to about 20000 at sub Kelvin
temperatures[71] for single crystals) is a serious limitation for microwave
applications and for the design of devices where charging effects are rele-
vant (because of the large stray capacitance of the substrate in parallel with
the junction). For our experiments Magnesium oxide (MgO) was chosen
as a substrate material. It has a dielectric constant of 9.65 [70]. We have
chosen a thin film of SrTiO3 as seedlayer. The dielectric constant of a thin
film is much smaller than that of a single crystal.
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Lambda Physik
Compex 100
Excimer Laser

ApertureLens
Target

Substrate holder
with built in heater

Turbo pump

Ion gun

Substrate

Plume

Gas inlet

Figure 6.1: A sketch of the PLD system used in this thesis.

6.2 Fabrication of biepitaxial grain boundary junctions

In this work all the STO and YBCO films were deposited by Pulsed Laser
Deposition (PLD). In the PLD method a target is hit repeatedly by short
laser pulses. Each pulse will cause a highly directional plume of evaporated
material that comes out from the target. The ejected material will hit a
substrate that is glued to a heater and oriented with the surface against the
plume, see figure 6.1. PLD is a very flexible method that allows thin films
of many different materials to be grown. In optimal deposition conditions
the deposited material will have a stoichiometry close to that of the target.

At the same time PLD is a rather complex deposition technique involv-
ing precise control of several parameters. For the deposition of oxide thin
films one needs a careful tuning of:

1. Temperature of the substrate.

2. Distance between target and substrate.

3. Oxygen pressure during deposition.

4. Energy of the pulse and frequency.

5. Annealing procedure (in oxygen) when the thin film deposition is
completed.
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Parameter STO YBCO
Deposition temperature, TD (C◦) 680 790

Pulse frequency (Hz ) 1 10
Deposition pressure (mb) 0.2 0.6
Energy density (J/cm2) 1.8-1.9 1.8-1.9

Annealing pressure (mb) 800 800

Table 6.1: Parameters used when depositing oxide films by PLD.

In table 6.1 the values of these parameters are listed for YBCO and STO
depositions.

The key steps to fabricate our biepitaxial films are outlined in Figure
6.2. A MgO (110) substrate and STO (110) seed layer are chosen to achieve
the desired orientations for the YBCO film, see figure 6.2 a). After the STO
is deposited by PLD an amorphous carbon mask is deposited. The mask is
patterned using electron beam (e-beam) lithography and oxygen plasma.
The seed layer is then partially removed using ion milling, see figure 6.2 b).
The YBCO film is then deposited. For our choice of deposition parameters
it will grow with a (001) orientation on the MgO substrate and (103) on
the seed layer. The interface, where the ab planes of the (001) film meet
the tilted planes of the (103) growth will constitute the grain boundary, see
figure 6.2 c). To define the junctions the YBCO film is patterned again using
a carbon mask, e-beam and ion milling cycle. In this way the final width of
the grain boundary junction, wJ , is defined. In our work we have used wJ

in the range 200 - 500 nm. This way of patterning the grain boundaries will
be referred to as the conventional method. A more detailed description of all
the steps involved in the process is available in Appendix A.

YBCO (103) films which grows on a flat STO (110) surface consists of
a mixture of [103] and [-103] grains. To select only one growth we use
vicinal substrates cut with a small angle of 6◦ with respect to the [110]
direction[72].

The interface angle of the grain boundary is characterized by θ which
is defined with respect to the MgO [001] in plane direction. In figure 6.2 c)
the two GB cases for an interface angle of θ = 0◦ and 90◦, which are referred
to as 45◦[0 1 0] tilt and 45◦[0 1 0] twist respectively, are marked with ar-
rows. For intermediate values of θ the grain boundary will gradually make
a transition between these two cases. The type of rotation influence the
microstructure of the GB, which in turn impacts the transport properties.

Figure 6.3 shows a TEM image of an interface of a biepitaixal junction
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MgO (110)

MgO (110)

MgO (110)

STO (110)

STO (110)

STO (110)
YBCO (001)

YBCO (103)

a)

b)

c)

45°[010] tilt

45°[010] twist

θ

MgO [001]

Figure 6.2: a) The MgO (110) substrate with a STO (110) seed layer de-
posited by PLD. b) The seed layer after patterning by e-beam and ion
milling. The different orientations of the three defined seed layer edges
give junctions with different structural and transport properties. c) The
YBCO film grows (001) on the MgO and (103) on the STO. The 45◦ [010] tilt
and 45◦ [010] twist junctions are marked as well as the orientation of the
d-wave order parameter.
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6.2. FABRICATION OF BIEPITAXIAL GRAIN BOUNDARY JUNCTIONS

having θ = 0◦. In the two insets a disordered layer can clearly be seen in
the region where the two grains meet. In our junctions we have seen two
types of grain boundaries: In the top left inset of figure 6.3 a Basal plane
Grain boundary is shown, here the ab-planes of the left grain terminate
into a single ab-plane of the grain on the right. In the lower right inset the
ab-planes of the left grain terminate into the ab-planes of the right side.

2 nm

2 nm

Gra
in b

oundary

Figure 6.3: Transmission Electron Microscope image of a cross section
of one of our biepitaxial junctions. The grain boundary is marked with a
dashed line. The brightness of an atom in the image depends on its weight.
The white, slightly larger, Ba atoms are clearly seen. In the middle position
in the unit cells the slightly weaker Y atom is visible.
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6.3 Nucleation of greenphase on MgO (110)

By using conventional nanopatterning (e-beam lithography and a carbon
mask) one can in principle reach widths below 100 nm. However, the ion
milling procedure causes considerable damage to the grain boundary. This
is especially severe for widths below 300 nm. We shall come back to this
point in chapter 8 and 9. To approach this problem we have engineered a
new soft-patterning method. The essential part of this new method is the
fact that on MgO (110) the greenphase, Y2BaCuO5 (Y211), will compete
with the growth of the superconducting YBa2Cu3O7−δ (Y123). Y211 has an
orthorhombic structure[73] and is an insulator.

Figure 6.4 a) and b) shows two Scanning Electron Microscope (SEM)
images of interfaces between (001) and (103) YBCO. The two samples were
deposited using similar parameters, however some distinct differences are
visible. The film in figure 6.4 a) has a rather homogeneous growth. In figure
6.4 b) the greenphase appears as an elongated grainy structures preferen-
tially located at the grain boundary.

b)

1 μm

Greenphase

Nanojunction

YBCO (103)

YBCO (001)

a)

1 μm

YBCO (103)

YBCO (001)

Figure 6.4: a) A SEM image of a YBCO film with a homogeneous grain
boundary (the interface shows the faceting behavior common in all our
samples). The (001) YBCO have a fairly uniform growth while the (103)
YBCO consists of elliptical grains resulting in a rough film. b) A consider-
able amount of greenphase can be seen at the grain boundary of this film.
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It is not completely clear under what conditions the Y211 precipitate
will start to nucleate in films dominated by the Y123 phase. In bulk samples
there is a clear transition from Y123 to a Y211 at high temperatures[74].
Figure 6.5 shows the phase diagram for bulk YBCO as a function of oxygen
pressure and temperature. Our films have been optimized to a pressure
of 0.6 mb which, according to the phase diagram, place the Y123 to Y211
transition at almost 1000◦C. This is significantly higher than the deposition
temperature (TD) ranges used to optimize our Y123 growth (740-800◦C).
Y211 has also been observed in bulk samples at lower temperatures, but
this seems to require a high oxygen pressure[75].

Figure 6.5: Phase diagram for bulk YBCO, adapted from [74]. The different
YBCO phases are shown as a function of oxygen pressure and temperature.
The star represents the region of the parameters used in this thesis.

Despite the behavior of bulk samples of YBCO, the Y211 growth is
clearly present in a number of our films grown on MgO (110). Scotti di
Uccio and coworkers[76] studied the growth of precipitates on a STO sub-
strate with a MgO seed layer. They also observe nucleation of Y211 on
the MgO, but not on the STO side of the substrate. Films with noticeable
amounts of Y211 require an excess of yttrium in the growth. This would
suggest that it should also nucleate on the STO surface. However a differ-
ent yttrium rich phase, Y2O3, is favorable on STO and will grow in the Y123
film. When there is an excess of yttrium, Y2O3 is the more likely precipitate
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Parameter MgO (Å) STO (Å) YBCO (Y123) (Å) Y211 (Å)
a,b [100], [010] 4.2 3.9 3.88 a= 7.19 b=12.18

[110] 5.9 5.52 - -
c,[001] 4.2 3.9 11.7 5.66

Table 6.2: The latices parameters of the materials used in this
thesis[76][10][70].

for most substrate choices. On MgO (110) however, Y211 will nucleate in
yttrium rich depositions due to its favorable epitaxial relationship with the
substrate. The lattice parameters of the substrates and films are reported in
table 6.2. The Y211 grows on the MgO substrate with the following epitax-
ial relations[76]:
(100)Y211||(110)MgO
(001)Y211 ||(110)MgO
(010)Y211||(001)MgO.

An important detail is that the greenphase growth increases signifi-
cantly at the grain boundary interface. This has been attributed to the fact
that when the Y211 nucleates on the MgO substrate the concentration of yt-
trium adatoms decrease on this side of the boundary. Excess yttrium from
the STO side will migrate to equalize the concentration and results in an
increased growth of Y211 on the MgO substrate in the region close to the
interface line. [76]. The mixture of Y211 and Y123 at the interface is the key
component of our new method to make nanoscale GB junctions.

Early studies in our group suggested that there was a connection be-
tween TD and the growth of Y211 on the MgO substrate. We have there-
fore deposited a number of films at different temperatures and checked for
greenphase growth. However, it has been difficult to find a strong corre-
lation between the density of greenphase and TD. In our films we have
observed significant amounts of greenphase at TD both above and below
the optimal value = 790◦ (optimal in respect to critical temperature and
film uniformity). However the most successful films were deposited at a
temperature of 740◦C, 50 degrees below the optimal TD. The quality of the
MgO surface might also play a role in the formation of the Y211 phase. In
the fabrication process there are two steps where the substrate is etched by
ion milling, any inhomogeneities formed here will affect the YBCO growth
and possibly cause spurious phases.
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6.4 Soft nanopatterning

The soft nanopatterning technique is based on the possibility to create GB
interfaces where nano sized superconducting Y123 connections are embed-
ded in insulating greenphase. First 10 µm wide grain boundary junctions
are created using the conventional lithography method. A slightly lower
TD is used for the YBCO film. The grain boundary is examined using
atomic force microscopy (AFM) and scanning electron microscopy (SEM),
see figure 6.6 a).

YBCO (001)

YBCO (103)

5 μm

5 μm

275 nm
185 nm

YBCO (001)

YBCO (103)

a)

b)

Figure 6.6: a) AFM image of an interface containing a large amount of
greenphase before the FIB step. b) SEM image of the same interface after
a region of the film have been removed by FIB leaving two nanojunctions,
275 and 185 nm wide, and approximately 500 nm of greenphase on each
side. The resulting device is a nanoSQUID with a loop area of approxi-
mately 0.1 µm2.

Using a Focused Ion Beam (FIB) one or two Y123 connections are iso-
lated while at the same time leaving 300-400 nm of greenphase on each
side, see figure 6.7. In this way the lateral sides of the superconducting
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connection will not be in direct contact with the ion beam, which is the
main source of damage of the grain boundary. The Y211 phase is insulat-
ing and will not contribute to the electrical transport of the junction. Figure
6.6 b) shows an interface after the FIB cut leaving two Y123 connections 275
and 185 nm wide. The resulting device is a nanoSQUID with a loop area of
approximately 0.1 µm2.

2e-

STO (110)
MgO (110)

YBCO (001)

Y211

YBCO(103)

(Greenphase)

Figure 6.7: A sketch of the grain boundary interface showing a mixture
of greenphase and nanojunctions connecting the two films. The dashed
region is to be removed by FIB leaving a single nanojunction that has not
been in direct contact with the ion beam.
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Chapter 7

The measurement setups

Two different refrigerators were used to reach the sub kelvin temperatures
required when characterizing our samples. An Oxford Heliox VL 3He and
an Oxford TLE 200 dilution refrigerator for temperatures down to 280 mK
and 15 mK, respectively. In both cases the sample is glued to a sample
holder (unique for each fridge). The junctions and devices on the sample
are connected to gold pads deposited on top of the YBCO electrodes. These
pads are connected to the contacts of the sample holder by wedge bonding
using a gold wire of 25 µm diameter.

7.1 280 mK system - Heliox

The measurements in chapter 8 and 9 were all done in the Heliox system.
All the devices were fairly low ohmic with finite critical currents, therefore
measurements was carried out in a current biased mode. A high ohmic se-
ries resistance ,Rb, is used to bias the device and another smaller resistor,
Rs, is used to indirectly measure the current. The refrigerator and battery
driven voltage preamplifiers are placed in an electromagnetic interference
shielded room. Voltage and current sources, Digital multimeters, analog
to digital converters (ADC) and the computer, are instead positioned out-
side the shielded room, see figure 7.1. At the input/output of the matrix
box, where the lines are connected to the amplifiers and source, the signal
is filtered by simple LC filters. The electronics used in the measurements
were:

• 2 Stanford Research SR560 voltage preamplifiers

• 2 HP 34401A multimeters
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• 1 Fluke PM3380A Oscilloscope

• 1 Yokogawa 7651 dc-source, used as a source for a small coil of copper
coated niobium wire used to generate a magnetic field up to about 40
mT

• 1 Agilent 33220A arbitrary function generator, used for biasing

• 1 Stanford Research Dynamic Signal analyzer SR785, used for the
noise measurements.

• 1 National Instruments PCI-6052E data acquisition card (DAQ)

Sample

R
s

R
b

Pre-amplifier

Pre-amplifier

Multimeter/ADC

Multimeter/ADC

Current measurement

Voltage measurement

Function generator

Dipstick

Dewar

Matrix box

Shielded Room

DAQ Computer

Figure 7.1: A schematic illustration of the 300 mK Heliox measurement
setup.

62



7.2. 15 MK SYSTEM

7.2 15 mk system

The SETs in chapter 10 were all measured in the dilution fridge. The low
base temperature (15 mK) allows us to study charging effects which would
be impossible to observe in the Heliox system due to thermal smearing in
our low EC devices.

Several filters are used to minimize high-frequency noise in the mea-
surements, a sketch of the filters and measurement electronics can be seen
in figure 7.2. The cryostat and amplifiers are situated in a shielded room
similarly to the Heliox setup. On top of the fridge, at room temperature,
every line is equipped with a feed-through capacitor (100 pF). At the 1 K
pot the lines go through a multistage RCL filter and finally at the 15 mK
stage the lines are once again filtered using a copper-powder filter and a
Thermocoax[77]. The latter two filters are very effective in attenuating pho-
tons above 1 GHz. This strong attenuation is a requirement to thermalize
the electron system of our devices to the base temperature of the fridge.

Due to the large range of resistances of the measured devices in this
system the electronic setup varied quite a lot. The basic setup was similar
to what was used in the Heliox system, a simple current bias through a
resistor (Rb) and two voltage preamplifiers (all built into one box). For
the high resistive samples a voltage bias setup was used instead (shown
in figure 7.2). Here a current preamplifier was used together with a single
voltage preamplifier. The input of the voltage amplifier was connected to
the source, outside the shielded room, and the two outputs to a multimeter
and the line going down to the sample respectively. The list of electronics
used in this setup was:

• 2 Stanford Research SR560 voltage preamplifiers

• 2 Keithley model 2000 multimeters

• 1 Kenwood CS-4125 Oscilloscope

• A Keithley 213 Quad Voltage Source and a Yokogawa 7651 dc-source,
used to bias the device and the gate connection.

• A Stanford Research SR570 current preamplifier or a Femto DDPCA-
300 Current Amplifier
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Cu-powder and Thermocoax
placed at the mixixng chamber
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Figure 7.2: A sketch of the 15 mK system showing the voltage bias setup.
The voltage preamplifier was a Stanford SR560 and the current preampli-
fier were either a Stanford SR570 or a Femto DDPCA-300.
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Chapter 8

DC characterization of nano
grain boundary junctions

The many complex steps of the fabrication of submicron HTS junctions
may deteriorate the transport properties of the GB. For example, in fabri-
cation steps involving high temperatures oxygen out diffusion can change
the doping of the material.

To define the GB width either a focused ion beam procedure or ion
milling etching is commonly used. In particular the ion milling can lead
to structural damages or Ion implantation in the sensitive GB region.

In this chapter we compare the transport properties of nanojunctions
fabricated with two different methods, namely conventional patterning (e-
beam lithography using a carbon mask) and our novel soft nanopatterning
technique. We will show that ion milling indeed causes serious deteriora-
tion in GB junctions of widths less than 500 nm, and that our soft nanopat-
terning method instead preserves the pristine GB region down to widths of
100 nm.

8.1 Critical current densities and normal resistances

Junctions with nominal widths in the range 200-500 and 100-500 nm were
obtained for the conventional and soft patterning methods, respectively.
The layout of the conventionally patterned GBs consisted of 2 junctions in
series to allow the study of charge blockade effects (addressed in detail in
chapter 10).

Figure 8.1 shows three different IVCs of samples fabricated with con-
ventional patterning. The 200 nm wide junction shown in a) is representa-
tive for all measured junctions of the same width on the same sample. They
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either showed a high resistive nonlinear IVC or were an open circuit. The
two IVCs shown in b) and c) are both from 300 nm wide junctions; despite
the same width the critical currents are very different. Results for the junc-
tions of the ”conventional sample” are summarized in table 8.1.
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Figure 8.1: Current voltage characteristics for grain boundary junction
fabricated with the conventional nanopatterning method, having a junc-
tion width of a) a 200 nm, b) and c) 300 nm. The second switch is due
to our layout consisting of two Josephson junctions in series to also study
charging effects.

Sample nr Junction Width (nm) JC (A/cm2) RN (Ω) IVC Behaviour
Nr 1 200 0 75 M ”Blockade like”
Nr 2 200 0 2.1 M ”Blockade like”
Nr 3 500 3 5.6 k Josephson
Nr 4 200 0 180 k ”Blockade like”
Nr 5 200 0 600 k ”Blockade like”
Nr 6 300 566 1.3 k Josephson
Nr 7 300 7 12.4 k Josephson
Nr 8 300 116 10.1 k Josephson
Nr 9 300 7 13.4 k Josephson

Table 8.1: A summary of the samples fabricated by the conventional
method. The table shows the total RN for two junctions in series. All of
the conventional junctions had an interface angle θ = 0.
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Junction nr θ Junction Width (nm) JC (A/cm2) RN (Ω)
Nr 1 30◦ 270 12.3·103 170
Nr 2 35◦ 260 12.8·103 80
Nr 3 40◦ 100⋆ 2.9·103 1050
Nr 4 50◦ 240+280 8.9·103 90
Nr 5 55◦ 250+230 3.8·103 560
Nr 6 60◦ 190+280 5.3·103 300
Nr 7 65◦ 200 2.6·103 900
Nr 8 75◦ 120+260 11.5·103 80
Nr 9 90◦ 320 13·103 90

Table 8.2: A summary of the junctions and SQUIDs fabricated by the soft
nanopatterning method. ⋆ This junction was not clearly seen in AFM, a
width of 100 nm was extracted from IC vs B pattern.

Figure 8.2 shows two typical IVCs for the soft patterning technique, ≈
100 and 200 nm wide respectively. Two significant differences, compared
to the conventional junctions, can be pointed out: first the IC values are
order(s) of magnitude higher despite the similar junction areas. Second,
the 100 nm wide junction shows a finite IC instead of the high resistive
nonlinear IVC that we have measured for all the 200 nm wide junctions
fabricated with conventional patterning. The results for the soft patterned
junctions are summarized in table 8.2.
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Figure 8.2: IVCs for soft patterned grain boundaries a) ∼100 and b) 200
nm wide respectively.

By comparing the critical current densities of the junctions created by
the two methods one gets a clear indication of the damage done to the
grain boundary during the fabrication process. The junctions fabricated by
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the soft patterning technique have JC in the range 103-104 A/cm2. While
the junctions created with the conventional method have JC ranging from
100 to 103 A/cm2.

The two methods also show a significant difference in normal resis-
tance. The conventional method gives higher specific resistance, ρN=RN AJ ,
in the range 10−7-10−2 Ωcm2, whereas the soft patterning technique gives
a ρN in the range 10−8 - 10−7 Ωcm2.

The big difference in JC and ρN values between the two fabrication
methods shows that part of the superconducting transport through the
grain boundary is suppressed in the conventional patterning process.

8.2 Testing the validity of the soft nanopatterning method

To further characterize the Josephson junctions fabricated using the soft
pattering method we have recorded the magnetic field response of the Joseph-
son current. The modulation of the critical current gives important infor-
mation about the grain boundary interface structure. Figure 8.3 a) shows
a typical I vs B measurement for a junction before the FIB cut. The critical
current modulates rapidly and in an irregular way. This is a consequence
of the many parallel superconducting connections separated by insulating
greenphase that make the structure resemble an array of parallel Joseph-
son junctions. Figure 8.3 b) shows the magnetic pattern of the same struc-
ture after a single superconducting connection has been isolated using FIB.
This dependence is much more regular with slower modulations, display-
ing an almost ideal Fraunhofer-like behavior which is expected for a single
Josephson junction.

As as a final check of the validity of the soft nanopattering method we
have used high-resolution TEM and studied the cross section of an ex-
tracted grain boundary. This is done to distinguish between the scenario
of an interface that consist of parallel arrays of Y123 junctions separated by
regions of Y211 and the scenario of a single GB with a highly non-uniform
JC distribution. TEM and Energy dispersive X-ray (EDX) was used to con-
firm the presence of a Y2BaCuO5 precipitate that extends all the way from
the substrate surface to the top of the film, proving that the first scenario is
true for our GBs. The details are available in paper I.
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Figure 8.3: I vs B for a 10 µm interface a) before the FIB and b) after a single
junction has been isolated. This junction was not clearly seen in the AFM
scan, however a width of approximately 100 nm was extracted from the
magnetic pattern. The gray scale represents the logarithmic conductance
and the bright (dark) region corresponds to high (low) conductance. The
region of rapid decrease in brightness corresponds to the IC of the junction.

8.3 Extracting the effective width - Soft nanopatterned
junctions

From the modulation period, ∆B, of the IC versus B pattern it is possible to
extract the effective width, we f f , of the superconducting region in the GB.
The expression that includes demagnetization effects is given by[80]:

∆B =
Φ0t

1.2w2
e f f (λ001 + λ103 + d))

(8.1)

where t is the thickness of the film, λ001 and λ103 is the London penetration
depth of the first and second electrode and d is the length of the junction1.
This relation is valid in the thick film limit which holds for the soft nanopat-
terned junctions (when the electrode width, welec > λ2

L/t).

Equation 8.1 was used on a number of junctions fabricated by the soft
patterning method to extract we f f . The extracted width was then compared
with the width acquired from AFM and SEM images. The result was in
good agreement, showing a deviation of at most 40%.

1λ001 for the YBCO (001) electrode is directly given by λab ≈ 160 nm at TC=89 K[81].
λ103 will be a combination of λab and λc with a dependence on the grain boundary angle
θ[82]: λ2

103 = λ2
abcos2θ+ 1

2 (λ2
c +λ2

ab)sin2θ, where λc≈ 2 µm[16]
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8.4 Extracting the effective width - Conventionally
nanopatterned junctions

The junctions fabricated by the conventional method are, due to their nar-
row electrodes (same width as the grain boundary junction), in the thin film
limit (welec ≤ λ2

L/t), where ∆B is given by[80]:

∆B =
1.84Φ0

w2
e f f

(8.2)

Figure 8.4 shows the I vs B for a 300 nm wide conventional junction.
At these high magnetic fields flux trapping in the region close to the junc-
tions is almost impossible to avoid. This will cause current jumps in the
magnetic pattern and deviations from a conventional behavior. However
we were able to extract a ∆B of ≈ 1 T which gives we f f ≈ 60 nm. Equation
8.2 was used on two more conventional junctions. The extracted widths
were approximately 200 nm narrower than the nominal width of the grain
boundary. These results show that during the ion milling process a layer (≈
100 nm wide) on each lateral side of the GBs is formed where the Josephson
coupling is absent. This picture is reinforced by the fact that none of the 200
nm wide GBs showed any Josephson current.
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A
)

Magnetic Field (T)

Figure 8.4: I vs B for a conventional grain boundary junction. At these
high fields a significant amount of flux trapping takes place, however the
modulation period is roughly equal to 1 T.
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8.5 Characterization of a nanoSQUID

Figure 8.5 a) shows the I vs B pattern for the nanoSQUID patterned in figure
6.6 before the FIB cut and figure 8.5 b) after the SQUID has been isolated.
The magnetic pattern of the 10 µm interface shows the quick and irregu-
lar modulations similar to a parallel array of a large number of Josephson
junctions. After the FIB cut the pattern resembles that of a SQUID with
distributed junctions, which is consistent with the tiny SQUID dimensions.
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Figure 8.5: I vs B for a 10 µm interface a) before the FIB session and b)
after FIB has been used to create a nanoSQUID. The gray scale represents
the logarithmic conductance of the SQUID.

A hump can be noticed on the side of the inner lobes. This can be ac-
counted for by considering that the Josephson current-phase relation (CPR)
of the junctions is unconventional. Indeed HTS Josephson junctions can
have a more complex CPR than conventional LTS Josephson junctions due
to d-wave symmetry of the order parameter. For certain grain boundary
configurations zero-energy Andreev bound states can be present at the
junction interface giving rise to a second harmonic component. In these
cases the CPR can be written as:

IS = IIsin(ϕ) − IIIsin(2ϕ). (8.3)

We managed to reproduce the peculiar features of the SQUID magnetic
field response[25]. Figure 8.6 a) shows the magnetic field dependence of a
SQUID considering point-like junctions with a CPR with both first and sec-
ond order harmonics. The calculated dependence shows that a hump on
one side of every lobe appears in asymmetric SQUIDs with one of the two
junctions having a larger amplitude of the second order harmonics com-
pared to the other. In figure 8.6 b) we have calculated the magnetic pattern
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Figure 8.6: a) A simulation of IC vs B for a SQUID with pointlike junctions,
where one of the two junctions has a significant amplitude of second har-
monics. b) IC vs B for a SQUID with distributed junctions and asymmetric
current phase relation.

for a distributed SQUID with the two junctions having the same area and
widths comparable to the size of the SQUID loop. When the Fraunhofer de-
pendence of the junctions is included it acts as an envelope over the SQUID
modulations, making all the features related to the unconventional CPR
very similar to those observed in the measured nanoSQUID pattern.

The IC vs B of the nanoSQUID of figure 8.5 b) was measured at a higher
temperature (34 K). Here the hump structure was almost completely sup-
pressed while the main lobes where still clearly visible. A faster decrease
of the amplitude of the second harmonic components compared to the
first harmonic component with increasing temperature is predicted in the
model for zero-energy Andreev bound states[52][25].

The phenomenology we have observed is also compatible with a re-
cently predicted[78] new striped superconductive state for HTS, which can
lead to a number of novel phases, like a charge 4e state with a correspond-
ing fractional flux quantum h

4e in mesoscopic rings. Our data could also be
explained by the occurrence of quartets Cooper pairs tunneling at the in-
terface of specific grain boundaries[79]. Further experiments are required
to clarify which mechanism is indeed realized in our nano device.
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Chapter 9

Noise characterization of nano
grain boundary junctions

To reproducibly fabricate Josephson GB junctions on the nanoscale it is vi-
tal to understand the microscopic properties and the mechanisms of charge
transport through the GB. The low-frequency noise can be used as a tool
to study the transport dynamics of both quasiparticles and Cooper pairs.
Through noise characterization it is possible to extract information about
the nature of the grain boundary interface and its homogeneity. This chap-
ter will summarize and discuss the results of paper II that focuses on volt-
age noise measurements of GBs made by the conventional and soft nanopat-
terning techniques.

In the previous chapter it was shown that the GB junctions fabricated
by the two methods have significantly different electronic properties (re-
flected in the difference in ρN , JC and ∆B). There is additional information
regarding the GB interface to be gained by investigating the low frequency
noise. The main goal is to compare the noise properties of our junctions to
the GB models described in chapter 4.

The width of the outmost superconducting region in the junctions fab-
ricated by the conventional patterning method was shown to be reduced
compared to the nominal junction size due to a severely damaged layer,
approximately 100 nm wide, on each lateral side of the junction. For the
soft patterned junctions these layers are instead close to zero. Figure 9.1 a)
and b) show a sketch of the interface area of two possible scenarios for a GB
which has been damaged during the patterning procedure. In a) the area
through which Cooper pairs flow is evenly spread. The width of that area,
we f f , can be much smaller than the nominal width. In b) multiple parallel
regions provide the Cooper pair transport, the width of the outer point of
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Superconducting region

Damaged region

Grain boundary

Electrode 1

Electrode 2

Electrical transport Electrical transport

W
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eff

eff

Figure 9.1: Sketch of two possible distributions of the superconducting
channels in a grain boundary interface that has been damaged by pat-
terning. a) A single superconducting channel and b) multiple parallel su-
perconducting channels separated by non superconducting regions. The
mechanisms described in the ISJ or SIS model can be applied to the super-
conducting regions of this simple sketch.

the superconducting regions is the same as in a) but the total area is clearly
less. By just looking at the magnetic field period (∆B) of the IC modulations
it is not straight forward to separate between these two scenarios1 or esti-
mate the total area of the region that carry the Cooper pairs. Both of these
issues can be treated by analyzing the voltage noise of the GB.

9.1 Si and Sr

The voltage noise spectral densities (SV) of both types of GBs were mea-
sured in the frequency range between 1 Hz and 100 kHz using a Stanford
Research Dynamic Signal analyzer SR785, see inset of figure 9.2. Voltage
noise spectra were acquired for a number of bias points to be able to fit the
noise data at a fixed frequency to equation 4.2 and extract Si and Sr. Figure
9.2 shows SV at 10 Hz (open circles) as a function of the bias current for a
200 nm wide soft-patterned junction with a nominal interface angle θ = 30◦

(from an AFM scan, however, it was learned that the actual angle was closer
to 0◦). The data points (open circles) are fitted using the theoretical expres-

1A non Fraunhofer like pattern is an indication of the b) scenario but it could also be
caused by faceting.
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Figure 9.2: Voltage noise at 10 Hz as a function of bias current (open sym-
bols) for a soft-nanopatterned junction. The solid line is a theoretical fit
used to determine Si and Sr. The hump centered around 50 µA is due a to
2-level charge trap and move in frequency when the bias is changed (inset).

sion (solid line) for SV(I) (equation 4.2), resulting in the fitting parameters:
Si ≃ Sr ≃10−8/Hz and k ≃ -1.3. In this fit the data points between 20 and
80 µA have been neglected due to a single 2-level charge trap present here.
These data points deviate from the 1/ f behavior assumed by equation 4.2.
The corner frequency of the charge trap moves to higher f as the bias is in-
creased, which is visible in the inset of figure 9.2. The ratio

√
Si/Sr = q for

this junction is close to 1 which in combination with a negative correlation
value, k, suggest that the GB has a very homogeneous barrier where both
quasiparticles and Cooper pairs tunnel directly through the same regions.
The junction has a tunnel like conductance spectrum (see fig 5 b in Paper
II) which in combination with the q value results in a GB with an SIS like
behavior, these properties are compatible with the band-bending model.

Our results for this GB junction on the other hand are not compatible
with the ISJ or filaments model, for which a larger q is predicted. A q value
close to 1 reinforces the picture that the soft nanopatterning method cre-
ates GBs of pristine character with few defects introduced in the patterning
process. To the authors knowledge similar results have only been reported
in one previous work[83] where 1-2 µm wide 2 × 14◦ [100]-tilt GB junctions
(see figure 9.3 for a sketch) were studied and resulted in q ≈ 1.

The same procedure was carried out for a second soft-patterned junc-
tion having θ = 50◦. The fit to theory gave q=1.8±0.2 and k ≃-0.5. This
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Figure 9.3: Sketch of a 2 × 14◦ [100]-tilt GB junction.

behavior is best described by the ISJ model.
In paper II a more extensive comparison to HTS GB junctions with dif-

ferent types of rotation and misorientation angle from literature is per-
formed. Although additional studies would be required to conclusively
attribute a GB type to a certain transport model, there is a tendency. HTS
junctions where the ab planes are rotated around an axis parallel to the GB
interface line, for example α◦ [100] tilt (the type of rotation shown in figure
9.3), are formed with a homogeneous insulating barrier and follow the SIS
model (unless the junctions is heavily damaged during fabrication). Other
types of GB junctions that deviate from this pure rotation around the inter-
face line, like α◦ [010] twist (see figure 4.1 a) ) or α◦ [001] tilt (see figure 4.2),
tend to be better described by the ISJ model.

TEM images of the GB interface of all these different interface arrange-
ments would be a helpful tool for identifying nanostructures responsible
for all these different transport behaviors.

9.2 2-level fluctuators

In this section the focus will be on the Lorentzian spectra, caused by in-
dividual 2-level charge fluctuators, that are sitting on top of the 1/f back-
ground (see figure 9.4). The Lorentzian noise spectra will allow us to extract
the area of a charge trap. Moreover from this information we will be able
to estimate the area of the junction region through which Cooper pairs can
tunnel.

A recurring difficulty with the analysis of the noise measurements of
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Figure 9.4: a) Noise spectrum for one of the soft-nanopatterned junctions
measured at a bias current close to IC. The solid line is a fit to theory using
two Lorentzians and a 1/f background. b) Noise spectrum and fit for a
conventionally patterned junction measured close to IC, the charge trap is
noticeable stronger than for the soft patterned junction.

our nanopatterned junctions is the appearance of one or a few strong 2-
level charge fluctuators. As mentioned previously these are expected when
the junction area is very small. Noise measurements performed on conven-
tionally patterned GBs displayed many pronounced 2-level fluctuators. At
least one of these fluctuators would always appear at bias currents close
to IC, preventing any attempt at fitting this region to the theory and as a
consequence the extraction of Si. Therefore the value of q could not be de-
termined for the conventional junctions.

In the following we will discuss the effect of a single two level fluctu-
ator on the relative critical current noise spectrum, SRTS

i , and the relative
resistance noise spectrum, SRTS

r . Their noise spectra is given by [84][43]:

SRTS
r ( f ) =

4⟨( δRN
RN

)2⟩τe f f

1 + (2π f τe f f )2

SRTS
i ( f ) =

4⟨( δIC
IC

)2⟩τe f f

1 + (2π f τe f f )2 . (9.1)

Here we use SRTS
i and SRTS

r to indicate that it is the noise contribution of
individual charge fluctuators to be distinguished from the Si and Sr ex-
tracted from the 1/ f spectrum. ⟨(δRN/RN)2⟩ and ⟨(δIC/IC)2⟩ are the mean
squared relative fluctuations which together with τe f f can be extracted by
fitting equation 9.1 (including a weak 1/ f contribution) to a noise spec-
trum, see figure 9.4.
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The cross-sectional area of the charge trap , At, can be understood as
the part of the junction area across which charge transport is completely
blocked when the trap switches on. In the high bias range, where a junction
is dominated by resistance fluctuations, the relative change in junction area
can directly be related to the relative root mean-square fluctuations caused
by the charge trap:

At

Aqp
≃ 2

δRN

RN
. (9.2)

Here Aqp is the total area of the quasiparticle transport through the inter-
face. With the same reasoning for bias currents close to IC the relation is:

At

Acp
≃ 2

δIC

IC
, (9.3)

with Acp being the total area of the Cooper pair transport2. From AFM
and SEM images it is possible to estimate Acp and Aqp (from the IC vs B
measurement of the previous chapter and the fact that Sr ≈ Si they are both
assumed to be close to the nominal junction area) for the soft-patterned
junctions and in this way extract At using equation 9.2. By fitting a total of
24 Lorentzians measured on soft patterned junctions in the high bias range
we get an average At = 72 nm2.

9.2.1 2-level fluctuators in conventionally nanopatterned junctions

The next step is to fit voltage noise spectra from the conventionally fabri-
cated GBs. We know from the previous chapter that the GBs were severely
damaged during fabrication so we can not assume that Acp or Aqp are close
to the nominal junction area. Instead, by assuming that the charge trap area
is roughly the same for the two fabrication methods it is possible to estimate
the total junction areas that support quasiparticle and Cooper pair trans-
port. δRN/RN and δIC/IC are determined by fitting voltage noise spectra
in the high bias range and close to IC, respectively. Using the previously
extracted value of the charge trap area At together with equation 9.2 and
9.3 we are able to calculate Aqp and Acp. In table 9.1 we summarize the
results for 3 conventionally fabricated junctions.

There is a significant difference for Aqp and Acp for the conventional
junctions. While Aqp is close to the nominal junction area the Cooper pair
area is severely reduced. In the previous chapter a non-superconducting
layer of approximately 100 nm on each lateral side of the GB was deduced
from the modulation period of the IC versus B measurements. For junction

2This procedure is described in more detail in paper II
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Table 9.1: AJ = Total nominal area, Aqp = quasiparticle transport chan-
nel area, Acp=Cooper pair transport channel area for 3 conventionally pat-
terned GB junctions. ASingleCh

cp is the calculated Cooper pair transport chan-
nel area assuming a single channel and a 100 nm non-superconducting
layer on each side of the GB.

Sample nr AJ (nm2) Aqp (nm2) Acp (nm2) ASingleCh
cp

Nr 1 50000 31500 1250 30000
Nr 2 30000 14600 9060 10000
Nr 3 30000 22300 160 10000

nr 1 and 3 in table 9.1 the Acp is an order of magnitude smaller than the
Cooper pair area one calculates (ASingleCh

cp ) by assuming a single supercon-
ducting channel (figure 9.1 a) and including the non-superconducting layer
(film thickness is 100 nm). This strongly indicates that the Josephson cou-
pling is not only switched off on the lateral sides of the conventional GBs.
Instead, the total area through which Cooper pairs can tunnel is made up
of small and separated regions similar to figure 9.1 b).

We can now evaluate the critical current densities based on the effec-
tive area across which Cooper pair transport occurs (Je f f

C = IC/Acp ≃
2 − 20kA/cm2). The resulting critical current densities are in the same range
as those of the soft-patterned junctions. This suggests that the ion milling
process switches off the Josephson coupling abruptly rather than gradually
decreasing it. The regions that survive the ion milling in the conventional
junctions have Josephson properties similar to the soft-patterned junctions.

In conclusion we have not been able to use the
√

Si/Sr ratio to correlate
the conventionally patterned junctions to one of the GB models. Instead,
the information extracted from 2-level charge traps give a strong indication
that the conventional GBs are best described by the filament model, where
the non-superconducting regions are caused by the patterning process.
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Chapter 10

An all YBCO single electron
transistor

To study the symmetry of the superconducting order parameter an all YBCO
single electron transistor has been developed. This new nanoscale spectro-
scopic tool will allow us to obtain information of the quasiparticle spectrum
of the entire SET island volume. By studying the parity effect (chapter 5),
which is reflected in the gate voltage periodicity of the SET source-drain
current, we can discriminate between a superconducting state where the
gap has nodes (dx2−y2) or a fully gapped superconducting state in the is-
land. If the symmetry of the order parameter is purely dx2−y2 no parity
effect is expected, however a fully gapped superconductivity would allow
for parity effect which manifests as a 1e to 2e period transition in the source-
drain current. In this chapter we describe two different approaches for re-
alizing YBCO SETs.

The detailed data analysis of the measurements performed on one kind
of SETs shows the existence of a full gap in the quasiparticle density of
states. These results implies the existence of a subdominant imaginary
component in the superconducting order parameter, which lifts the zero
energy quasiparticles. This complex ground state has been theoretically
predicted[85][86], however, up to now, firm experimental proof has been
missing,
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10.1 Nanojunctions by direct etching through a car-
bon mask

To realize an YBCO SET we choose to use nanojunctions fabricated by the
conventional technique (e-beam lithography, carbon mask and ion milling).
The high values of RN of these types of junctions has already been dis-
cussed in chapter 8. With this technology we can easily achieve RN > RQ.
The remaining question concerns the junctions capacitance. As previously
mentioned MgO was chosen as a substrate to avoid the large dielectric con-
stant of STO (and the resulting stray capacitance). As discussed in details in
paper III we devised an experiment to measure the capacitance of biepitax-
ial GB junctions on a MgO substrate. SQUIDs were fabricated and the IVCs
were measured as a function of an externally applied magnetic field. From
the voltage position of the LC resonances (SQUID resonances) we were able
to extract the capacitance of the junctions using the SQUID loop inductance
value, determined independently. A CJ/Area of 260 fF/µm2 was extracted.
This is an order of magnitude lower than for the GB junctions on a STO
substrate (because of the stray capacitance of the STO). Using the extracted
CJ/Area value, a junction width of 100 nm and a film thickness of 100 nm
will result in a charging energy of approximately 200 mK. The measured
CJ is indeed low enough to reach a regime dominated by charging effects
at sub kelvin temperatures.

10.2 Big island SET

In our first attempt to realize an YBCO SET we used a layout with a rela-
tively large island. Figure 10.1 shows a typical geometry where the island
is made of (103) oriented YBCO film. We have intentionally avoided an is-
land consisting of YBCO (001) due to the possible presence of greenphase in
these films, as discussed in chapter 6. Even for well optimized films there is
always some amount of greenphase in the (001) YBCO films grown on MgO
(110) substrates. This insulating phase could create problems in defining
the effective island and/or creating several islands in series or parallel.

The nominal junction widths were in the range 100 - 400 nm. The SETs
where placed 20 µm away from a gate electrode running through the center
of the sample. Two chips with a total of 40 devices, using this layout, were
fabricated. As mentioned previously the conventional fabrication method
has a rather poor yield resulting in a large spread in junction parameters.
Therefore multiple junction widths are needed, since only a few devices
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Figure 10.1: AFM image of the SET island (YBCO (103)) and the source-
drain electrodes (YBCO (001)).

will reach the regime where charging effects are relevant.

10.2.1 Characterization

To electrically characterize an SET there are two approaches to bias the de-
vice and measure the response. The first method is to measure IVCs while
stepping the gate voltage. This involves ramping the bias current over
the source-drain range while recording the voltage and using a constant
gate voltage. When a sweep is finished the gate voltage is incrementally
changed and the source-drain sweep is started again. If the SET is of excep-
tionally high resistance it is also possible to use a voltage biased setup. The
second approach is to sweep the gate voltage the full range of interest while
keeping the source-drain voltage constant and recording the corresponding
current. When one sweep (transfer function) is completed the source-drain
bias is incrementally changed and the next gate sweep is started.

In principle the two methods measure the same electric response, al-
though drift and noise jumps in the island charge will appear differently. It
seems like a fast change of VSD induces background charge jumps and/or
junction resistance fluctuations. The first method gives clear IV character-
istics. However, since we are primarily interested in changes of the ISD

modulation as a function of the gate the ”transfer function method” is the
most suitable when looking for a 1e to 2e period transition.
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Device Nr Junction Width (nm) EC (µeV) RN (Ω)
Nr 1 200 20 2 M
Nr 2 300 30 14 M
Nr 3 300 500 and 50 2.5 G
Nr 4 400 200 and 60 25 M

Table 10.1: A summary of the parameters for the big island SET. The table
shows the total RN for two junctions in series. Device 3 and 4 both had two
distinctly different modulation periods as a function of the gate voltage.
The EC values are roughly approximated from the stability diagrams.

10.2.2 Results for Big island SETs

In total 4 devices showed Coulomb blockade features that could be period-
ically modulated by a gate voltage. The widths of these devices were 200,
300, 300 and 400 nm (table 10.1 report their RN and EC values). Figure 10.2
shows the logarithmic conductance (colorscale) as a function of the gate
and source-drain voltage measured at the base temperature of the fridge
(16 mK) for a device with 300 nm wide junctions and an interface angle of
0◦.

Log (G)

Figure 10.2: Logarithmic conductance as a function of VSD and Vg at a
bath temperature of 16 mK for an SET with 300 nm wide junctions (Device
Nr 3).
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There is a fundamental difference between these data and the theoret-
ical simulation shown in figure 5.3 and 5.4. The data in figure 10.2 have
two distinctly different modulations with respect to the gate voltage. A
short modulation period on the order of a few mV and a longer one on the
order of 100 mV. These effects have been described in earlier studies[87]
and stem from an island consisting of multiple grains connected to the two
electrodes. The difference in modulation period shows that, the two grains
have significantly different capacitance to the gate electrode. This can ei-
ther be due to a difference in size or electrostatic shielding from the gate
electrode (depending on geometric arrangement of islands, source-drain
electrodes and gate electrode).

Figure 10.3 a) shows the conductance plot for the same device and a
larger gate voltage range at a temperature of 300 mK. The short modula-
tion period has completely disappeared, confirming that the grain respon-
sible for this modulation has a lower charging energy. The temperature
dependence and the period of the modulations indeed indicate that we are
dealing with two grains of different size: A large grain having large capac-
itance to the two main electrodes and the gate resulting in a low EC and
a short modulation period. For a smaller grain a higher EC and a bigger
modulation period is expected.

The next step was to examine the behavior of the SET when a magnetic
field is applied. Figure 10.3 b) and c) show the G(Vg, VSD) measured at
fields of 4.5 and 5T (maximum field of the magnet), respectively. The sta-
bility diagram is modified when the field is switched on, most clearly at 5T
one can see that the blockade region (dark blue) is expanded for the two
last diamonds on the right of the stability diagram. However, we do not
observe a change of periodicity from 1e to 2e.

Figure 10.4 a) shows the conductance G(Vg, VSD) of the second SET with
300 nm wide junctions having θ = 90◦ at a magnetic field of 0T. Figure
10.4 b) shows G(Vg, VSD) of the same device at an externally applied mag-
netic field of 4.5 T. The modulation of the Coulomb blockade is completely
washed out and only a constant low conductance region is left in the center.
Looking at transfer functions at different low biases we have no hint of a
doubling of the periodicity.

The analysis of the transport properties of the ”big island” samples
have shown to be non trivial, especially because of clear multi grain ef-
fects. The behavior with a finite magnetic field has not been fully under-
stood and no clear doubling of the periodicity was seen on either of the
devices. To simplify the detection and interpretation of the effects that are
indicative of a transition between d-wave and fully gapped superconduc-
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Figure 10.3: Logarithmic conductance as a function of VSD and Vg at a
bath temperature of 300 mK and an applied external magnetic field of a)
0T, b) 4.5 T and c) 5T for an SET with 300 nm wide junctions (Device Nr 3).
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Figure 10.4: Logarithmic conductance as a function of VSD and Vg at a
bath temperature of 100 mK and an applied external magnetic field of a)
0T, b) 4.5 T for an SET with 300 nm wide junctions (Device Nr 2)

tivity a new layout was used for the next generation of YBCO SETs. The
new layout aimed at creating a single grain island, which would allow us
to work with only one single modulation when sweeping the gate volt-
age.

10.3 Single grain SET

In the new layout we used a different approach to define the islands’s ge-
ometry. Looking closer at the YBCO (103) films (see figure 6.4 a)) they con-
sists of elliptical grains approximately 500 nm long and 200 nm wide. The
aim of the new layout was to define the SET island so as it consists of one
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single (103) grain. To achieve this we patterned the seed layer into a 50-200
nm wide wire. When the YBCO film is deposited on top of this thin STO
wire using specific growth conditions one can expect to get a single (or dou-
ble) (103) oriented grain(s), see figure 10.5 a). The source-drain electrodes
(dashed lines) are defined and patterned perpendicular to the wire. Figure
10.5 b) shows an AFM image of the finished SET. The dimension of the is-
land grain is approximately 100×200×250 nm3 (thickness×length×width).
The gate is once again placed at the side of the SET connected to a common
electrode in the center of the sample. The distance between the island and
the gate was reduced to 10 µm to compensate for the smaller island size.
The (001) YBCO film on the MgO (110) substrate grows with the ab planes
rotated 45◦ with respect to the in plane direction of the substrate. This will
make a node of the order parameter on the (001)-side of the GBs face a lobe
on the (103) grain that constitutes the island.

10
mμ

Gate

Island
(103)YBCO

Electrode
(001)YBCO

0.25 mμ Grain boundary line

2 mμ

1 mμ(001) YBCO

(103) YBCO

a)

b)

250 nm

500 nm

0 nm

Figure 10.5: a) A SEM image of the YBCO (103) wire before the ion milling
to define the SET. The dashed lines shows the region of the mask structure
that will define the SET. The triangular structures in the film, on the left and
right side of the wire, is used in the lithography process and to make the
structures visible in an optical microscope, they serve no purpose for the
actual device. b) An AFM image of the final SET after etching.
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10.3.1 Results for single grain SET

Figure 10.6 shows ISD as a function of VSD and ng for positive bias at base
temperature (18 mK). This SET displays clear Coulomb oscillations with
only one periodicity which tells us that the conducting part of the island
behaves as a single grain. Figure 10.7 shows the results for the same device
when a magnetic field of 3.9 T is applied. Although the modulations are
less clear a pattern of alternating large and small diamonds can be seen.
This is consistent with a non zero F value.
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Figure 10.6: Stability diagram at B = 0 T and a bath temperature of 18 mK.
The color scale shows current. A rough estimation of 2·EC is marked with
an arrow.

10.3.2 Detailed characterization of the device

To gain a deeper understanding of the change that happens when the mag-
netic field is switched on it is important to look at single transfer functions.
Figure 10.8 shows transfer functions measured at 0, 1 and 2 T. The clear
change of the periodicity seen here as the field increases is a demonstration
of the parity effect in our device. This is the first time parity has been ob-
served in an YBCO SET. In a previous experiment using an YBCO island
connected to gold electrodes a fully working SET was realized, although
without detecting any parity effect[88].

The distance in gate charge between consecutive peaks can directly be
used to calculate F. To extract F from the measurement data one starts with
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Figure 10.7: Stability diagram at B = 3.9 T and a bath temperature of 20
mK. The color scale shows current.

the voltage threshold equation (5.14). We need to know the difference in ng

for two threshold lines corresponding to sequential values of n. This means
that we need to express δng = ng(n-1)-ng(n) in terms of F. We look at two
threshold lines for an arbitrary but constant value of VSD for junction 1:

V+
th (n, ng) = V+

th (n − 1, ng) → e
C2

(
1
2

+ (n + ng(n))

)
+

CΣ

eC2
(∆ + (−1)nF)

=
e

C2

(
1
2

+ (n − 1 + ng(n − 1))

)
+

CΣ

eC2
(∆ + (−1)n−1F) (10.1)

This equation reduces to:

e
C2

ng(n) +
CΣ

eC2
(−1)nF =

e
C2

(−1 + ng(n − 1)) +
CΣ

eC2
(−1)n−1F (10.2)

Rearranging 10.2 and using the definition of δng and EC, for even n, we
get:

δng = 1 + F/EC (10.3)

For odd n we will instead get the expression δng = 1 − F/EC. For an
SET with high resistance asymmetry, corresponding to a stability diagram
where only one of the two possible conductance (threshold) lines are ob-
served (see figure 5.4 e)), equation 10.3 is valid for any VSD. For a symmet-
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Figure 10.8: Source-drain current as a function of the normalized gate
charge. The measurements were done at a) B=0T, b) B=1T and c) B= 2T.

ric transistor this method would only work for VSD values close to 2∆/e.
Our SET is asymmetric both in R and C and only one of the lines is visible.

Due to current noise jumps between separate transfer functions our
conductance data contains multiple artifacts. Therefore we use the current
peaks in the transfer functions at various VSD directly to calculate F. For
an asymmetric SET the current peaks follows the threshold lines and ex-
hibit the same F dependent distance in gate voltage between neighboring
peaks. The procedure to extract F is now straightforward. Ten of the clear-
est traces are picked out for the different magnetic fields and the average F
is then extracted1, see Figure 10.9.

1At first the ratio F/EC is extracted from the transfer functions. This ratio is used when
fitting IV characteristics to theory in the next section, where the fitting parameter EC is
determined.
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Figure 10.9: The even-odd energy F vs B. The left vertical axis give the
F/EC ratio used when fitting the IVCs. The right axis show the final F
values using EC extracted from the IVC fitting. The error bar is given by
the standard deviation of the distribution of F values.

Our device has a small finite vale of F at B = 0, which clearly grows with
increasing applied magnetic field.

10.3.3 Fitting IV characteristics to the orthodox theory to extract
C, ∆, Te f f and EC

To extract parameters like ∆, EC and the effective electron temperature2

(Te f f ) from the data we fit the IV characteristics using the orthodox theory
for a NISIN SET where F has been added to the energy expression (as dis-
cussed in chapter 5). The choice of NISIN over SISIS is due to the absence
of Cooper pair tunneling and Josepson quasiparticle cycles in our data. An
attempt using a SISIS model (which includes a separate ∆E for the Cooper
pairs and the tunneling formula for SIS junctions) resulted in IV character-
istics which could not fit our experimental data. This means that the ∆ we
extract from fits is related to the island of the SET. It is important to note that
the extracted gap ∆ is related to the subdominant energy gap of the island
resulting in a fully gapped electronic density of states. This subdominant
energy gap is much smaller than the maximum of the (dominant) dx2−y2

gap function.

2The effective electron temperature of the device is expected to be higher than the bath
temperature of the fridge during the measurement.
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To use the orthodox theory outlined in chapter 5 expressions for the
density of states are required. The DOS functions for the source and drain
electrodes should in general depend on energy in a dx2−y2-wave super-
conductor. However, in the experimentally relevant interval of energies,
|E| ≤ 100µeV, the density of states in the leads remains constant and is
dominated by strong contribution from the broad midgap quasiparticle
states localized at the surfaces[51][53]. Thus they are effectively constant
and we can treat the leads as normal metals. The precise form of the DOS
in the island is not known and we choose to model it by the function typi-
cal for an s-wave superconductor. This form of the density of states is quite
general and naturally arises if a small spectral gap opens up on the con-
stant background. To avoid confusion, it should be emphasized that this
does not necessarily imply conventional s-wave superconductivity in the
island. Thus, our model is effectively reduced to that of a NISIN SET.

EC is used as a fitting parameter, but it is first roughly estimated by
looking at the size of the diamonds in figure 10.6. The first step is however
to determine the capacitances of the junctions and the gate (C1, C2 and Cg).
Cg is extracted from the current peaks in the transfer functions by looking
at the change in gate (∆Vg) for a full 2e period: Cg= 2e/∆Vg. The junction
capacitances can be extracted from the slope of the current maxima line
in the VSD,Vg plane (see figure 5.4 e)). The capacitance can be extracted
from the slope of this line (∂VSD/∂Vmax

g ) by looking at the voltage threshold
equation (5.14) and using the definition of ng (ng=VgCg/e). Differentiating
with respect to Vg will leave only the third term on the right side giving:

∂VSD

∂Vmax
g

=
∂

∂Vmax
g

e
C2

CgVg

e
=

Cg

C2
(10.4)

If the second slope is visible (symmetric SET) C1 can be extracted accord-
ingly using:

∂VSD

∂Vmax
g

= −Cg

C1
(10.5)

Since our device is asymmetric we can only extract the capacitance value
of the junction with the higher resistance. The other junction capacitance
will have to be left as a variable in the fit of the IVCs (and can be determined
through its relation to EC). From the slope we obtain C2 = 1.5 fF.

We now extract EC, ∆ and Te f f at B = 0T by fitting two IVCs at two gate
charge values corresponding to maximum and minimum Coulomb block-
ade for positive VSD. These gate charge values can be determined by first
simulating a low resolution stability diagram. Since the maximum/mini-
mum blockade change position on the gate axis when EC (through its de-
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b)a)

Figure 10.10: Measured and theoretical IV characteristics at B=0 T. The a)
and b) panel show curves for a gate voltage corresponding to the maximum
and minimum blockade at the positive bias side, respectively.

pendence on C1 and C2) and ∆ are changed one need to iterate between
fitting IVCs and calculating the gate charge values until reasonable fits are
achieved. The final capacitance values for this device were found to be
C1 = 2.5 fF, C2 = 1.5 fF and Cg = 1.2 aF. Figure 10.10 shows the two mea-
sured IVCs together with the theoretical ones for maximum and minimum
Coulomb blockade at B = 0 T.

When an acceptable fit was found at B = 0 T the same procedure was
used for measurements at finite applied magnetic field, with the difference
that the charging energy was assumed to be constant for all measurements.
∆ as a function of B is plotted in figure 10.11. ∆ increases with magnetic
field in a similar fashion as F, which is reasonable if the two quantities are
connected by equation 5.9. This behavior of ∆ and F is opposite to what is
seen for Aluminum SETs[59] where both parameters decrease in field.

At fields higher than 3 T the behavior of the SET has been difficult to
model and understand. We believe this could be due to vortices entering
into the island. A vortex will overcome the entry barrier at an approximate
field of Bs ≈ ϕ0/2πrξ[89], where r is the diameter of the sample and ξ the
coherence length. For our island we get Bs ≈ 2T. For fields above this
limit the system becomes more complicated and the measurements are not
reproducible going back and forth in field. We still observe a strong parity
effect at fields > 3T, although systematic fitting of IV characteristics has not
been possible.
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Figure 10.11: ∆ vs B extracted by fitting the orthodox theory to experi-
mental IVCs.

10.4 Size quantization

An important issue to consider is if any of the observed behavior in our
measurements can have a different explanation. In addition to the elec-
trostatic energies, which governs the SET operation, very tiny islands may
have quantized energy levels due to the confinement of electrons[90][91][92]
that also affect the dynamics. Devices where this happens are commonly
referred to as quantum dots. When various levels on the island are filled the
system reaches higher energies where the level spacing decreases and for
practical considerations eventually become continuous. A major difference
between devices only governed by the Coulomb effects and those where
size quantization is also relevant is the position of the current peaks on the
gate voltage axis. An ideal SET will have periodic oscillations (in the case
of parity the period simply doubles) whereas for a quantum dot the peak
positions will not only depend on the charging energy but also on the en-
ergy level spacing, which varies with the number of electrons added to the
island. Figure 10.12 a) shows an example of a transfer function for a quan-
tum dot from Tarucha et. al.[93]; a clear non periodic behavior is seen here.
Figure 10.12 b) shows a trace from our SET taken over a larger gate range
than the previous data (shown in figure 10.8). We observe that the current
peaks are almost perfectly periodic.

In the following we will estimate the average quasiparticle energy level
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Figure 10.12: a) Transfer function (ISD(Vg)) adapted from [93]. b) Aver-
aged transfer function data for our SET acquired at a constant VSD and B =
0 T.

spacing, d. From the effective number of quasiparticle states (Ne f f ) and the
values of ∆ and Te f f it is possible to roughly estimate an upper limit for
d using equation 5.9. For the quantized energy levels to play a role in the
electrical transport this energy needs to be comparable or higher than Te f f .
Since Ne f f is the number of available states in a region kBTe f f above the gap
a rough approximation can be given by Ne f f ≈ kBTe f f /d, leading to:

d = kBTe f f e
− ∆−F

kBTe f f (10.6)

Te f f is a variable parameter when fitting the theoretical IVCs to the mea-
surement data. However we have realized that our quite simple model of
a NISIN SET overestimates Te f f . Figure 10.13 shows a ”flattened” current
plot, this means that the average (over gate voltage) IV characteristic has
been subtracted from the data, leaving only the modulating current peaks.
The a) panel shows our measurement data at 2T while b) and c) show sim-
ulated data using the NISIN model at 120 (fitted temperature) and 50 mK
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Figure 10.13: Flattened stability diagram emphasizing the current max-
ima. a) Measured data at 2T, b) simulated data using the experimental
parameters extracted from the 2T data and Te f f = 120 mK (from the IVC
fits) and in c) Te f f = 50 mK.

respectively. At the higher temperature the simulated peaks start to merge.
However, we do not see this effect in our measurements, which tells us that
the value of Te f f = 120 mK we extract from the IVCs is overestimated. De-
spite this fact, it is still possible to give an upper limit of d using equation
10.6. From our fitted parameters we extract a maximum d of ≈ 1 µV (≈ 12
mK). The exponential decrease of d as Te f f decreases ensure that even with
an error in temperature of 40-50% the average quasiparticle energy level
spacing of our system is small enough and it should not have any impact
on the transport mechanisms in our SET.

10.5 Conclusions

For a pure dx2−y2 order parameter together with disorder and scattering
the quasiparticle density of states is finite even at zero energy[4]. In an
SET this will make even and odd number of excess quasiparticles on the
island energetically equivalent ( F = 0). The clear presence of a non-zero F
in our device therefore shows that a gap is indeed open for all directions in
k-space.

The fits and simulations strongly suggest that the fully gapped super-
conducting state only appear in the island of the device. There are however
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still unsettled questions. There are two different scenarios that support a
fully gapped spectrum on the island. Either a dx2−y2 + idxy state is fully sup-
ported in bulk of the island[85] or a dx2−y2 + is state that is formed at the
surface of the grain[86][94] extending into the bulk by proximity effect. A
surface induced subdominant state decays exponentially inside the bulk of
the YBCO. However, the small dimensions of the island might support the
proximity effect resulting in a fully gapped DOS within the whole grain,
albeit with a decaying gap inside the island. From the results presented
here it is not possible to, with certainty, correlate the observed full gap in
the quasiparticle excitation spectrum to one of these two scenarios.
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Conclusions

In this thesis we have demonstrated the presence of a parity dependent
free energy in a mesoscopic YBCO island in a Single Electron Transistor
configuration. This finding implies the existence of a fully gapped quasi-
particle density of states and consequently that the YBCO order parameter
goes beyond a pure d-wave symmetry. Our observation is compatible with
a subdominant pairing channel resulting in an imaginary order parameter
admixed to the dominant d-wave order parameter.

Future plans will involve systematic studies on the existence of fully
gapped superconductivity in islands of different sizes and dopings. By
varying the island size it should be possible to eventually distinguish be-
tween a gap originating from the bulk or a surface induced one. By study-
ing islands of different doping one will be able to map a phase diagram for
the subdominant pairing channel and compare it to that of the dominant
d-wave.

To realize YBCO devices where charging effects are dominant we have
developed and tested two technologies to fabricate nanoscale YBCO GBs.
Although there is still some work to be done regarding the yield and repro-
ducibility issues, the two methods allow us to make junctions with a wide
range of resistivities and critical current densities.

The development of a new soft nanopatterning technique gives access
to pristine junctions that in the future could be used for different devices to
further probe the quasiparticle excitation spectrum of HTS.
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Appendix A

Fabrication of biepitaxial grain
boundaries

Figure A.1 summarizes the main fabrication steps involved in the creation
of biepitaxial YBCO junctions on MgO (110) substrates.

a) A thin seed layer of STO is deposited by PLD on the MgO (110) sub-
strate. The seed layer will grow epitaxially having the (110) orientation.

b) A 50 nm thick amorphous carbon film is deposited by e-beam evapora-
tion on top of the seed layer. Next two layers of e-beam resists (MCC
Copolymer and ZEP520) are spun on the sample.

c) The seed layer geometry is exposed by E-beam.

d) The exposed area is developed (removed) by two different chemical de-
velopers. A thin chromium film is deposited by E-beam evaporation.

e) The chromium, on top of the remaining resist bilayer, is removed by lift
off in hot acetone.

f) A low power Oxygen plasma is used to remove the carbon that is not
protected by chromium.

g) Argon ion milling is used to etch away the STO film that is not covered
by carbon. The chromium and part of the carbon mask is also removed
in this process.

h) Oxygen plasma is used to remove the remaining carbon.

i) A 100-120 nm thick YBCO film is deposited by PLD. In situ ion milling
is performed in the PLD chamber before the deposition to remove the
top layers of the MgO surface.
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j) A 200 nm thick gold film is deposited by e-beam evaporation or sput-
tering to protect the YBCO from the remaining fabrication steps and to
act as pads to connect the sample to our measurement setup.

k) Photoresist (Shipley S-1813) is spun on the sample. Photolithography is
used to define the gold pads.

l) The exposed resist is removed by the MF-319 developer.

m) Argon ion milling is used to remove part of the gold film not covered
by the resist mask. Approximately 40 nm is left to protect the YBCO in
the final fabrication steps.

n) The resist is removed by a combination of hot acetone and oxygen plasma.

o) A 120 nm thick carbon film is deposited by e-beam evaporation.

p) Steps b)-f) are now repeated to create a new carbon-chrome mask. This
time the actual device or junction is patterned.

q) Argon ion milling is used to etch away all of the YBCO not covered by
the carbon mask.

r) The carbon is removed by oxygen plasma and a short ion milling step
is carried out to remove the thin gold layer still present on top of the
junctions.

In step p) and q) the width, wJ , of the grain boundary is defined by the
e-beam lithography and ion milling.
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Figure A.1: An overview of the different steps required to deposit and
pattern biepitaxial grain boundaries.
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