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Abstract

A multi-level version of the Characteristic Basis Function 
Method (CBFM) is presented for computing the input impedance 
matrix and radiation patterns of very large antenna arrays. 
Specifically, we consider the challenging problem of an electrically 
large subarray that is surrounded by (many) other disjoint subarrays, 
and solve this problem by employing a two-level Characteristic 
Basis Function Method. At level zero, Rao-Wilton-Glisson (RWG) 
basis functions are employed to locally synthesis the surface 
current. Next, the number of degrees of freedom (DoFs) for the 
current is reduced at level one by employing the characteristic 
basis functions (CBFs), each of which is a macro basis 
function supported by an antenna element, and is a fixed 
combination of RWG basis functions. Moreover, the 
characteristic basis functions at level two are supported by 
subarrays to further reduce the degrees of freedom. This 
multilevel approach is memory efficient and generates a 
final reduced matrix equation that can be solved directly, i.e., 
in-core through standard Gaussian elimination techniques, 
even though the conventional MoM (Method of Moments) 
formulation of the same problem may require more than 
one million RWG basis functions. Numerical examples are 
presented for various array sizes, including a 25 subarray 
problem comprised of 64 tapered-slot antennas (TSAs) 
each. The proposed method demonstrates very good 
accuracy, numerical efficiency, and a reduced memory 
storage requirement.

1. Introduction

The numerical method presented in this paper has been 
developed within the framework of the Square Kilometre 
Array (SKA) project. This is a worldwide endeavor to 
design and construct a revolutionary new radio telescope 
with a collecting area which is on the order of one million 
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square meters, in the wavelength range from 3 m to 1 cm 
[1-3]. Within this context, the potentials of various array 
technologies are evaluated by analyzing the impedance as 
well as the radiation characteristics through electromagnetic-
field analyses. In some of these studies, it is vitally important 
to accurately analyze electrically large – but finite – array 
antennas and associated truncation effects. Given the 
electrical size and geometrical complexity of such structures, 
the numerical analysis presents a severe computational 
burden, especially when only limited computing resources 
are available [4, 5].

A wide variety of numerically efficient techniques 
has been developed over the last few decades to alleviate 
the above problem. However, in this work we will only 
consider the class of iteration-free integral-equation 
techniques, and focus specifically on a recently developed 
method called the Characteristic Basis Function Method 
(CBFM). It enhances the conventional Method of Moments 
by compressing the moment matrix such that the resultant 
reduced matrix equation can be solved in an iterative-free 
manner - simultaneously for multiple right-hand sides 
(MRHS) [6, 7]. The matrix compression is achieved by 
employing macro basis functions (characteristic basis 
functions, or CBFs). These are constructed as fixed 
combinations (aggregations) of subdomain basis functions, 
each of which is defined over a much smaller support [8, 
9]. An even higher compression of the final reduced matrix 
is achieved through the use of a multilevel version of the 
Characteristic Basis Function Method. Toward this end, the 
concept of basis-function aggregation is repeated, such that 
higher-order characteristic basis functions are expressed in 
terms of lower-order characteristic basis functions. At the 
lowest level, the (subdomain) basis functions are chosen to 
have a simple analytic form, and to conform to arbitrarily 
shaped geometries, so that the higher-order characteristic 
basis functions will also satisfy this advantageous 
geometrical property. An inherent advantage of using these 



macro basis functions is that existing computer codes that 
employ sub-sectional basis functions can be reused with 
only minor modifications. 

Furthermore, in the Characteristic Basis Function 
Method, the entire computational domain is subdivided 
into smaller subdomains, each of which supports a set 
of numerically generated macro basis functions. Such a 
domain-decomposition technique is advantageous, since 
many algorithmic steps involved can be carried out in parallel 
on supercomputers or on platforms with multiple processors 
[10, 11]. Furthermore, the modular setting of a domain-
decomposition technique enables one to analyze/optimize 
the entire structure at minimal cost by only reconsidering 
the domains that need to be altered [12].

The concept of reducing the size of the matrix equation 
by employing numerically generated macro basis functions, 
and decomposing the problem into smaller problems, has 
also been widely exploited in other recently developed 
iterative-free methods for solving large-scale problems. 
Examples include the Synthetic-Functions Approach 
(SFX) [13, 14], the Sub-Entire-Domain Basis Function 
Method (SED) [15], the eigencurrent approach [16], and 
a subdomain multilevel approach [17]. These methods can 
be distinguished from each other by the way they generate 
the macro basis functions, and also by the methods they 
use to synthesize a junction current between electrically 
connected subdomains. We note that one can employ a 
special type of junction basis functions, or an overlapping 
domain-decomposition technique in which adjacent sets of 
macro basis functions partially overlap [13, 18].

For electrically large problems, the overall solution 
time of the Characteristic Basis Function Method is governed 
by the time it takes to construct the reduced matrix equation, 
as opposed to solving it. Various acceleration techniques 
have been proposed to reduce the matrix construction time, 
including multipole approaches [29, 20]; the Adaptive 
Cross Approximation (ACA) technique [21]; a multi-level 
decomposition approach [22]; and the Adaptive Integration 
Method (AIM) [23]. These methods all rely on the fact 
that the electric field generated by a macro basis function 
is a relatively smoothly varying function over the support 
of the macro test function. This is particularly true if the 
macro basis and test functions are well separated. Hence, 
for electrically large antenna and scattering problems, many 
of the reduced-matrix entries (characteristic basis function 
reaction integrals) can be rapidly computed.

The reciprocity theorem is often used to compute 
only the upper-triangular part of the reduced matrix, and 
this saves approximately a factor of two in the total filling 
time. More importantly, many reactions between (groups 
of) characteristic basis functions are replicated elsewhere 
in the array, because of translation symmetry. Even though 
the moment matrix may not have a full block-Toeplitz 
symmetry, many entries (even blocks) of the reduced matrix 
are thus identical and, hence, can simply be copied during 
the matrix-construction process.

This paper focuses on the challenging case of large 
arrays of strongly coupled tapered-slot antennas (TSAs). The 
radiation and scattering characteristics of such arrays have 
been considered by others, as well. Much work has been 
performed on the edge-truncation effects, and the efficient 
computation of embedded element patterns and element 
impedances by the authors of [24], both in the time and the 
frequency domain. In [25], the Finite Element Method was 
combined with an Integral-Equation technique (FEM-IE) 
to iteratively solve for the fields in tapered-slot-antenna 
arrays that involve dielectric materials.

One of the major problems arising in the SKA 
project is the analysis of large arrays comprising of disjoint 
phased-array tiles. These structures exhibit multi-scale 
(quasi-periodic) features, both at the antenna-element level 
and at the subarray level. To handle these problems, an 
approximately infinite array approach at the subarray level 
was developed in [26]. There, the infinite sum was truncated 
in the spatial domain to compute the scan impedance of 
antenna elements that were located within an electrically 
large subarray surrounded by (many) other actively phase-
steered subarrays. Basically, the Characteristic Basis 
Function Method is used here at the antenna-element level, 
whereas an infinite-array approach is used at the subarray 
level. Although the method represents a viable alternative 
to a full-fledged Characteristic Basis Function Method 
solution, it does not directly yield for us the (passive) 
input-impedance matrix and embedded element patterns of 
the antenna array. As a remedy, we propose in this paper to 
use the Multilevel Characteristic Basis Function Method, 
since this overcomes the associated memory problems 
and directly provides us with the impedance and radiation 
characteristics of all tapered-slot-antenna elements. Note 
that the capabilities of the Multilevel Characteristic Basis 
Function Method were already demonstrated for scattering 
problems in [27].

The paper is organized as follows. First, we provide 
a brief description of the Multilevel Characteristic Basis 
Function Method. We describe the steps that are involved 
in the process of constructing a reduced-matrix equation at 
all levels, as well as the generation of characteristic basis 
functions for antenna-type problems. The computation 
of the input-impedance matrix and radiation patterns are 
also discussed. Second, the Multilevel Characteristic Basis 
Function Method is used to compute the radiation patterns 
and impedances of a 576 tapered-slot-antenna-element array 
(nine subarrays of 64 tapered-slot antennas each). The results 
are then compared to those obtained from a mono-level 
Characteristic Basis Function Method. Third, the problem 
is enlarged to incorporate 25 subarrays of 64 tapered-slot 
antennas each. Since the size of this problem exceeds 
one million RWG basis functions, it renders the problem 
unmanageable, even when a mono-level Characteristic Basis 
Function Method approach is used to reduce the size of the 
associated matrix. However, it will be demonstrated below 
that the memory requirements can be relaxed when it is 
solved through a Multilevel Characteristic Basis Function 
Method approach.



2. Outline of the Multi-Level 
Characteristic Basis Function 

Method

2.1 Matrix-Equation Reduction

To understand how the Multilevel Characteristic Basis 
Function Method achieves its matrix compression, it is 
instructive to consider the specific example in Figure 1. 
This depicts an array of two subarrays of two electrically 
interconnected tapered-slot antennas each. Level-0 in 
Figure 1 corresponds to the case where the currents are 
synthesized by 0M  Rao-Wilton-Glisson (RWG) basis 
functions [28]. The associated matrix equation that needs 
to be solved reads

 [0] [0] [0]=Z I V , (1)

where the (uncompressed) moment matrix, [0]Z , is of size 
0 0M M× , and where the RWG expansion-coefficient vector 

is 
0

[ ] [ ] [ ][0]
2, , ,

T0 0 0
1 MI I I =  I 

. The superscript T denotes the 

transpose, and [0]V  is the excitation vector. In the following, 
we will assume that the matrix equation is very large and 
cannot be solved through standard Gaussian-elimination 
techniques.

For perfectly conducting sheets, and when Galerkin’s 
scheme is used for testing the electric-field integral equation 
through a symmetric product, the moment matrix in 
Equation (1) is symmetric and the elements are recognized 
as reaction integrals. The matrix element [0]

mnZ  thus denotes 
the radiated electric field, sE , generated by the nth RWG 
basis function [0]

nJ  , which is tested over the support, [0]
mS

of basis function [0]
mJ  (see also Figure 1). The matrix 

element can be written as

 ( )
[0]

[0] [0] [0]

m

s
mn m n

S

Z dS= ∫ J E J , (2)

with { }0, 1, 2, ,m n M∈  . Furthermore, the mth element 
of the excitation vector [0]V  is expressed in terms of the 
incident electric field incE  as

 
[0]

[0] [0]

m

inc
m m

S

V dS= − ∫ J E . (3)

It is pointed out that the matrix Equation (1) is 
significantly smaller when we employ a set of 1M  macro-
domain basis functions, { } 1[1]

1
J

M
m m=

, with 1 0M M . One 
then needs to solve the relatively small-size matrix equation 

[1] [1] [1]=Z I V , where the matrix [1]Z  is of size 1 1M M×
The elements of [1]Z  and [1]V  are defined through 
Equations (2) and (3), respectively, where the 0 index is 
replaced by 1. In the Characteristic Basis Function Method, 
the macro basis functions are called characteristic basis 
functions (CBFs), and are expressed in terms of a fixed 
combination of lower-level basis functions. For instance, 
at level-1 (see Figure 1), the mth characteristic basis function 

[1]
mJ  is expressed in terms of the 0M  RWG basis functions 

{ }[0]Jm  at level-0 as

 
0[1] CBF;[0] [0]

1

M

m m m
m

I
=

= ∑J J , (4)

where the CBF;[0]
mI  are predetermined RWG expansion 

coefficients describing the “shape” of the mth characteristic 
basis function [1]

mJ . Note that for antenna problems, it is 
natural to take the support of the level-1 characteristic basis 
functions to be equal to the size of a single antenna element 
(as in Figure 1), particularly because the degree of translation 
symmetry for array antennas is largest at the antenna-element 
level. Hence, the characteristic basis functions have a local 
support, and many RWG expansion coefficients in 
Equation (4) will be zero. The determination of the expansion 

Figure 1. A methodology to compress the moment matrix 
through a Multilevel Characteristic Basis Function 
Method approach. Level-1: reactions between RWG 

basis functions. Level-2: reactions between characteris-
tic basis functions supported by antenna elements (plus 

a single-cell extension). Level-3: reactions between 
characteristic basis functions supported by subarrays



coefficients in Equation (4) will be described in Section 2.3, 
where we also explain the single-cell extension in the 
overlapping region, as shown in Figure 1.

Once the level-1 characteristic basis functions have 
been generated, the elements of the reduced matrix [1]Z  
can be computed. For instance, and with reference to 
Equation (2), the matrix element [1]

mnZ  (with 
1, {1,2, , }m n M∈  ) is computed as

 ( )
[1]

[1] [1] [1]

m

s
mn m n

S

Z dS= ∫ J E J

 ( )0 0

[0]

CBF;[0] [0] [0] CBF;[0]

1 1
m

M M
s

m m n n
m n S

I dS I
= =

 
 =
 
 

∑ ∑ ∫ J E J   (5)

 ( )CBF ;[0] [0] CBF ;[0]Tm n= I Z I ,

where we have made use of Equation (4) and the linearity 
of the operators in computing the scattered field, sE . The 
column vector CBF ;[0]nI  holds the RWG expansion 
coefficients of the nth characteristic basis function [1]

nJ  at 
level-1. Because the vectors CBF ;[0]mI  and CBF ;[0]nI contain 
many zero entries, effectively, only the matrix block [0]

mnZ  
of [0]Z  in Equation (5) is required, namely the matrix that 
corresponds to the RWG basis functions on the observation 
and the source domains [1]

mS  and [1]
nS  (see Figure 1, level-1), 

respectively. In the following, we will therefore discard the 
zeros in the expansion-coefficient vectors, and instead work 
with the much-smaller matrix block [0]

mnZ , and the 
expansion-coefficient vectors CBF;[0]

mI  and CBF;[0]
nI  that 

are associated with the local supports [1]
mS  and [1]

nS , 
respectively.

Following the above methodology, we move to the 
next higher level (level-2) and increase the support of the 
characteristic basis functions, as shown in Figure 1, where 
a characteristic basis function occupies an entire subarray. 
From Equation (5), it is then evident that an element of the 
reduced matrix [2]Z  can be expressed in terms of the 
elements of [1]Z  in conjunction with the characteristic-
basis-function expansion coefficients at level-1.

In general, at the ith level ( 1, 2,i =  ), one observes 
that

 ( )[ ] CBF;[ 1] [ -1] CBF;[ 1]Ti i i i
mn m mn nZ − −= I Z I . (6)

For an element [i]
mV  of the excitation vector [ ]iV , 

 ( )[ ] CBF;[ 1] [ -1]Ti i i
m m mV −= I V , (7)

where one observes that Equations (6) and (7) are both 
written in terms of a recursive formula [27].

It is assumed that the matrix equation at the highest 
level can be solved directly, after which the expansion 
coefficients for the current can be computed at any lower 
level through the recursive version of Equation (4).

According to the above-described Multilevel 
Characteristic Basis Function Method, the general procedure 
for solving the large matrix Equation (1) consists of the 
following steps:

1. Generate characteristic basis functions at level-1 by 
extracting small subarrays from the fully meshed 
antenna array (equipped with RWG basis functions), 
and subsequently excite them to generate primary 
and secondary characteristic basis functions (see 
Section 2.3). If the final radiation pattern is of 
interest, then also compute the far-field patterns of the 
characteristic basis functions at level-1. Superimpose 
these to form the total radiation pattern, once the 
characteristic-basis-function expansion coefficients at 
level-1 are known (see Step 3).

2. Rapidly construct [1]Z  through the Adaptive Cross 
Approximation (ACA) algorithm, as was described in 
[21]. In addition, exploit reciprocity and take advantage 
of the fact that many rank-deficient block matrices 
associated with group pairs of characteristic basis 
functions at level-1 are identical, and, hence, can be 
simply copied during the construction of the matrix 

[1]Z  [26].

3. Generate characteristic basis functions at level-2 by 
extracting larger subarrays from the fully meshed 
antenna array, and subsequently excite them to generate 
primary and secondary characteristic basis functions at 
level-2. To be able to solve for the excitations of each 
of these larger subarray problems, we make use of the 
Characteristic Basis Function Method at the lower level, 
i.e., level-1. The level-2 characteristic basis functions 
are thus expressed in terms of the level-1 characteristic 
basis functions by using their expansion coefficients 
(see Equation (4)). These coefficients are also used to 
determine the level-2 characteristic-basis-function far-
field patterns, because each of these is a superposition 
of level-1 characteristic-basis-function patterns (see 
Section 2.2).

4. Continue by generating characteristic basis functions 
at level i  with the aid of a the Characteristic Basis 
Function Method approach at the level 1i −  (for 

3, 4,i =  ), and compute a new set of characteristic-
basis-function patterns.



5. Construct and solve the reduced matrix equation for 
the full problem only at the highest level for a certain 
(reduced) set of excitation vectors. Afterwards, the 
antenna input-impedance matrix is computed from 
the expansion-coefficient vector and the reduced 
matrix at the highest level (cf. Section 2.2). The total 
radiation pattern is computed directly with the aid of 
this characteristic-basis-function expansion-coefficient 
vector and the last-determined set of characteristic-
basis-function patterns. If required – for example, to 
visualize the surface-current distribution – the solution 
at the lowest level (for the RWG basis) can be recovered 
through the recursive version of Equation (4).

2.2 Computation of the  
Far-Field Pattern and Input 

Impedance Matrix through the 
Multilevel Characteristic Basis 

Function Method

The mth characteristic-basis-function far-field 
function CBF;[ ]i

mf  at the level i  can be expanded in terms 
of the 1iM −  characteristic-basis-function far-field patterns 
{ }CBF;[ 1]i

m
−f  at the lower level 1i −  as follows:

 ( ) ( )
1CBF;[ ] CBF;[ 1] CBF;[ 1]

1
, ,

iM
i i i

m m m
m

Iθ φ θ φ
−

− −

=
= ∑f f , (8)

where CBF;[ 1]i
mI −  is the mth expansion coefficient for the 

mth characteristic basis function at the level 1i − . The 
coefficient vector ;[ 1]CBF i−I  is computed via the 
Characteristic Basis Function Method for a certain array 
excitation. In the process of computing the characteristic-
basis-function patterns at each level, one should realize 
that many of the subdomains support the same set of 
characteristic basis functions, so that the respective 
characteristic-basis-function patterns are identical as well, 
apart from a phase correction due to their translated position. 
For instance, we can write

 ( )CBF;[ ] CBF;[ ] ˆexp ,i i
p q pqjk θ φ = − f f r r , (9)

where the pth characteristic-basis-function pattern at the 
level i  is derived from the qth pattern by accounting for 
the translation vector, pqr . The unit vector ( )ˆ ,θ φr  denotes 
the direction of observation, and k is the free-space 
wavenumber of the medium. Finally, it is obvious that the 
total array far-field pattern, [ ]if , which is the quantity of 
interest at the highest level, can also be expanded in terms 
of the characteristic basis functions and associated expansion 
coefficients at the lower level 1i − .

In the solution of the electric-field integral equation, 
it is straightforward to use voltage generators and to short 
circuit the other terminals, so that the antenna input-
admittance matrix is obtained naturally. The mutual 
admittance, ant

abY , between two accessible ports a  and b
, can be computed in terms of a reaction integral, which is 
of a variational form. Suppose that aJ  is the array surface-
current distribution that results from exciting terminal a  
with a voltage source of amplitude aV , while all other 
terminals are short-circuited. Likewise, bJ  is a result of 
exciting terminal b  with bV , while all other terminals are 
short-circuited. A stationary formula for the mutual antenna 
admittance, ant

abY , was been in [29] with the aid of the 
Lorentz reciprocity theorem. The resulting expression is

Figure 2. An approach to generate and window 
primary characteristic basis functions for the 
transmitting case: (i) Subarray extraction and 

generation of primary characteristic basis 
functions; (ii) Trapezoidal post-windowing of 
characteristic basis functions; (iii) One-to-

one mapping of characteristic basis functions 
throughout the array lattice.



 

 ant 1 ( )
a

s
ab a b

a b S
Y dS

V V
= − ∫ J E J  (10)

 ( ) [ 1] ;[ 1];[ 1]1 T i CBF iCBF i
a b

a bV V
− −−= − I Z I ,

where the solutions at the level i  for the currents aJ  and 
bJ  have been substituted in terms of the characteristic-

basis-function expansion-coefficient vectors at the lower 
level 1i −  (cf. Equation (5)). It is important to note that a 
minus sign appears in front of Equation (10), which is 
contrary to the plus sign presented earlier in [21] and in 
[30, p. 109].

2.3 Generation and Windowing 
of Characteristic Basis 
Functions at all Levels

A rather attractive feature of the Characteristic Basis 
Function Method is the way the physics-based characteristic 
basis functions are generated. We will briefly describe 
this procedure at level-1 for an overlapping domain-
decomposition approach, applied to antenna-array problems 
for transmitting. The details can be found in several 
previously published works [18, 21] and [26].

For large antenna-array problems, we first extract 
several distinct and relatively small subarrays from the fully 
meshed array, typically from the center, corners, and edges 
of the array. The subarray sizes are chosen such that the 
direct electromagnetic environment for the center, corner, 
and edge elements of the corresponding subarrays closely 
resemble their original electromagnetic-array environment. 
For instance, Figure 2b illustrates two subarrays that are 
extracted from a 4 x 3 x 2 dual-polarized Vivaldi array 
(four elements in the E plane, three elements in the H plane, 
and two polarizations). These two subarrays represent a 
corner and center element, along with their interconnected 
neighboring elements, respectively.

Next, we solve for a set of surface currents induced in 
each of the subarrays by sequentially exciting the antenna 
terminals of the corresponding subarray (Figure 1b). 
Hence, for this example, four primary characteristic basis 
functions are generated for the subarray comprising the 
corner element, and seven primary characteristic basis 
functions are generated for the subarray comprising the 
center element.

We next apply a (trapezoidal) post-windowing 
function to the sets of primary characteristic basis functions 
(in Figure 1b) to suppress the undesired edge-truncation 
effects by reducing the support of the so-generated primary 
characteristic basis functions (Figure 1c). In essence, the 

RWG expansion coefficients making up the characteristic 
basis functions are post-multiplied with suitable weights. 
Note that the partially overlapping windowing functions 
have to add up to unity, so that the tapered characteristic basis 
functions add up in a correct manner as well, particularly 
in the overlapping regions.

In our specific example (Figure 1), the support covers 
half of the neighboring elements, although this can be 
changed in a manner discussed in [18]. For instance, in 
[21], very good accuracy was realized with only a single-
cell overlap.

Finally, the set of characteristic basis functions are 
mapped, one-to-one, onto the corresponding edge and center 
elements, so that each array-element/subdomain will have 
its own set of characteristic basis functions (Figure 1d). Note 
that for this example, six subarrays have to be extracted in 
total to accommodate characteristic basis functions on all 
the array elements (three subarrays per polarization, i.e., 
two subarrays for the opposite-edge elements, and one for 
a center element).

The number of characteristic basis functions on 
array elements can be enlarged in order to model surface 
currents on array elements that can have a large number 
of degrees of freedom. This can be done by appending a 
set of secondarily generated characteristic basis functions 
to the already existing set of primary characteristic basis 
functions [7]. This is accomplished by taking the primary 
characteristic basis functions as distant current sources 
irradiating the subarrays. The thus generated currents then 
induce extra surface currents on these subarrays, after which 
these newly generated currents are truncated/windowed 
again, and added to the primary set of characteristic 
basis functions. Finally, one needs to ortho-normalize the 
characteristic basis functions, and retain only a minimal 
number of them. Both of these steps can be accomplished 
with the aid of a singular-value decomposition (SVD), and 
a thresholding procedure on the singular values [31, 32].

The above procedure is repeated to generate the 
characteristic basis functions for the higher levels. The 
only difference is that we will have to employ a lower-level 
Characteristic Basis Function Method to be able to solve 
for the subarray currents.

A rigorous full-wave analysis of phased-array 
antennas, each of which is surrounded by a number of 
other disjoint antenna arrays, becomes computationally 
prohibitive whenever we consider a large number of 
electrically large subarrays. A mono-level Characteristic 
Basis Function Method employs a relatively small number 
of characteristic basis functions, thereby reducing the 
computational complexity of solving the matrix equation 
by a large factor. However, beyond a certain point, the 
numerical analysis of a much-larger array of subarrays will 
inevitably pose a computational burden, which is caused 
by an increase in the number of unknowns.



To alleviate the associated memory problems, we 
propose to use the two-level Characteristic Basis Function 
Method, as outlined in Figure 1. This first generates 
characteristic basis functions at the antenna-element level, 
after which the characteristic basis functions are generated 
for each of the subarrays. The accuracy and computational 
efficiency is demonstrated below for various antenna array 
sizes.

All the computations were carried out by using double-
precision arithmetic on a Dell Inspiron 9300 notebook, 
equipped with an Intel Pentium-M processor operating at 
1.73 GHz, and 2.0 GB of RAM. 

The tapered-slot antenna-element geometry was 
adopted from [18] and [21], and serves here as a reference 
case for further study.

2.4 An Array of Two Subarrays 
of Two Tapered-Slot Antenna 

Elements Each

We will first examine the accuracy of the Multilevel 
Characteristic Basis Function Method for a relatively 
small antenna-array problem, so that the direct MoM 
solution can be used as a reference for the purpose of 
validation. Specifically, the antenna subarray problem 
in Figure 1 is solved, for which we disable the Adaptive 
Cross Approximation algorithm, and set the singular-value-
decomposition threshold in the Characteristic Basis Function 
Method to zero. This implies that we will employ all the 
primary and secondary characteristic basis functions that 
have been generated. The radius for generating the secondary 
basis functions is set large enough so as to include all the 
neighboring antenna-array elements at level-1, and all the 
neighboring subarrays at level-2. The relative error in the 
computed antenna input-impedance matrix is defined as

 
ant ant
MoM CBFM

% ant
MoM

100%F

F

Error
−

= ×
Z Z

Z
, (11)

where F⋅  denotes the Frobenius norm, which takes 
the square root of the sum of the absolute squares of the 
matrix elements.

Table 1 illustrates that the number of basis functions 
was reduced from 2534 RWG basis functions for a direct 
MoM to only 12 characteristic basis functions (the matrix 
compression was 99.998%) for a level-2 Characteristic 
Basis Function Method. Furthermore, the relative error of 
a level-2 Characteristic Basis Function Method is much 
smaller than one percent and is – remarkably enough for this 
specific example – almost equal to the accuracy of a level-1 
Characteristic Basis Function Method. Not unexpectedly, 
the total execution time was smallest for a direct MoM 
approach, particularly because the Characteristic Basis 
Function Method requires an additional amount of time to 
generate the characteristic basis functions and to construct 
a reduced matrix equation. On the contrary, in a classical 
MoM approach, the total execution time is governed by the 
time to solve the matrix equation, as it scales with the cube 
of the number of independent basis functions: consequently, 
it is advantageous to reduce the number of independent 
basis functions. Once this reduction has been achieved – for 
instance, through the use of the Multilevel Characteristic 
Basis Function Method – then the upper limit of the solution 
time is determined by the largest matrix equation that can 
still be solved in-core (typically, the matrix size must remain 
smaller than 7000 × 7000).

Figures 3 and 4 illustrate the E- and H-plane cuts of 
the computed embedded element patterns (150 ohm port 
termination) in the case where element 1 and, subsequently, 
element 2 was excited. One observes that the numerical 
results, as computed by a direct MoM approach, a level-1 
Characteristic Basis Function Method, and a level-2 
Characteristic Basis Function Method, were visually 
indistinguishable from each other. This was also confirmed 
by the low relative error in the numerically computed input-
impedance matrix of the antenna (see Table 1).

2.5 Nine Subarrays Composed 
of 64 Tapered-Slot-Antenna 

Elements Each

The numerical accuracy and efficiency of a two-level 
Characteristic Basis Function Method approach, relative to a 
mono-level Characteristic Basis Function Method approach, 
will be evaluated in this section, for an array of nine disjoint 
subarrays of 64 tapered-slot-antenna elements each.

Quantity
Level-0

(Direct MoM)
Level-1
CBFM

Level-2
MLCBFM

#RWGs 2534 2534 2534
#CBFs (Level-1) – 40 40
#CBFs (Level-2) – – 12
Generation time CBFs 0 min 0 sec 2 min 28 sec 2 min 41 sec
Total execution time 1 min 20 sec 5 min 48 sec 5 min 57 sec

Relative error antZ 0% 0.0267% 0.0266%

Table 1. A comparison between a 
direct MoM approach, a mono-
level, and a level-2 Multilevel 
Characteristic Basis Function 

Method in reducing the number of 
independent basis functions, the 

generation time of basis functions, 
and the total solution time (at 

900 MH).



The anomalous antenna-impedance effects, associated 
with the (resonant) gaps/slots between disjoint subarray tiles, 
were reported in [33, 34], and will therefore not be discussed 
in this paper. These gaps may need to be introduced for 
servicing purposes, so that, e.g., individual subarrays can 
be installed and/or removed as modular units. Furthermore, 
the transport and manufacturability of relatively small units 
may be advantageous.

The numerical computations were performed for a 
singular-value-decomposition threshold level of 210−  (used 
to reduce and retain a minimal set of basis function at each 
level of the Multilevel Characteristic Basis Function 
Method). The Adaptive Cross Approximation threshold, 
which was used to rapidly construct the low-rank (off-
diagonal) moment-matrix blocks, was set to 310− . 
Numerical experiments showed that a reduced Adaptive 
Cross Approximation threshold level has a positive effect 
on the symmetry of the input-impedance matrix. 
Furthermore, it suppresses the spurious ripples that the 

element radiation patterns may exhibit, albeit at a cost of 
longer matrix filling time. At level-1, the radius for 
generating the secondary characteristic basis functions was 
taken equal to the width of two antenna elements, whereas 
it was enlarged at level-2 to incorporate all the surrounding 
subarrays. We also studied the case in which we bypassed 
the generation of secondary characteristic basis functions 
at level-2.

Figures 6a and 6b illustrate the E-plane cuts of the 
power beam pattern of two subarrays, i.e., of the central 
and edge tiles on the right-hand side of the central tile 
(secondary characteristic basis functions included). The 
tiles were subsequently scanned to broadside ( 0scanθ = ° ), 
and to an off-broadside direction ( 60scanθ = ° ). The level-1 
and level-2 Characteristic Basis Function Method were 
found to yield very similar results. The agreement slightly 
degraded when the beam was scanned to off-broadside 
directions. This was expected, because the (active) mutual 
coupling between the tiles increased for off-broadside scan 

Figure 3. The computed E-plane element-gain 
patterns at 900 MHz. The results were computed 
through a direct MoM approach, a 1-level Char-
acteristic Basis Function Method, and a 2-level 

Characteristic Basis Function Method.

Figure 4. The computed H-plane element-gain 
patterns at 900 MHz. The results were computed 
through a direct MoM approach, a 1-level Char-
acteristic Basis Function Method, and a 2-level 

Characteristic Basis Function Method.

Figure 5. An array of nine subarrays (3×3) 
(see also [26]), each of them composed of 

64 tapered-slot-antenna elements (8×8). To 
illustrate coupling effects, the active anten-
nas within the central tile were excited by a 
voltage-gap generator placed across the slot 

of each tapered-slot-antenna element. The 
central tile scanned to broadside (end-fire 
direction), whereas the tapered-slot anten-

nas of the surrounding tiles were short-
circuited. The magnitude of the surface-

current distribution is shown (log scale) as 
computed by a direct Characteristic Basis 

Function Method approach.



 

directions. In these cases, the antenna tile that was excited 
also illuminated the neighboring tiles, so that a more-
accurate numerical scheme was required than for a 
broadside-scanned beam. 

Not surprisingly, the relative error of the numerically 
computed antenna input-impedance matrix in Table 2 
reduced from 15.6% to 4.5% when the secondary 
characteristic basis functions at level-2 were included. 
This error reduction required almost twice the amount of 
characteristic basis functions, but did not lead to a much 
longer simulation time, because the construction of the 
reduced matrix was the most time-demanding element in 
the process.

The reduction in the number of unknowns was seen 
to be rather significant. The original problem (level-0) 
required 375,192 RWG basis functions, which was 
reduced to only 4320 by a level-1 Characteristic Basis 
Function Method approach. The degrees of freedom for the 
current was reduced even further at level-2, down to 1116. 
Since the total execution time increased only slightly, it 
supported the conclusion of [27], namely that the Multilevel 
Characteristic Basis Function Method is a memory-efficient 
implementation of a mono-level Characteristic Basis 
Function Method.

Figure 6a. E-plane cuts of the power pattern (at 
900 MHz) of a subarray beam for the central tile when 

scanned to broadside ( 0scanθ = ° ), and to an off-broad-
side direction ( 60scanθ = ° ), for both a level-1 and 

level-2 Characteristic Basis Function Method.

Figure 6b. E-plane cuts of the power pattern (at 900 MHz) of 
a subarray beam for an edge tile (to the right of the center 

tile: see Figure 5) when scanned to broadside ( 0scanθ = ° ), 
and to an off-broadside direction ( 60scanθ = ° ), for both a 
level-1 and level-2 Characteristic Basis Function Method.

Quantity Level-1 CBFM Level-2 CBFM
(Primary CBFs at Level-2 Only)

Level-2 CBFM
(Primary + Secondary CBFs)

#RWGs 375192 375192 375192
Time to generate the mesh 32 min 11 sec 1 min 38 sec 1 min 38 sec
#MoM blocks to be constructed, 
exploiting reciprocity and trans-
lation symmetry 

4770 out of 331776 4770 out of 331776 4770 out of 331776

#Primary CBFs (Level-1) 1584 1584 1584
#Primary + secondary CBFs 
(Level-1) 4320 4320 4320

#Primary CBFs (Level-2) – 576 576
#Primary + secondary CBFs 
(Level-2) – 576

(one CBF per antenna element) 1116

Generation time CBFs 9 min 11 sec 17 min 39 sec 23 min 58 sec
Total execution time
(excludes meshing time) 151 min 46 sec 160 min 14 sec 166 min 33 sec

Relative error antZ 0% 15.6% 4.5%

Table 2. The required computational resources and execution time for a level-1 and for two level-2 
Characteristic Basis Function Method approaches (at 900 MHz).



 

2.6 25 Subarrays Composed of  
64 Tapered-Slot-Antenna 

Elements Each

Next, we present the results for a very large antenna 
array, one that could no longer be solved by using the 
mono-level Characteristic Basis Function Method. We 
considered an antenna array consisting of 25 subarrays, 
each comprised of 64 tapered-slot-antenna elements (see 
Figure 7). The problem required more than one million 
RWG basis functions (at level-0), and the number of 
level-1 characteristic basis functions exceeded 10,000 
(see Table 3). The problem was solved in-core through 
standard Gaussian-elimination techniques at level-2, where 
the number of characteristic basis functions was as low as 
3100. For this simulation, we used the Characteristic Basis 
Function Method-Adaptive Cross Approximation settings 
as mentioned in the previous section. The total execution 
time was just over 11 hours, most of which was devoted to 
filling the blocks of the moment matrix. The approximate 
time for assembling the reduced matrix was ~176 min; for 
computing the reduced set of excitation vectors, ~103 min; 

for solving the reduced matrix at level-2 (3100 x 3100) 
and computing the antenna impedance matrix, ~22 min; 
and the remaining time was spent on the generation of the 
primary and secondary characteristic basis functions. It 
is worth pointing out that the mesh generation took only 
18 min 9 sec, because advantage was taken of the fact that 
a large degree of translation symmetry existed at all levels 
for regularly-spaced antenna arrays.

3. Conclusions

In this paper, we have presented a multi-level version 
of the numerically efficient Characteristic Basis Function 
Method (CBFM) for computing the input-impedance 
matrix and radiation patterns of very large antenna arrays. 
Numerical examples have been presented for various array 
sizes, including a 25 subarray problem of 64 tapered-slot 
antennas (TSAs) each, which required more than one 
million RWG basis functions. The proposed method 
demonstrated very good accuracy, numerical efficiency, 
and a reduced memory-storage requirement. This led us to 
conclude that the Multilevel Characteristic Basis Function 
Method algorithm is memory efficient, and it generates a 
final reduced matrix equation that can be solved directly, 
in-core, using standard Gaussian-elimination techniques. 
Hence, the Multilevel Characteristic Basis Function Method 
extends the capabilities of the mono-level Characteristic 
Basis Function Method, and is useful for solving large 
antenna (and scattering) problems. Finally, we note that the 
total execution time in the Multilevel Characteristic Basis 
Function Method is only slightly higher, primarily because 
of the overhead related to the generation of characteristic 
basis functions.
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