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Abstract—The measurement accuracy of an ultra-wideband
time domain microwave tomography system is investigated. In
order to make an assessment of the random variation of the
measurements, the measurement repeatability of the system
is evaluated by comparison with an ultra-wideband frequency
domain system. A phantom is imaged with the time domain
microwave tomography system and the reconstructed images
are compared to those obtained by using the frequency do-
main system. The results suggest that with averaging tens of
measurements, the time domain system can achieve the same
level of measurement repeatability as that of the frequency
domain system in the interesting frequency range of microwave
tomography. The imaging results, however, indicate that the
phantom reconstruction does not require such high measurement
accuracy. The permittivity profile of the phantom reconstructed
from the non-averaging time domain measurements is very
similar to that obtained by means of the frequency domain
system.

Index Terms—Time domain measurements, Microwave imag-
ing, Microwave measurements, Measurement errors, Random
noise, Oscilloscopes.

I. INTRODUCTION

Microwave tomography is an approach to active microwave
imaging which poses an inverse scattering problem. In mi-
crowave tomography, several transmitters illuminate an object-
under-test from different directions and the scattered field
is measured at several different locations. By utilizing the
received signals, the dielectric properties of the object are then
quantitatively reconstructed.

The biomedical applications of microwave tomography have
been explored extensively in the past few decades [1]-[3].
It has been shown that the dielectric properties of a biolog-
ical tissue are strongly dependent on its physiological and
pathological conditions [4]-[8]. Therefore, with microwave
tomography, biological tissues can be differentiated based on
the differences in their dielectric properties.

A microwave tomography reconstruction is generally
achieved by minimizing the difference between measured data
and computed data by updating the dielectric properties. In the
last few years, various types of reconstruction algorithms have
been investigated for microwave tomography. These include
methods based on mono-frequency, multiple frequencies and
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time domain data [9]-[16]. In contrast with the former two
types of methods, which use object information at a single
frequency [9]-[11] or at a few discrete frequencies [12]—[13]
in reconstructions, a reconstruction algorithm based on time
domain data employs the scattered field of an object over an
entire wideband [14]-[16]. Our previous work showed that, by
the use of time domain data, the reconstructions presented very
good quality with high resolution and high accuracy [14]-[15].
The efficacy of the time domain reconstructions for assessing
a breast’s internal composition was demonstrated in the most
recent work [16].

Time domain data is often obtained with the help of a
vector network analyzer (VNA) [17]-[18]. By using the VNA,
scattering parameters at a large number of discrete frequencies
are measured, and the collected frequency domain data is then
utilized to synthesize time domain signals. This approach is
widely employed in microwave imaging in order to obtain
scattered signals in time domain [14], [19]-[21]. With such a
measurement strategy, the acquisition of the time domain data
is time consuming due to the required frequency sweeping. In
comparison with an ultra-wideband (UWB) frequency domain
system (e.g., a VNA), a UWB time domain system has the
advantage of fast acquisition of time domain data, which is
preferable for clinical applications.

The measurement accuracy of a microwave tomography
system is essential to image reconstructions. Compared with
a frequency domain system, a time domain system has a
lower signal to noise ratio, which may degrade reconstruction
quality depending on the sensitivity of microwave tomography
reconstructions to measurement error. In [22], a time domain
UWRB radar system was investigated for tomographic imaging.
A plastic pipe and a metallic cylinder were imaged at high
resolution and the system showed a high potential for nonde-
structive evaluation. However, no relevant work was carried
out on investigating whether the reconstructed images were
degraded due to the lower measurement accuracy of the time
domain system, in comparison to a frequency domain system.

As little research has been conducted addressing this prob-
lem, the aim of this paper is to investigate the measurement
accuracy of a UWB time domain system for microwave
tomography. The investigation is carried out experimentally
by comparison with a UWB frequency domain system. With
a view to estimating the random error of the time domain
system, the standard deviations of time domain measurements,
under repeatability conditions, are calculated and compared



PSPL3500D
HP 347507 HP 54752A Impulse Generator
Dlgltlzmg 50 GHz Two
Oscilloscope Channel Test Set [ o L d
Mainframe Trigger Source
A A Output Output
3
M
o]
o0
b
m
m
=
17 Y
C ; = Switching > Antenna
omputer ” Matrix le—— System

Fig. 1. The block diagram of the ultra-wideband time domain microwave
tomography system.

to those of frequency domain measurements. Then, in order
to examine whether the time domain system is accurate
enough for microwave tomography reconstructions, a phantom
is imaged with the system and the reconstructed images are
compared to those obtained by using the frequency domain
system.

II. ULTRA-WIDEBAND TIME DOMAIN EXPERIMENTAL
SYSTEM FOR MICROWAVE TOMOGRAPHY

Fig. 1 shows the system block diagram of the UWB
time domain microwave tomography system. The experimental
system mainly comprises an impulse generator, a sampling
oscilloscope, an antenna array and a switching matrix. The
sampling oscilloscope is composed of a mainframe and a
wideband two channel test set.

With this measurement system, an impulse signal generated
by the impulse generator is transmitted by one of the antennas
into an object-under-test, and the scattered field is acquired
by the remaining antennas. The acquired signals are sampled
and digitized by means of the sampling oscilloscope. This
process is repeated until all the antennas have been used
for transmitting. The switching matrix is employed in order
to select different transmitting and receiving antenna pairs.
The synchronization of the transmitter and receiver modules
is achieved by connecting the trigger output of the impulse
generator to the trigger input of the two channel test set.
The whole measurement is automated with the help of a
personal computer, via the IEEE-488 bus. The hardware of
the experimental system is described in detail below.

A. Impulse Generator

The model 3500D impulse generator of Picosecond Pulse
Lab (PSPL) produces fast impulses with full width at half
maximum (FWHM) duration of about 75 picoseconds (ps).
Connecting the impulse generator to the sampling oscilloscope
with a coaxial cable, we measured the output signal of the
impulse generator. The recorded waveform was shown in
Fig. 2 and its power spectrum was presented in Fig. 3. It is seen
that the output waveform includes an impulse and baseline
perturbations, which occur about 10 nanoseconds (ns) after the
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Fig. 3. The power spectrum of the impulse generator output.

impulse. The enlarged impulse is shown in the inset figure.
The power spectrum differs from that of an ideal Gaussian
impulse; the difference is largely attributed to the presence of
the perturbations.

The peak amplitude of the generator output is larger than
8 V with selectable positive or negative polarity. The impulse
amplitude may be adjusted by two microwave-quality step
attenuators, over a 0 to 81 dB range in 1 dB steps. The
output impedance of the generator is well matched to 50 ohm
to absorb reflections from mismatch loads. A baseline offset
circuit provides adjustable offset to £ 5 V. The repetition
rate of the generator can be set from 10 Hz to 1 MHz and
the delay from the trigger output to the impulse output is
adjustable from 0 ns to 110 ns in 10 ns increments. The time
jitter of the impulse generator o is about 1.5 ps root mean
square (rms) [23].

B. Antenna System

Twenty monopole antennas are evenly distributed in a circle
with a radius of ten centimeters and an object-under-test
is put in the imaging region surrounded by the antenna



array. A monopole has a relatively narrow bandwidth in
air, however when placed in a lossy medium, its bandwidth
increases significantly with the associated resistive loading
[24]. The main reason for using the monopole is its simple
structure, which can be easily and accurately modeled
in a computational program. In addition, monopoles can
be positioned in close proximity to the imaging target,
with high-element density when configured in an imaging
array. Monopoles are also cheap and easy to manufacture.
A mechanical switching matrix is used for changing the
transmitting and receiving antennas.

C. Data Acquisition Module

The scattered signal of an object-under-test is measured
with the help of the Hewlett-Packard (HP) 54750A digitizing
oscilloscope main frame and the 50 GHz two channel test HP
54752A. Equivalent time sampling technique [25] is employed
in the oscilloscope in order to extend the effective sample
rate of the analog to digital converter (ADC), and with this
technique the time interval resolution can be as high as 62.5
femtoseconds (fs) [26]. The input of the sampling oscilloscope
is limited by the ADC and its input dynamic range is £+ 400
mV.

III. MEASUREMENT REPEATABILITY
A. Error Analysis

Time domain measurements are subject to unavoidable
errors, and various types of error sources of a sampling
oscilloscope have been studied in the literature [27]—-[32]. In
general, the error sources can be divided into systematic errors
and random errors. The systematic errors can be calibrated out
[28]-[29], and it is mainly the random errors which may affect
reconstruction quality.

The random errors of the time domain system consist of
a horizontal part and a vertical part [28]. The random error
presented in the horizontal axis is a time jitter, which causes
inaccurate sampling instants. The vertical random errors are
thermal noise and quantization noise; the latter is usually much
smaller due to the high resolution of the ADC.

The way the random errors affecting a time domain mea-
surement can be described by the following equation:

yj =2ty +75) + &5+ (1)

where y; is the jth sample of a measured signal y(t), x(¢)
is the true voltage signal, ¢; is the ideal sampling instant of
the jth sample and 7; is the random time jitter. ; represents
the thermal noise and +; is the quantization noise. We assume
that the jitter and additive noise are independent zero-mean
random variables.

The random variation of time domain measurements can
be characterized by measurement repeatability, which may be
expressed quantitatively in terms of the standard deviation of
measurements under repeatability conditions:

N
oren () = |+ L) -HD? @
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Here N is the number of repeated measurements, Y;;(f) is
the fast Fourier transform (FFT) of the acquired waveform
of index 4. Yi(f) is the average of the FFT of all acquired
waveforms. Y, (f) and Yy (f) are either amplitudes in volts
(when k = 1) or phases in degrees (when k = 2).

The amplitude repeatability is usually expressed as a
relative value. Defining signal-to-noise ratio SNR(f) =
Yi(f)/0Rep, (f), we express the amplitude repeatability in the
unit dB:

1
O—}i{gp(f) =20 - logyo[1 + SNT(f)} 3)
When SNR increases, the amplitude repeatability error cr%fp
becomes smaller. It is a well known fact that the error angle
is proportional to the relative noise level [33], therefore the
phase repeatability error ogep, also decreases with SNR.
It is usually assumed that, up on averaging, the time jitter
acts as a Gaussian low pass filter [27], so that the amplitude
spectrum of the average signal, Y7 (f), can be expressed as:

Yi(f) = [Xin(F)] - [H(H)] - P(f) )

where X;,,(f) is the frequency spectrum of the input signal of
the oscilloscope, and H(f) is the frequency response of the
oscilloscope, which exhibits a low-pass filtering characteristic.
P(f) is the Fourier transform of the jitter’s probability density
function and it has the following expression [34]:

P(f) = 03 Ci o’ ©

where o, is the standard deviation of time jitter in seconds.
The effects of jitter can then be removed by means of
deconvolution.

For the time domain microwave tomography system pre-
sented in Fig. 1, the frequency spectrum of the oscilloscope’s
input can be expressed as follows:

Xin(f) = I(f) - TR(f) (6)

where I(f) is the frequency spectrum of the output signal
of the impulse generator, and T'R(f) is the transfer function
between the impulse generator and sampling oscilloscope,
which comprises the frequency response of the transmitting
and receiving antennas and the signal propagation effects.

As a result, the measurement repeatability of the time
domain system is dependent on the performance of the antenna
and the properties of imaged objects. The narrowband charac-
teristic of the monopole antenna limits the bandwidth of the
time domain system. In order to investigate the measurement
repeatability of the time domain system in the interesting fre-
quency range of microwave tomography (from a few hundred
megahertz to several gigahertz), a general evaluation is made
below disregarding the effects of the antennas and propagation.

B. Measurements

Repeated measurements are carried out in order to evaluate
the measurement repeatability of the time domain system and
the evaluation is made by comparison with an ultra-wideband
frequency domain system.
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Fig. 4. The repeatability standard deviations of the (a) spectral amplitudes
and (b) phases of the measured time domain signal in comparison with those
of the transmission coefficients obtained with the VNA. The measured time
domain signal was a maximum input of the oscilloscope and the transmission
coefficient was about O dB. The lines with circle, plus and diamond markers
represent the time domain measurement results when the number of average
is 1, 16 and 64 respectively. The frequency domain measurement results are
shown as multiply markers.

1) Measurement Repeatability for a Maximum Input: As
mentioned in section II-C, the oscilloscope has an input limit.
We will first estimate the measurement repeatability of the
time domain system when the oscilloscope has a maximum
input.

The impulse generator was connected to the oscilloscope
with a high performance coaxial cable. The output of the
impulse generator was adjusted to 28 dB below the maximum
output in order to make the input signal of the oscilloscope
just within its input dynamic range. N = 50 waveforms were
recorded repetitively, and the measurements were performed
three times with different numbers of average applied in the
acquisition of each waveform. The repeatability errors of the
amplitudes and phases of the measured signal were calculated
according to eq. (2) and eq. (3), and the results are shown in
Fig. 4. The data is presented from 100 MHz to 6 GHz, which
covers the most interesting frequency range of microwave
tomography. The lines with circle, plus, and diamond markers
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Fig. 5. The repeatability standard deviations of the (a) spectral amplitudes
and (b) phases of the measured time domain signals in comparison with those
of the transmission coefficients obtained with the VNA. The lines with plus
and circle markers represent the time domain measurement results when the
attenuator connected between the impulse generator and the oscilloscope has
insertion loss of 10 dB and 30 dB respectively. The repeatability standard
deviations of the transmission coefficients are shown as multiply makers and
left triangle markers when the attenuator connected between the ports of the
'VNA has insertion loss of 10 dB and 30 dB respectively.

represent the results when the number of average is No. Av =
1, 16 and 64 respectively.

In order to make a comparison with a UWB frequency
domain system, the measurement repeatability of frequency
domain measurements performed with a VNA (PNA Series
vector network analyzer E8362B) [35] were also calculated.
Connecting the two ports of the VNA directly (under such
condition, the transmission coefficient is about 0 dB), we
measured the transmission coefficients at several different
frequency points N = 50 times. The output power was set
to 0 dBm and the intermediate frequency (IF) bandwidth
was 35 kHz, which were the common settings of a VNA.
The amplitude and phase repeatability of the transmission
coefficients in frequency range 100 MHz to 6 GHz were
calculated and the results are presented in Fig. 4 as multiply
markers.

The results show that the amplitude repeatability error



of the time domain signal decreases with the number of
average, while the phase repeatability change very little at
some frequency points when the number of average increases
from 16 to 64. It can be seen that when No. Av = 64, the
amplitude repeatability of the time domain measurement is
very close to that of the transmission coefficients measured
with the VNA.

2) Measurement Repeatability for Different Input Levels:
The measurement repeatability presented above was evaluated
for a case when the sampling oscilloscope had a maximum
input signal. It would also be of interest to investigate the
measurement repeatability of the time domain system for
different input levels. Keeping the previous settings of the
time domain system, we connected two different wideband
attenuators between the impulse generator and the oscilloscope
respectively, and these two attenuators have insertion loss
of 10 dB and 30 dB. For each case, N = 50 waveforms
were acquired and the number of average was No. Av =
64 in the acquisition of each waveform. The repeatability
standard deviations of the spectral amplitudes and phases of
the measured signals are shown in Fig. 5 as the lines with plus
and circle markers respectively.

These two attenuators were connected between the two ports
of the VNA respectively, and the transmission coefficients
were measured N = 50 times for each case. The repeatability
standard deviations of the measured transmission coefficients,
are shown in Fig. 5 as multiply markers and left triangle
markers, when the attenuator connected between the ports of
the VNA has insertion loss of 10 dB and 30 dB respectively.

It can be seen that both the amplitude and phase repeatabil-
ity errors of the time domain measurements become larger as
the input signal of the oscilloscope becomes weaker, which
can be expected from the analysis made in section II-A.
Unlike the time domain measurements, the frequency domain
measurements have almost constant repeatability standard de-
viations as the transmission coefficient changes. These results
indicate that as the strength of the received time domain signal
becomes smaller, a larger number of average needs to be used
in the measurements in order to achieve the same level of
measurement repeatability as that of the frequency domain
system.

An automatic gain control (AGC) technique can be utilized
in order to improve the measurement repeatability of weak
input signals. By using a variable gain amplifier ahead of
the oscilloscope, weak inputs can be amplified to a specific
level within the input dynamic range of the oscilloscope.
The required gain is determined during a fast preliminary
measurement.

Two additional terms, VG and &;, are added to the right
hand side of eq. (1) in order to express a measured signal e(t)
when a variable gain amplifier is employed:

ej =VG -z(t;+ 1) +& +ej+ 7

where e; is the jth sample of the measured signal e(t). G is
the power gain of the amplifier, and ¢; is the noise contributed
by the amplifier.

According to the above equation, the noise present in the
measurement is the sum of the amplifier noise and the oscil-

loscope noise. Therefore, the repeatability standard deviation
of the spectral amplitude of the measured signal becomes:

Ohere (1) % \[Ohep, (1) + 02(f) (®)

where o rep, is defined in eq. (2), which indicates the noise
contribution from the oscilloscope, and o represents the noise
contribution from the amplifier.

In section III-A, Y7(f) represents the average amplitude
spectrum of N repetitive measurements of y(t). Here we de-
note by F(f) the average amplitude spectrum of N repetitive
measurements of e(t), then according to the definition SNR( f)
made in section III-A, the signal-to-noise ratio (SNR¢) of the
time domain measurement with the AGC technique applied is
expressed as:

E(f)
O Repg (f)
Based on eq. (1) and eq. (7), it can be obtained that E(f) ~

VG -Y1(f). Taking the ratio of SNR¢(f) to SNR(f), we can
evaluate the improvement of the signal-to-noise ratio by using

the AGC technique:
el
(f)

If the noise of the amphﬁer is neghglble, the SNR improves
about /G times by the use of the AGC technique. This
equation applies as long as the amplified signal is within the
input dynamic range of the oscilloscope.

SNR¢(f) = ©))

SNRG
SNR(f)

gRepl

(10)

Repl

C. Theoretical Estimation of Measurement Repeatability

The measurement repeatability of the time domain system
can be estimated analytically.

If the thermal noise and quantization noise are assumed to
be white; this means that in the frequency domain, noise has a
flat spectrum, the amplitude standard deviation o gep, (f) can
then be estimated from the following equation:

Y

UREPl (f)

f5/2 No. AV

Here 03, and 07 are the variances of quantization noise and
thermal noise respectively. fs is the effective sampling rate
of the oscilloscope and BW is the effective noise bandwidth
(ENB) of the oscilloscope. The -3 dB bandwidth of the oscil-
loscope is a good approximation of the ENB due to the sharp
roll-off characteristic of its frequency response [36]. Averaging
is routinely used during waveform acquisition in order to
reduce the effects of additive noise. The improvement in the
noise floor due to signal averaging is given approximately by
the square root of the number of average No. Av.

The thermal noise of the oscilloscope is typically opr ~
0.75 mV rms [37] and the quantization noise power of the
oscilloscope can be obtained from the following equation [38]:

(Vo-p/2")?
12

Here V,_, = 800 mV is the full scale input of the oscilloscope,
n = 12 bits is the resolution of the ADC.

0h = 12)
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Fig. 6. Comparison of the amplitude repeatability errors obtained from
measurements and theoretical estimation.

The -3 dB bandwidth of the oscilloscope is 50 GHz and
the time interval resolution is 10 ps, which corresponds to
an effective sampling rate f; = 100 GHz. These parameters
were used to estimate the repeatability standard deviation
O Rep, (f) according to eq. (11). With the obtained value, the
amplitude repeatability of the maximum input considered in
section III-B1 was calculated according to eq. (3), and the
obtained results are compared with the measurement results
in Fig. 6 when No. Av = 1 and No. Av = 64.

It can be seen that good agreements are achieved between
the theoretical estimates and the measurement results, which
verifies the effectiveness of the theoretical estimation.

IV. PHANTOM MEASUREMENTS AND RECONSTRUCTIONS

The higher random variation of time domain measurements
may produce distortions to microwave tomography recon-
structions. In this section, a phantom is imaged by means
of the time domain microwave tomography system and the
reconstructed images are compared to those obtained by using
the frequency domain system.

A. Reconstructions Made by means of the Time Domain and
Frequency Domain Systems

A plastic cup of oil at the center of the imaging region
was imaged by using the time domain microwave tomography
system. The plastic cup was cylindrical-shaped, but with
gradually increasing radius. The bottom diameter and top
diameter of the cup were 55 mm and 70 mm respectively.

Measurements were performed according to the measure-
ment procedure described in section II. Two groups of 2019
data sets were obtained when the number of average in the
measurements was No. Av = 1 and 16 respectively. The
same measurements were taken for an empty antenna system
without the phantom, in order to carry out the calibration
procedure of reconstructions [14]-[15].

With the phantom present, the signals acquired by antennas
which are nearest and farthest from the transmitting antenna
are shown in Fig. 7 when No. Av = 1. The recording length is
50 ns and 4096 sampling points are obtained. The responses
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Fig. 7. The signals acquired by the antennas which are nearest (above) and
farthest (below) from the transmitting antenna with the phantom present.

to the excitations of the impulse and the perturbations can be
roughly identified by comparison to the output waveform of
the impulse generator as shown in Fig. 2.

The recording lengths of signals should be carefully decided
upon in the time domain measurements. As mentioned in
section II-C, the time domain system is based on an equivalent
time sampling technique, which constructs a waveform by
accumulating samples over many wave cycles. As a result, the
measurement time is determined by the recording length. A
proper recording length should be chosen, on the one hand to
make sure that the multiple scattered field of the object-under-
test is collected, and on the other to make the measurement
time as short as possible.

The dielectric properties of the phantom were reconstructed
from the collected data by using a two dimensional time
domain inversion algorithm, which was fully described in
[14]. The reconstructed relative permittivity and conductivity
profiles are presented in Fig. 8 (a), (b) and Fig. 9 (a), (b)
respectively in comparison to those obtained by using the VNA
in Fig. 8 (c¢) and Fig. 9 (c). The reconstructed region is a circle
of radius 90 mm, with its center coinciding with the center of
the antenna array. The color bar on the right of each image
indicates the change of the relative permittivity or conductivity
values. The scales of the relative permittivity or conductivity
values are the same for all the pictures in order to clearly
display the differences between the reconstructed images.

It is shown that the relative permittivity profiles recon-
structed from the time domain measurements when No. Av
=1 and No. Av = 16 are very similar to that obtained from
frequency domain measurements. Both the location and size of
the cup are properly reconstructed in the relative permittivity
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Fig. 8.  The relative permittivity profiles of the phantom reconstructed
from the (a) time domain measurements when No. Av = 1, (b) time domain
measurements when No. Av = 16 and (c) frequency domain measurements.

profiles.

The conductivity profiles obtained from both the time do-
main and frequency domain measurements are not as reliable
as the relative permittivity profiles, and holes appear in the
reconstructed pictures. Comparing Fig. 9 (a) with Fig. 9 (c), it
can be seen that the conductivity profile reconstructed from
the time domain measurements when No. Av = 1 shows
a larger variation of conductivity values and more artifacts
than that obtained from the frequency domain measurements.
The differences between the conductivity reconstructions made
from the time domain and frequency domain measurements
become smaller as the number of average increases in the
time domain measurements, which can be seen by comparing
Fig. 9 (b) with Fig. 9 (c).
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Fig. 9. The conductivity profiles(S/m) of the phantom reconstructed from
the (a) time domain measurements when No. Av = 1, (b) time domain
measurements when No. Av = 16 and (c) the frequency domain measurements.

The reason the conductivity reconstructions are worse, is
that the imaginary part of the complex permittivity of the
phantom is much smaller than the real part. Our previous work
showed that the algorithm performs at its best when the real
and imaginary parts are of the same size [14].

B. Reconstructions Made from Signals with Different Record-
ing Lengths

The importance of choosing a proper recording length was
discussed in the above subsection, and the influence of the
recording length on the reconstructions is studied below.

Assuming the time instant when the signal is transmitted as
the start of the recording time, then the recording length of a



time domain signal, T’r, can be determined by:

Tr=1p + Ts (13)

where T'p is the signal propagation time and T’ is the time
duration of the signal itself.

In the microwave tomography system, the signal received
by an antenna is the sum up of many signals, such as the direct
wave from the transmitting antenna, the re-scattered wave from
passive antennas and the multiple scattered waves. For the
antenna which is farthest from the transmitting antenna, the
propagation time of the direct wave can be approximately
calculated:

D L-D

_|_

Up Ug

(14)

where L =20 cm is the diameter of the antenna array and D ~
7 cm is the diameter of the phantom. u, =~ ¢/\/€, and u, ~ ¢
are the propagation velocity of the signal in the phantom and
in air. ¢ = 3 - 10® m/s is the speed of light and according to
the imaging results, the relative permittivity of the phantom is
€ ~ 2.2.

Inserting all the parameters into eq. (14), we calculate
Tp ~ 0.76 ns. It can be seen from Fig. 7 that this value
is a good estimate of the arrival time difference of the direct
waves received by antennas which are respectively nearest and
farthest from the transmitting antenna.

The rescattered waves from passive antennas and the mul-
tiple scattered waves arrive later at different time and the
superposition of multiple path signals causes the broadening
of the received signal. In addition, the antenna response also
affects the time duration of the signal, Ts. It is well known
that the time duration of a signal is inversely proportional to
its bandwidth, therefore, the narrowband frequency response
of the monopole antenna contributes to the extension of the
signal duration. All these effects, together with the presence
of the perturbations in the output of the impulse generator,
make it difficult to choose a proper recording length. A good
estimation of the recording length can be made from a fast
preliminary measurement.

Referring to Fig. 7, instead of using the whole recorded
signals of length 50 ns in the reconstructions, we used signals
with recording lengths of 12 ns (from 6 ns to 18 ns) and 30
ns (from 6 ns to 36 ns) respectively to make reconstructions.

In order to compare the quality of reconstructions made
from signals with different recording lengths, a relative recon-
struction difference §,.. is defined below:

S = [IslIrp(z,y) — Irp(z,y)]? - ds
- JIslIrp(x,y)]? - ds

Where Irp and Irpp represent the permittivity or conduc-
tivity profile reconstructed from time domain measurements
and frequency domain measurements respectively. S is the two
dimensional reconstructed region.

Fig. 10 shows the relative reconstruction differences as the
number of iteration, for reconstructions made from signals
with recording lengths of 12 ns, 30 ns and 50 ns respectively. It
is shown that the relative reconstruction difference varies with
the number of iteration within the first seven iterations and
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Fig. 10. The relative reconstruction differences of the (a) permittivity profiles
and (b) conductivity profiles reconstructed from time signals with different
recording lengths when No. Av = 1.

then keeps constant for the subsequent iterations. Therefore,
at least seven iterations are required in the reconstructions.
The presented results indicate that the reconstruction quality
improves as the recording length increases from 12 ns to
30 ns, and this is because a 12 ns recording length is not
long enough for collecting the multiple scattered field of the
object. The results also suggest that as the recording length
increases further to 50 ns, the reconstruction quality becomes
worse, which could be attributed to unwanted late time arrival
signals, for example, scattered signals from the surrounding
environment.

In summary, the quality of reconstructions made from time
domain measurements is dependent on the recording length of
time signals. In order to shorten the measurement time without
much reduction in reconstruction quality, the perturbation level
should be kept as small as possible.

V. DISCUSSIONS

The effects of antennas and signal propagation were disre-
garded in the evaluation of the measurement repeatability of
the time domain system. An antenna works as a bandpass



filter, and if taking the antenna response into account, the
maximum input of the oscilloscope would have higher signal
power spectral density in the interesting frequency range than
the signal considered in section III-B1, because the signal
power is distributed within a relatively narrower bandwidth.
Therefore, better amplitude and phase repeatability can be
expected due to the higher signal to noise ratio. In addition,
different frequency components of the received signal suffer
different levels of attenuation in the imaging medium, and the
variation of the propagation loss versus frequency is dependent
on the conductivity value of the imaging medium. This effect
will cause a larger variation of the measurement repeatability
versus frequency than that presented in section III-B.

The investigation in this paper is carried out for a specific
time domain system. The highest signal to noise ratio of the
time domain system is limited by the input dynamic range and
noise power density of the oscilloscope. The oscilloscope used
in this work has a typical noise level of 0.75 mV rms, and other
sampling oscilloscopes with the same bandwidth and similar
input dynamic range (the same or 25% larger) have typical
noise levels varying from about 0.4 mV rms to 1 mV rms
[37], [39]-[40]. Oscilloscopes with a smaller bandwidth (for
example, 30 GHz) generally have lower noise power densities
[37], [39]-[40]. These facts suggest that the results presented
in this paper are of the general performance of UWB time
domain systems.

The theoretical analysis presented in section III not only
offers a way of estimating the measurement accuracy of a
time domain system, but also is of great importance for
designing a time domain system with certain measurement
accuracy. According to the analysis, one way to increase the
measurement accuracy is to reduce the noise level, which
can be achieved by employing hardware with better noise
performance or by the use of averaging. However, this method
works at the cost of system expense or measurement speed.
The other way for improving the SNR is to increase the signal
power density in the interesting frequency range and this can
be achieved by properly choosing the shape of transmitted
pulse, transmitted power, antenna and switchable amplifier.
Therefore, a proper system design, which compromises the
system cost, measurement speed and measurement accuracy,
can be proposed based on the theoretical analysis.

VI. CONCLUSION

The main purpose of this paper has been to evaluate the
measurement accuracy of a UWB time domain system for
microwave tomography by comparing it to a UWB frequency
domain system.

The overall results indicate that although the random vari-
ation of time domain measurements is much larger than that
of frequency domain measurements, the reconstructions of a
phantom’s permittivity made by means of the time domain
and frequency domain systems agree well with each other.
The conductivity profile of the phantom reconstructed from
time domain measurements presents worse quality than that
obtained from frequency domain measurements, and they are
of less interests than the permittivity reconstructions due to
the lower reliability.

Compared with a UWB frequency domain system, a UWB
time domain system based on equivalent time sampling can
be an order of magnitude faster and is also much more
cost effective. The preliminary results reported would seem
to indicate that UWB time domain systems have a higher
potential for fast, economically viable microwave tomography
than frequency domain systems. In the future, more com-
plex measurement examples (for example, tissue phantoms
immersed in matching liquid) will be considered in order to
further verify the efficacy of the UWB time domain system.
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