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Enabling Accurate Cross-Layer PHY/MAC/NET
Simulation Studies of Vehicular Communication
Networks

Jens Mittag, Stylianos Papanastasiou, Hannes Hartenbteimper, IEEE Erik G. Stom, Senior Member, IEEE

Abstract—Vehicle-to-vehicle and vehicle-to-roadside commu- however, can be very expensive especially when deploying
nications is required for numerous applications that aim at a significant number of participating vehicles, a fact which
improving traffic safety and efficiency. In this setting, however, affects both the scope and frequency of experimentation and

gauging system performance through field trials can be very . - . .
expensive especially when the number of studied vehicles isresearch. Furthermore, in such field operational testsrit ca

high. Therefore, many existing studies have been conducted usingb€ Vvery difficult — and expensive — to control environmental
either network or physical layer simulators; both approaches are impact and perform systematic assessments. Intuitivedn,th

problematic. Network simulators typically abstract physical layer  most vehicular network studies in the past have been based on
details (coding, modulation, radio channels, receiver algorithms, simulations and one may also expect future field operational

etc.) while physical layer ones do not consider overall network tests to b f d | fter havi h .
characteristics (topology, network traffic types and so on). In ests to be periormed only after having shown promising

particular, network simulators view a transmitted frame as an results in simulations.
indivisible unit, which leads to several limitations. First, the Typically, existing simulation studies in the area of veitée

impact of the vehicular radio channel is typically not reflected communications have used either network or physical layer
in its appropriate context. Further, interference due to frame  imulators in order to optimize the performance of the ptalsi

collisions is not modeled accurately (if at all) and, finally, .
the benefits of advanced signal processing techniques, such aéPHY)' medium access control (MAC) and network (NET)

interference cancelation, are difficult to assess. To overcomeebe layers. While most of the popular network simulators, e.g.,
shortcomings we have integrated a detailed physical layer sim- NS-2, NS-3, QualNet and OMNET++, have been developed

ulator into the popular NS-3 network simulator. This approach to enable performance studies on communication networks,
aims to bridge the gap between the physical and the network yaqitional physical layer oriented simulators, such asTMA

layer perspectives, allow for more accurate channel and physita
layer models, and enable studies on cross-layer optimization. In LAB [1] and the IT++ framework [2], allow the study of

this paper, we exemplify our approach by integrating an IEEE  Signal processing algorithms under specific channel ciomdit
802.11a and p physical layer simulator with NS-3. Further, we and usually evaluate the performance achievable by a single
validate the augmented NS-3 simulator against an actual IEEE communications link. As a consequence, network simulators
ﬁ](zg.lr;tiv(\)nr:eless testbed and illustrate the additional value of this 5pstract the physical layer and consider the frame/paskaba

9 ' indivisible unit, thereby ignoring (channel) effects omwliiid-
~ Index Terms—Vehicle-to-vehicle communication, Vehicle-to- g bits as well as specific coding and signal processinglsleta
infrastructure communication, 802.11p, Physical layer simula- gjmijarly physical layer simulators do not readily coresid
tion, Network layer simulation, Cross-layer. . .

network characteristics nor do they reflect the functidpaif
medium access or network layer protocols.
I. INTRODUCTION The implied separation of these two aspects leads to sev-

The potential of communicating vehicles which exchang@ral drawbacks. First, the impact of a double-selective(ti
messages to enhance safety while on the road has bagd frequency varying) communications channel, such as the
considered for several decades and placed in sharp rese@h at the 5.9 GHz frequency band as planned for vehicular
focus since the early 1990’s. The success and signific@@mmunications, is not reflected in its appropriate context
evolution of the IEEE 802.11 standard family has promptdey existing network simulators, but only, possibly, thrbug
standardisation bodies both in Europe and the U.S. to adéjatistical dimension. Second, interference, either dufeame
it, through the p amendment, as a basis for a vehicule@llisions on the same communications channel or due to
communications framework. Significantly, such a frameworkansmissions on adjacent channels, is not modelled aetyra
has now been completed to a sufficient degree and is schediifeat all, in network simulators. Finally, it is currently to

for use in current and future field operational tests. Sustste possible to investigate in a networking context the benéfit o
advanced signal processing techniques and their impicsti
J. Mittag is with the Institute of Telematics, Karlsruhe Inge of Tech- for the medium access or network |ayer _ popular network
nology, Germany (email: jens.mittag@kit.edu) . . .
S. Papanastasiou is with the Dept. of Signals and Systemsiméisa simulators do not consider, for such a purpose, a detailed
University of Technology, Sweden (email: stypap@chalmes.s enough representation of a frame’s transmission.
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stack through the eyes of both worlds. By discussing th&nally, we conclude our work in Section VI with a summary
limitations due to this separation we further aim to incestie  of our conclusions and suggestions for future work.
awareness within the research community and want to point

out the significant benefits that can be achieved by merging Il. NETWORKLAYER VERSUSPHYSICAL LAYER

the perspectives. In this section, we provide a brief outline of communication
Recently, several research efforts have attempted to ssldrgstems as viewed from the network and physical layer per-
these issues, at least partially, as well. Judd et al. [3¢hBB+ gpectives. Subsequent discussion highlights the difte®in
veloped a wireless network emulator which simulates the fingodelling such systems under each perspective as, iryitiv
grained effects of a mobile wireless communication chabpel each view reflects different priorities and objects of study
multiplexing the antenna in-/outputs of commercial communEyrther, we summarise the drawbacks resulting from the
cation systems with a software-controlled digital sigmalqes-  exjsting separation of the two views in simulations, ancoea

sor. Thereby, controlled and repeatable wireless expetsnegn the possible benefits of establishing a common view.
of e.g., up to 16 IEEE 802.11-based communication systems

operating at 2.4 GHz are supported. Further, with respect {0
the evaluation of advanced signal processing technighes, t , . .
authors of [4]-[6] have proposes several software defindid ra $|mulat|on studies performed from a network perspective
platforms that provide the ability to implement (and emefjat YPically focus on aspects related to the performance and

the physical layer entirely in software by using dedicateBEhaV'or o_f 'Fhe thle network. For m_stance, studies that
hardware only for the radio frontend. address existing medium access control issues often réoerd

The above works propose emulation of either only th%bserved channel access times, the packet collision pitiiaab

wireless communication channel or the physical layer but nfMess or scalability issues (e.g., [8]-{10]). Simyastudies
both concurrently, and, further, are either expensive fiicdlt  that focus on network or transport layer aspects normally
to use for studies of vehicular communication networkssThfvaluate metrics related to routing, dissemination or fpoin
paper builds on and extends the preliminary results of [ -point. communication, Sth as the number of required
and proposes to perform detailed simulation of both t{&transmissions, dissemination delay or the number ofrrgut
physical layer and the wireless channel entirely in sofewar1°PS (€-9., [11], [12]). At this level , the entity of intetder
and integrate that aspect into an existing general-purpo%é?h studies is the packet (or frajiea fact which is reflected

network simulator, namely NS-3. The merge of the networR the metrics used, many of which are measured in packets.

and physical layer simulation aspects allows more accurateThe adoption of the packet as the simplest unit of interest

simulations of vehicular communication networkscreased ha;}s lead to abs'ggctlons n th,? workings of thehphy3|cal;lflye
accuracy is crucial, for instance, in studies of microscop)/N€r€ an unambiguous specification requires the use of lower

active safety scenarios, where it is required to know pegis level entit?es such as bits and signal time samples. Modern
when and where a message cannot be received successflf¥vork simulators have largely adopted what can be termed
Without such exact understanding of why messages are figt Packet-level physical layer models, where the packet is
received, it is difficult to design robust and reliable veteg CONSidered an indivisible unit, i.e. there is no modelliig o
communication systems. Furthermore, a merge also providgdividual bits (or lower level components) in the colleei

the opportunity to work on detailed individual or joint apik . . .
sations of the physical, medium access and network IayersThe packet-level physical layer approach is reflected in the

— in particular on optimisations that aim to increase th\gidely used NS-2 [13] simulator where, initially, the phoai

efficiency and performance of the network by exploiting th_@yer represe_ntatlon utilized a basic receptpn threshuidel
benefits of both worlds. in order to simulate the carrier sense functionality ancidet

The rest of this paper is organised as follows. Section fiN€ successful packet reception. In particular, a paclket w
outlines the differences in perspective on communicatien bonly received successfully in simulations if its signaksigth

tween network and physical layer simulators, illustrates gwas above a pre-defined threshold and assuming it did not

drawbacks of each view and indicates the benefits that Cane&@erience any collisions. This approach was fqund to be 0o
achieved by merging both perspectives. Section Il presant disconnected from the W_orkmgs of real trans_celvers by Chen
overview of our PHY implementation, details its integratio et. gl, whp proposed an improved model Wr."Ch kept track of
into NS3, highlights the transition from packet to signalele 2!l incoming packets and used a signal-to-interferendseno
and provides a detailed description of the frame constugti ratio (SINR) 1o determine whether a packet could be re'ce|ved
transmission and reception processes. Following, Settion successfully [14]. Note that tuning the SINR thresholdshiat t

presents a validation of our implementation against AtSleanOdel can r_eflect the_z level of s_oph|st|cat|0n_ and eﬁecm
based IEEE 802.11 wireless chipsets and offers simulati8h the receiver — with a particularly sophisticated receive
results of a vehicular network with a double-selective ctean '€duiring a relatively low SINR to decode a packet. The model

which demonstrate the benefit of use of an accurate simulatéfs further extended in [15] by the same authors to optipnall

As the increase in simulation accuracy is offset by an mmeaenable packet capturing capabilities for the receivers Tai

in computational effort and memory overheads, we prese‘Hlt'ty accounts for advanced receiver technologies whitdwa
a runt'me. analysis of our §|mulator in Section V a”d_ _'de”t'fy IFor the purposes of this discussion the terms frame, datagnanpacket
computational hotspots which can be targeted for optintinat are interchangeable.

Network Layer Perspective



synchronization (i.e. switching reception) to a new incogni and the decoded bits at the receiver provides a measurable
packet even if the transceiver is already in the process guiantity of effectiveness of competing techniques in teains
reception. Overall, the work of Chen et al. has been integratBER.
in other popular network simulators, such as OMNeT++ [16], The BER result, expressed in Packet-Error Rate (PER)
NS-3 [17] and QualNet [18]. terms, can be used in network layer oriented research, as de-
Apart from the SINR-based reception models there existribed previously. However, the BER to PER transformation
others based on statistical bit-error rate (BER) computs not usually straightforward and, perhaps more critjgall
tions. Examples of this approach can be found in the NS43pth the PER and BER measures reflect particular simulation
Jist/SWANS [19] and GloMoSim [20] simulators. BER-basegarameters such as specific packet sizes and a particular
models use the SINR to derive a corresponding average singf@nnel model. Most network simulators work around this
BER and then use this for the calculation of the final packginitation by providing a look-up table where different jxat
error rate taking into account the number of bits in the packaizes correspond to particular PERs or even consider a-diffe
In models a large packet experiences a higher error pratyabikent table per channel model. As such, interactions of packet
than a smaller one. Note that SINR-based models disregafdiffering sizes characterised by different signal prpggzon
the length of a packet in error computations; regardlest®f tmodels can lead to a prohibited growth in the dimensionality
packet size, if the SINR threshold is crossed, even for a minwf such tables and therefore significant compromises need
amount of time, the packet is rejected. Similar to the tholsh to be made; normally coarse packet granularity is assumed
used in the SINR-based approach, one can tune the recefgay only packets of 300, 500 and 1000 bytes are used in
effectiveness in BER models by modifying the SINR to BERhe simulations) and it is assumed that all packets propagat
mapping, e.g., by using either analytical BER models [21] dhrough the same channel. Depending on the level of detalil
by employing lookup tables that have been populated througdguired these limitations may be overly restricting.
empirical measurements or detailed physical layer sirnmurlat Moreover, physical layer simulations do not model effects
at higher layers. For instance, the error detecting (or even
correcting) mechanisms of an encapsulated MAC frame, or
of higher layer payloads, are not directly considered. Haurt
Broadly, physical layer oriented research studies [22] aii¢ several simulation studies the bits in the frame often do
primarily concerned with point-to-point link performancenot exhibit any special structure, such as, say, the onatditt
rather than the network wide implications of particularaalg by the 802.11 standard, but are, instead, distributed ratydo
rithms — this is unsurprising considering that the networilong the frame. Generally, the prospect of studying imtera
level effects of a communications stack are viewed as @idtattions with higher layer mechanisms is limiteds creating
by higher layer protocol functions (e.g., MAC). At the ploadi  a simulator incorporating these layers is a non-triviaktas
level of inquiry, the metrics of interest are largely the gow and perhapeyond theexpertise of a non-interdisciplinary
efficiency, that is a measure of the minimum received powgssearcher. So, appreciating the impact of a proposedqatlysi
required to satisfy a target BER probability, and some me@asuayer mechanism on the whole communications stack in the
of spectral efficiency; the two quantities are frequentigwed context of a network is frequently not immediately possible
as opposing optimisation trends and discovering an optimal
trade-off point (depending on the application) is a coritigu
research challenge. As can be expected, much of the relevn
literature in the area of physical layer and channel model- Treating the network and physical layers as broadly akistrac
ing [23] considers the signal time samples as the basic ualile entities in simulations can lead to significant drawbac
of interest because they allow for precise enough deseriptiwhen evaluating wireless communication systems in general
of the mechanisms covering the functionality assigned & thnd vehicular networks in particular.
physical layer [24], [25]. Notably, network level simulation studies ignore the impli
Simulation evaluation at this level, insofar as a broachtions of significant effects observed at the physical rlaye
characterisation of it is possible, is conducted on single- and the wireless channel. Such effects are, for instanee, th
simulators based on some signal processing framework suipact of high relative speed between a transmitting and
as IT++ [2], or, more frequently, Matlab [1], Simulink [26]receiving vehicle on the communications channel or even the
or similar [27] environments. Typically, simulations caer effect of scatterers between and around the communicating
a transmitted signal (represented by sufficient time sashplgair. Studying such effects and evaluating attempts to ame-
that is altered by channel effects and experiences some ldi@ate them requires a particular level of detail commonly
of interference and noise when it reaches the receiver. ,Thencountered only in physical layer oriented research. To
the time samples ultimately act as input data for the physiappreciate the importance of the above, consider the fast-
layer at the receiver, where the decoding process, thatfasling characteristics of the received power as well as the
the transformation to bits, takes place. Note, that duridgrge root mean square delay and Doppler spreads reported by
transmission and/or reception, signal processing teciesiqre recent measurement campaigns in actual deployments [23].
employed to characterise and ameliorate the effects of timethat setting, inter-carrier and inter-symbol interfeze can
channel and interference or deal with some phenomenonexist within a single packet, which leads to reduced com-
interest. Broadly, a comparison of the original bits at thieder munication reliability, unless the effects are catered ligr

B. Physical Layer Perspective

tProblem Statement



appropriate signal processing mechanisms at the rec8weh through simulations. Similar work, which further strengpls
considerations, however, are not reflected in modern n&twdhe case for a perspectives merge, has been undertaken by Tan
level simulators. Further, since the envisioned IEEE 802.1et. al in [29]and Sundaresan et. al in [30]. Tan et. al studied the
standard for vehicular communications derives largelynfrosame concept as in [28] for IEEE 802.11b networks, leading
IEEE 802.11, which was not original designed for highlyo the development of the Carrier Counting Multiple Access
mobile ad-hoc networks, these issues have to be reflected@CMA) mechanism, in which up to a limited number of
simulations especially if high precision and detail areuisgfl overlapping transmissions are allowed before transnmsso
(for instance, in safety applications). guests from upper layers are blocked. A novel MAC protocol,
Physical layer simulation studies, on the other hand, dalled stream-controlled medium acces (SCMA), was also
not consider the effect of mechanisms present in upperdayeresented by Sundaresan et. al. SCMA leverages the benefits
nor make use of the added information they could providef multiple input multiple output (MIMO) links in order to
As an immediate consequence, there is no direct way itwrease the performance and throughput of wireless ad-hoc
evaluate how feedback from higher layers (say the MAC oetworks. With MIMO, data to be transmitted can, e.g., be
routing mechanisms) may aid in choosing appropriate sigrigmultiplexed into several streams with each transmitigd o
processing techniques at the physical layer. For instanoéa different antenna with equal power, at the same freguenc
consider that in a vehicular network information on the fatu modulation format, and time slot. A receiver can then, under
mobility status of a communicating neighbour (as predictesbme conditions, distinguish the different streams whéreei
by the routing agent which receives periodic updates ofrotheo interference is present or as long as the total number of
vehicles’ speed and direction) could help the physical Hay@coming streams (even if they originate from several défe
switch to a more suitable mode of transmission — perhaprgnsmitters) is smaller than the number of receiving amsn
opting for a lower transmission rate if a neighbour is deemédfithis condition is not met, the receiver becomes overloade
to be moving away, so as to obtain increased communicaticarsd unable to suppress the interference from other nodes.
range and reliability. Evaluating such a mechanism diyectln order to exploit the potential of MIMO efficiently, the
i.e. not through statistical abstractions, is not possibiiless SCMA protocol determines the maximum number of usable
both the node’s transmission mechanisms and the networksineams for each packet transmission so as to enable sutcess
its entirety are accounted for in sufficient detail. suppression of interference at the receiver. Intuitividlg, per-
formance gain depends on the amount of correlation between
the receiving antennas and reaches its peak if the streams at
the antennas are not correlated at all. Since the authodsause
Consolidating the physical and network layer perspectivaaditional packet level network simulator to evaluate SIEM
into a common simulation framework provides two main bené¢hey could only employ a simple model for the physical layer
fits. First, it allows each perspective to consider a corepet MIMO characteristics that assumes a minimum correlation
of modeling aspects; network simulators can accommodate l@vel between the streams. With a network simulator that
alistic physical layer phenomena, while physical layedis integrates both physical and network layer details, theyd:o
may account for the impact of medium access mechanisms dvave assessed the performance more accurately.
network layer characteristics. Thereby simplifying aspum Apart from enabling interference cancellation studiesy-ho
tions which may impact simulation results need not be madsver, fusing both perspectives can also enable the accurate
Second, such a merge enables new types of research enqugiedy of simple and advanced network coding techniques,
involving cross-layer feedback and optimization studigsich where the capacity of a network is increased by coding
have either been unrealisable, or difficult to perform digec multiple packets into a single transmission, and the coding
So, researchers may assess advanced physical layer teefnifiself may be performed at the physical, link or network
originating from information theory and evaluate their mep layers [31].
on network-wide performance.
To highlight the practical implications of the above, we
consider the work of Halperin et. al [28] where they applied
the concept of interference cancellation at the physicgrla In this work, we propose the integration of a detailed
to a small wireless ad-hoc network testbed of ZigBee nodesphysical layer simulator into NS-3 in order to improve the
order to increase spatial reuse and reduce the effect o€hidéccuracy of the IEEE 802.11 physical layer and the undeglyin
terminals. By giving each node the ability to disambiguatehannel models. The integration requires no changes in the
and successfully receive concurrent overlapping trargonis upper layers, such as the MAC, and can be used as a “drop-in”
from multiple sources, the authors were able to disable th#ernative to existing PHY implementations. Figure 1 jxeg
carrier-sense mechanism of the medium access layer ditrgean overview of our modular implementation which reflects the
and significantly increase, due to improved spatial reuse, tEEE 802.11 physical layer mechanisms used in OFDM-based
delivery rate for the median pair of links in the testbedcommunication, as defined in the older a and g amendments as
Evidently then, cross-layer optimization has been empuloye&vell the latest p draft for wireless access in vehicular oeks.
to reduce the complexity of the distributed medium access e legacy direct sequence spread spectrum (DSSS) modes
using an advanced algorithm at the physical layer — the abosed the infrared communication provisions of the standard
work hints at the potential of studying such optimizationare not considered in our work. The implementation makes

D. Benefit of Merging Both Perspectives
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Fig. 1. Architecture of the proposed physical layer simolativithin NS-3.

(1) The payload is expressed as a sequence of bits. (2) Tharkimodulated
into a sequence of complex time domain samples, on which wirelessnel

models will operate. (3) After the application of channeleets the time
samples are processed at the receiver and demodulated inépiEsentation.
(4) The received bits are compared to the transmitted ones terndee

whether the frame was received successfully.
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Fig. 2.
that the service field in the second OFDM symbol is part of thedee

the frame construction process and the modelling of wiseles
channel effects and receiver functionality.

A. Frame Construction

During the frame construction process the physical layer
simulator closely mimics the behavior of an IEEE 802.11 com-
pliant transceiver. Initially, as shown in Figure 1, the slator
accepts transmission requests from the MAC layer. In NS-3
simulations, frames are usually treated as dummy objeats th
contain header information from different protocols but no
actual payload. So, in order to obtain a bit level represemta
the physical layer simulator generates a random data bit
sequence with a size equal to the length specified in the heade
of the frame objeét Once the bit payload has been defined
the simulator follows the procedures outlined in Sectiorol7
the IEEE 802.11 standard, which describe the OFDM mode of
operation for transceivers operating in the 5GHz rangest/Fir
the data bits are transformed by tBeramblermodule which
prevents the appearance of long sequences of Os or 1s, then
the Convolutional Encodemodule adds redundancy to enable
error correction and, finally, thélock Interleaver module
ensures that long runs of low reliability bits are avoided.
Importantly, theBlock Interleaverdivides the bitstream into
equally sized blocks, each of which can fit into a sigle OFDM
symbol. Then, theOFDM Modulator modulates the bits of
each block using either phase-shift keying (BPSK or QPSK)

PPDU frame format of an OFDM-based IEEE 802.11 PHY. Note! quadrature amplitude modulation (16-QAM or 64-QAM),

inserts pilot symbols in four of the 52 sub-carriers to suppo
channel tracking in the receiver and performs the final OFDM
modulation per block — the end product of the above trans-

extensive use of the open source IT++ library [2], whickormations is a sequence of complex time domain samples.
provides several convenient data structures and funcfions Figure 3 schematically depicts the processes involvede Not
signal processing and channel modeling techniques. Nate tihat a similar process is applied to the signal header of the
IT++ has been widely used in physical layer research andfigme with the special condition that no bit scrambling is€lo

actively maintained. and a particular combination of modulation and coding rate

An IEEE 802.11 frame for OFDM-based communicationdPSK,1/2) is applied regardless of the transmission mode.
can be broadly distinguished into three sections, namely al® ensure that frame construction adheres to the specifi-
preamble, a signal header and a data unit section. Figur&aion of the standard, we have. carefully verified that the
shows the overall structure of such a frame as well as tH&1e samples generated by the simulator match the example
purpose of each section. The preamble consists of a serie®@vided in Annex G of the IEEE 802.11 standard [24].
repeating time sample sequences, which are identical ayev
frame transmitted regardless of the mode of transmissig®. Channel Effects

These sequences are, specifically, _ten repetitions of ainalt Intuitively, the wireless channel is modelled as a coltatti
two of long training symbols, which can be used by the

receiver for signal detection, automatic gain controledsity of plug-able components each of which represents a partic-

. s N uéar channel effect. Once the frame has been generated, the
selection, timing synchronization as well as channel an . . :
- sequence of complex time domain samples is passed on to

frequency offset estimation. After the preamble, therESISX'.the wireless channel module which allows chaining several

the signal header, termed the SIGNAL in the standard, Whlc?o agation loss models such that the output of one serves as
contains information about the length of the data unit secti propag P

the modulation and coding scheme used and, further, insmégp')rurfgoirn;[hl’fa;z]tt.ation includes basic pathloss models such
a parity bit to support basic error detection. The SIGNAL P P

fits in one OFDM symbol and contains most of the framefsls.Fr"S’ Two-Ray Ground and other LogD|sta_nce implemen-
fations as well as large- and small-scale fading models and

header information, apart from a 16-bit service field whigh i . . o ki
included in the first OFDM symbol of the data section Finallym'“"t"tap chapnels, wh|c_h_ reflect the great (_:ollect|on
) the IT++ library. Additionally, we have implemented the

. . .. n
the data section is the last distinct part of the frame, can Be
several OFDM symbols in Iength ?‘nd contains the payload te, Ns_3 it is also possible for higher layers to specify a patar payload.
be transmitted. In the following discussion, we elaborate on this case the simulator considers the bit representafigheoactual data.
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v v v ¥ OFDM modiation e responses in simulations. Specifically, whenever astran
orousymais ([|[TT T UTATTATEXCATEATATENCEAATATD mission occurs, each receiver has a separate channelseffect
N “chain” associated with it; this “chain” (or collection ohan-
per symbol nel effects) processes the transmitted time samples aiveidel

. . . . . the output to the receiver. Typically then, and depending on
Fig. 3. Transformation of a bit sequence into complex time domalr}_I . . .

samples during the construction of an IEEE 802.11 frame for dfmsed the channel model in use, the received time samples from a
communication. particular signal source differ among receivers.

C. Frame Reception

vehicular channel models dgscribed in the work by AcOsta- ager a1 channel effects have been applied, the sequence of
Marum and Ingram [32], taking mtq account the errata notet:%mplex time samples is passed up to the physical layer of
n [33]. The channel models.therem adqpt the tappe.d.'delgyreceiving node (cf. Figure 1). There, the overall receptio
:'Qnelmog?:l \év_here each tapd IS S:har?cterlsed by at R||C|an Jocess can be distinguished into three stages, which are
ayleigh Fading process and a Uoppler power spectra gen |'|Inplemented through four events in NS-3, as illustrated in
Due to the sample-level granularity enabled by the S'malat?:igure 4
the implemgntation of the channe_l models descr-ibed. in [82] First, thelnterference Manageadds the sequence of com-
complete without further abstractions or approximations. plex time samples to its internal list of incoming frames,

Note that the shadowing effect of neighbouring vehicles jgyardiess of the frame’s power level. The task of this mech-
not explicitly accounted for in currently implemented chah  4nism is to keep track of all incoming, and possibly overlap-
models, i.e. neighbouring vehicles do not affect signabpro ping  transmissions so as to precisely account for the teffec
gation. Shadowing, in the statistical sense, can be indlile o cymulative interference at the receiver. This also idek
simulations via a log-normal shadowing channel componeghite Gaussian thermal noise generated by the transceiver
which does not take into account the number of neighboygseys.
present along the transmission path. Nonetheless, a dhann%econd, at the end of the preamble’s reception, the receiver
component that calculates shadowing by vehicles is c&taifries to perform signal detection and synchronization, i.e
a prospect for future work as the simulator provides aljock-on to the correct time samples in the incoming frame.
necessary information for its implementation, that is tegh- 14 achieve this, signal detection techniques typicallyl@kp
bgurlng vehlcles_’ location and overall_ spatl_al charactars. _the fact that there is a repeating pattern (the training se-
Similarly, there is presently no consideration of shad@vinyyences) in the preamble. Our particular implementati@s us
from specific environment geometry, such as buildings oeothyhe correlation techniques described in [34]. Figure 5 show
structures. the behaviour of two different signal detection mechanisms

In principle, modelling signal-altering effects at thersa described in that work — therein, high correlation values
mitter/receiver front-end or the channel is a continuousdg indicate great confidence that the received sample is a part
tailed process which can involve several degrees of alti&tnac of the preamble. In the illustrated example both detection
In the current implementation of the simulator we assume afethods (auto-correlation and correlation with the known
ideal front-end so effects such as quantization by the gralgequence) identify an incoming frame successfully at atoun
to-digital conversion, automatic gain control imperfeo8, the 50" time sample. In addition to signal detection, the
phase-noise, and receiver non-linearities are not coreide receiver performs coarse and fine frequency offset and ehann
Moreover, we assume a single omnidirectional ideal antenggimation according to [35].
present in every transceiver. The above and other importanif detection and synchronization do succeed, then the third
effects of physical phenomena may be included in futuegage of the reception process, that is signal header decod-
versions as research interest dictates. ing, occurs. This stage involves OFDM demodulation, de-

Overall, as we have indicated, modeling of time anihterleaving and convolutional decoding of the time sample
frequency-selective channels can be achieved in the franfeither with soft or hard decisions) to derive a bitstream
work. In general, different receivers experience difféi@ran- representation of the signal header. If the parity bit \abd
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i 0 &E layer states. During preamble detection, the physical leystill considered
0 50 100 150 200 250 300 0 50 100 150 200 250 300 to beldle. If signal detection is successful, the physical layer fiwsttches
Time Sample [No.] Time Sample [No.] to the Syncstate and then, if the signal header is decoded successtutiye
(a) Auto Correlation method (b) Known Values method Rx state.

Fig. 5. Two different signal detection methods are showno-gotrelation
and correlation with known time samples. Both declare conéidénorrelation h | . i -
approx. 1.0) that an incoming frame starts around tH& e sample. the MAC layer is notified to not request any new transmissions

and to support the Carrier Sense Multiple Access mechanism

(CSMA). To facilitate the above, our physical layer checks
/ AN the signal strength of surrounding transmissions bothrbefo
Start / End of e of switching to anldle state, as well as when a new frame arrives
/ \ during anldle period. In those cases, it determines whether
Energy raises/drops the energy is already above or is going to exceed the CCA
Tranemisaion Lo = abolgbclon CER>|_coa threshold in the near future by calculating the cumulative
Header | Header Reception signal strength over consecutive blocks of 80 time samples.
featied |decode  failed and enéray The detection of a preamble leads to ®gncstate, which is
detected CCA threshold eventually followed by thé&x state if the corresponding signal
Header decode_} headgr is dggoded s'uccessfully.' WhenFEIxstate'is gctive, the
successful MAC is notified again to block its own transmission requests
qReception / for the duration of the reception (Virtual Carrier Sensingh
EORTR G, the other hand, the transmission of a frame sets the physical

‘ _ ‘ _ o layer in theTransmitstate. Figure 7 depicts a typical case of
Fig. 6. _The state machine of the physical layer simulator nistshes e reception of a single frame and the corresponding states
betweenTransmit Idle, Busy Syncand Rx states. ;i

of the physical layer.

With some small additions to the above state machine, the

the decoded header, the frame decoding process proceess @ysical layer simulator can also support the frame capture
final stage which considers time samples up until the endeof thaPabilities of modern transceiver chipsets, i.e. can kitau
overall frame reception (cf. Figure 4). Once more, a denisi$Witching or *locking-on” to another preamble than the one
on whether all data symbols can be decoded successfulyPfiNg currently processed, if the new incoming signal is
made at the end of this stage, however, this time the outcoRjE°nger- More precisely, this can be achieved by adding two
is decided by comparing the transmitted bit sequence witifie transitions fronRx to Syncand fromSyncto Sync We
the decoded one. It should be emphasised that the simul$p to include such provisions in the near future.
uses as input the cumulative signals of overlapping frames,
i.e. considers interference, as well as thermal noise imyeve IV. VALIDATION & EVALUATION
stage. Also note that distinguishing the reception proéess In the following, we present the validation of our physi-
several discrete events is necessary if the receiver isflecte cal layer implementation against a commercial IEEE 802.11
a real system. It is particularly important for decisionsb® chipset and, further, present a simulation-based evaluatf
taken at the end of each stage, otherwise possible intaderethe communication performance of the simulator under non-
from other sources happening after the decision point woutading, frequency-flat Rayleigh fading and double-selecti
be ignored. radio propagation conditions. Further, we make a distmcti
between the case where no interference from other tramsgnitt
nodes is present and name this thimgle node caseas
opposed to thenultiple nodes casewhere interference does
The physical layer simulator and its behaviour is imexist.
plemented as a state machine with five possible states afor validation purposes we used the network emulator
illustrated in Figure 6. The states atéle, Busy Transmit testbed of Carnegie Mellon University (CMU) as described
SyncandRx The Idle state is maintained if no signal headein [3], which allowed us to measure the reception perforreanc
is successfully decoded and as long as the energy deteaeditheros AR5112 chips under controlled non-fading and
at the receiver stays below the Clear Channel AssessmRaiyleigh fading conditior’s Since the testbed supports only
(CCA) threshold (according to IEEE 802.11 [24] Section

17_3_10_5)_ As soon as the detected energy rises above th3élote that despite the use of a controlled channel emulatariwihtercon-
nects real hardware, experiments focusing on detailed pémka reception

CCA threshold (and assuming a signal h?ader has not b%@ﬁormance are difficult to replicate precisely on such afqian, although
decoded successfully), the physical layer is marBedyand overall trends can be identified.

D. Physical Layer State Machine



TABLE | TABLE I

MAJOR TIMING- AND FREQUENCY-RELATED DIFFERENCES BETWEEN THE CONFIGURATION PARAMETERS USED FOR THE VALIDATION AND
G AND P AMENDMENTS OFIEEE 802.11. EVALUATION EXPERIMENTS.
Parameter | IEEE802.11g | IEEE802.11p MAC layer configuration
Channel bandwidth| 20 MHz 10 MHz Frame size 500 bytes
Channel frequency| 2.4 GHz 5.9GHz Transmission rate 10Hz
Symbol duration 4pus 8us CCA threshold —95dBm
Guard interval 0.8us 1.6us
PHY layer configuration
Transmission power 20dBm
the 2.4GHz frequency band, the validation was performed Maximum oscillator offset| 10 ppm, according to 17.3.9.4 of [24]
L ! Channel estimator Linear interpolation between pilot
py a(_jjustmg. the emulator to conform to IEEE 802.11g spec- sub-carriers with frequency offset
ification having a 20 MHz channel bandwidth. Although we _ estimation [35] '
would have preferred to validate against IEEE 802.11p a@evic Viterbi decoder Hard decision decoding

at 5.9 GHz (cf. Table | for the major timing- and frequency-

related differences) this setup still allowed us to confitra t Channel configuration

e ; ; Thermal noise —99dBm
validity of our physical layer algorlthms., as bot_h systems a | UER ding conditions Static pathloss, 90-130dB
OFDM-based and very closely related in function. Freq.-flat Rayleigh-fading| Jake's Doppler spectrum

Further, we performed simulations using our IEEE 802.11p Double-selective channel | V2V Expressway Oncoming,

simulator in a number of different configuration in order to . . V2V Urban Canyon Oncoming [32]
. . . elative vehicle speeds | 10m/sec, 26 m/sec, 52 m/sec

determine the differences between the physical layer nsodel
that have been used previously in network layer research
(cf. Section 1I-A) and in particular contrast the BER-based
model implemented in NS-3, with our detailed physical laygshase noise in the analog to digital conversion component of
implementation. In this instance, we classify the scemarigheir channel emulator.
w.r.t. the applied propagation model to highlight in which
situations the traditional packet level based approachots n 12
accurate enough.

tio

. 1 BB
We performed 10 experiments on the network emulatq?’ os @ j /
testbed, each with different random seeds where applicabe 06 9 4 4 z

o

and similarly performed 40 trials on the simulatdn the ¢ i
following discussion and presentation of results we cagrsid & ** /
the mean of the observed values and present the corresgondin °2 .
95% confidence interval in each case as error bars in the o!=® 5 - -

10 15 20 25

relevant figureThe simulations were configured according to SNR [dB]

the values listed in Table II. Simulator 6 Mbps & Testbed 6 Mbps -G
Simulator 12 Mbps -~ Testbed 12 Mbps ~—©-
Simulator 24 Mbps —&— Testbed 24 Mbps —&—
Simulator 48 Mbps Testbed 48 Mbps

A. Smgle Node Case Fig. 8. Frame reception ratio w.r.t. SNR of the new physicgéfan NS-3

. ; ; ; ; zompared to the results obtained with real chipsets. At Iatega rates, the
The first validation experiment was performed using a Sta@%erence is at most 1dB. At high data rates the simulator gaiScantly

scenario in which a single node sent 1000 packets in a row ajler. The configured channel reflects only a static pathios Rayleigh
another node tried to decode them. To achieve different SN#Ring was appliedPacket size was set to 500 bytes.
conditions, we ran each experiment with different pathloss
configurations, i.e. instead of adjusting the distance betw To compound the results of the previous comparison, which
sender and receiver we adjusted the channel configuratishowed very similar reception behavior between the two
For the experiments on the emulator testbed, we disabled a&ygtems, we repeated the experiments and simulations of tha
rate control algorithms available in the driver and allowesicenario with a Rayleigh-fading effect added to the pathlos
the receiving node to adjust to new channel conditions lepnfiguration. To be able to compute the Rayleigh channel
introducing a warm-up phase of 200 packet transmissions. coefficients in real-time, the CMU network emulator testbed
Figure 8 shows the frame reception ratio — as observediinplements the algorithm presented in [36] and uses itsubutp
our experiments on the testbed as well as in simulations withset the fading table in their FPGA-based channel emdlator
our new implementation — for different data rates. As can f&ased on this approach, different fading speeds (due tivesla
seen, the reception curves show not only similar slopes, Isieeds) are then realized by updating the fading table at the
also start to rise at very similar SNR values which, at lowe&orresponding rate. However, due to technical limitatiofis
data rates, are at maximum 1dB apart. Only at the highége testbed, it is not possible to check whether the configure

data rate did our simulator results diverge significantynfr o _ _ _
The algorithm is not implemented on the FPGA itself. Insteadkdicated

the testbed and, after ha_-Ving digcussed the disparity \ith tmachine is used to perform the calculation and update theesmtrthe fading
team at CMU we can attribute this to the presence of too muehle of the FPGA.
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fading speed is actually achieved or not, i.e. whether thiméa 5 0 5 10

table is updated often enough. Indeed, we could not observe *? [~
any difference in the reception performance when configwrir’f ! e l-= sl /n)'fff/”“‘
different relative speeds, although the CMU emulator sffels 08 ;
support of relative speeds up to 50 m/sec. These issues @idO-6 . q!
not exist in our simulations, since they do not have any reaié— 0.4 /
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W Fig. 10. Comparison of the frame reception ratio of the new jchy$ayer
(PhySim) in NS-3 compared to the existing physical layer impleateon
(YansWifi) in NS-3 with 500 byte packets and non-fading ctermonditions.
The YansWifi implementation provides results that are at lbas® dB more

optimistic than the ones obtained with PhySim.
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Simulator 24 Mbps —&—
Simulator 48 Mbps

Testbed 6 Mbps @
Testbed 12 Mbps
Testbed 24 Mbps —6&—
Testbed 48 Mbps

our new implementation, which we terPhySim

Fig. 9. Frame reception ratio w.r.t. SNR of the new physicgéfan NS-3
compared to the results obtained with real chipsets. At ladea rates, the
difference is at most 3.5dB. At high data rates the simulataigsificantly
better. The configured channel reflects a static pathloss fidt Rayleigh
fading with classical Jake’s Doppler spectrum and relajpeed of 10 m/sec.

In Figure 10 the observed frame reception ratios of both
implementations is plotted w.r.t. the SNR that can be ddrive
after the pathloss effect has been applidtbte that the
YansWifi model results have been plotted against an x-axis
with an offset of 8dB compared to that of the physical layer

Packet size was set to 500 bytes. ) - s LAt e
implementation results so as to highlight the similaritie¢he

The frame reception ratios of the conducted simulatio§§@pe of the curves. It is clear though that the existing BER-
and testbed experiments with a Rayleigh fading channel 4@sed physical layer model in NS-3 generates more optimisti
illustrated in Figure 9. For these the relative speed useost "€Sults compared to the new implementation, which, however
to 10 m/sec. Similarly to the non-fading scenario, the slop€0€S not imply that one modeling approach is better than the
of the observed performance curves are again very simil§ier- Note that the slopes of the curves in this case show
but this time, the offset varies between 3-5dB througho¥€"y Similar characteristics — in fact they could coincide
all evaluated data rates and the performance of the Athegytbstantially if a linear offset was introduced for eachadat
AR5112 chipset is significantly worse than the one observEdte:
in our simulator (note the use of two different x-axes in this When simulating the scenario with a Rayleigh-fading chan-
figure). We believe that this discrepancy can be attributed fel, a similar conclusion can be drawn — at least initiallg. A
the channel estimation algorithms being used in the AR51ilistrated in Figure 11, the observed frame reception esirv
chipset, which are different to our own. We further believéor the data rates of 12, 24 and 48 Mbps follow very similar
that more contemporary chipsets would lead to better suflopes as well and are separated by a linear offset of 4-5dB.
It should also be noted, however, that our intention is not tdowever, if a data rate of 6 Mbps or different fading speeds ar
reflect the performance of a particular chipset; insteadame considered —which are not modeled in a packet-level simulat
interested in observing whether our current implementaso — the slopes tend to divert from each other, cf. Figure 12. To
comparable to available chipsets and therefore realBtised Summarize our observations, we can state that packet-level
on the obtained results, vielt justified in making such a claim simulators show inaccuracies when a Rayleigh-fading ablann
and can consider our implementation as valid foundation fifr modeled and cannot account for different relative speeds
future proposals and improvements, e.g., for better cHanh€tween a transmitter and a receiver.
estimation and equalizing techniques in vehicular environ As previous measurement campaigns have shown [23], [32],
ments [37]. the vehicle-to-vehicle (V2V) and roadside-to-vehicle YR2

To illustrate the benefits of the increased accuracy availalzchannel is different from a flat Rayleigh-fading channel. In
with the new physical layer implementation, we conducteghrticular, V2V has been shown to be time- and frequency-
additional simulations contrasting its use with a more itradselective, i.e. exhibits fading over time and w.r.t. thejfrency.
tional approach already implemented in NS-3. Similar to th&s a result, the impulse-responses of neighboring OFDM sub-
setup used in our validation efforts, we considered a s@@natarriers are not necessarily correlated and the four pilbt s
with one transmitting and one receiving node. However, atirriers may not be sufficient to estimate the channel for
this time we configured the physical layer to reflect thall sub-carriers correctly. To account for such a channel, w
IEEE 802.11p standard. As our implementation is a drop-frave implemented all six empirical models presented in,[32]
replacement, we could easily switch between the packet-lewhich are based on vehicle-to-vehicle and roadside-taelesh
implementation of NS-3, hereon referred to¥ensWifi and measurements for expressway, urban canyon and suburban
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Fig. 14. Observed frame reception ratios w.r.t. SNR for the/\Zban

canyon oncoming scenario, 6 Mbps data rate, 26 and 52 m/s¢wveedpeed
and different frame sizes.

channel, a higher relative speed leads to a lower reception
probability. On the contrary, the reception probabilitypaim in
Figure 14 is much higher and even better than in the Rayleigh
case. Indeed, the curves gradient is significantly steepeith

a Rayleigh channel configuration. Furthermore, the redativ
speed does not affect the reception probability as much as
in the expressway scenario.

B. Multiple Nodes Case

The proposed detailed physical layer implementation also
operates in multi-node scenarios as it is designed to be
a complete replacement for the traditional, simplified NS-
3 model. To explore this aspect of the simulator we have
conducted further trials in a simple, but not trivial, setufpa
vehicular network.

We set up a simple topology in which non-moving vehicles
were placed along a straight line where inter-vehicle spac-
ing was set to 10m. For the radio propagation model, we

Figure 13 and 14 show the observed frame reception ratioensidered a simple ThreeLogDistance model with pathloss
with respect to the SNR for the expressway oncoming and tegponents of 1.9, 3.8 and 3.8 for distances up to 200m,
urban canyon oncoming channel models. As can be seenb®0 m or longer respectivelftach vehicle was configured to
Figure 13, our reference receiver is not able to estimate thenerate UDP packets periodically at a rate of 10 packets/se
V2V expressway oncoming channel sufficiently enough, eveising a size of 400bytes and a data rate of 6 Mbps. The
at very high SNRs up to 30dB. And as with the RayleigBimulation time for the scenario was defined to be 10 seconds.
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100 bytes, 52 m/sec B
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Fig. 13. Observed frame reception ratios w.r.t. SNR for th& ¥é&pressway
oncoming scenario, 6 Mbps data rate, 26 and 52 m/sec relateedsand
different frame sizes.

The objective of this study was to verify that the PHY-MAC
interaction, i.e. the physical layer state machine and Bk&I&
mechanism, would work as expected.

Figure 15 shows the observed frame reception performance
with respect to the distance between sender and receiver and
for two different scenarios; first assuming the presence06f 1
and then 200 nodes. To limit the impact of bordering effeas w
monitored the reception performance only for transmission
initiated by nodes in the center of the scenario area. Nate th
although the number of nodes differs in the two scenarias, th
vehicle density is equal in both cases, that is 100 vehlaies/
Due to the node’s positioning and the method of collecting
results, the 100 nodes configuration can be considered as a
scenario with no hidden terminals, whilst the 200 nodespsetu
as one which exhibits hidden terminal stations — at leadt wit
respect to the nodes located in the center. As expected, the
hidden terminal impact was observed to be significant and led
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100 200 Fig. 17. Computational overhead of the physical layer sinoulathen using

increasingly sophisticated channel models (static pathidRayleigh - V2V-
100 nodes »--©--+ 200 nodes - UC oncoming). The time factor indicates how many times longer Isitimn
takes compared to a baseline simulation performed with vaNi8a3 using
Fig. 15. Observed frame reception ratios w.r.t. the distdete/een sender a simple static pathloss model.
and receiver for a network scenario with 100 and 200 nodes.nues are
placed statically along a straight line and transmit 10 pes¢&ecwith a packet
size of 400 bytes.

Distance [m]

elements for the preamble, 80 for the header and 80 for the
‘ ‘ payload), which in turn translates to 3840 bytes of memory
100 nodes e space, assuming a complex value is represented by 8 bytes.
In contrast, for the default NS-3 representation the mimmu
storage space required for a frame is 36 bytes assuming no
payload and minimal 802.11 MAC headers. Overall, the added
memory overhead is necessary and can be mostly attributed
to the storing of time samples for each frame.

To gain insight into the computational costs of the new
functionality, we have set up NS-3 simulation scenarios and
noted the real running time when using the traditional and
detailed physical layer implementations. Specifically, age
sume two nodes in close proximity, equipped with 6 Mbps
transceivers. At the beginning of the simulation, one node
Fig. 16. Observed channel access times w.r.t. the x-positioa network offers UDP broadcasts with a frequency of 10 packets/sec.
scenario with 100 nodes placed along a straight line. The exchanges last for 12 seconds of simulation time, after

which the simulation ends and we record the real elapsed time
q f th . babili di specifically the “user” statistic of the GNU time command.
ts%c?rtsgierﬁ)alfrt%% ?razsemri:gi%i“cr);ng(rao ability at a distance Sthe vanillg N$-3 trials the channel model use_d is constant

In Figure 16, we plot the observéd channel access tir_npathlo:ss_ while in the case Qf the detailed physical layer we
for all nodes in, the 100 nodes scenario. Again, as one wo ploy increasingly sophisticated channel models, ngraely

) ’ gL%nnstant pathloss channel, frequency-flat Rayleigh fadi

expect, nodes in the center of the scenario experienceehi hally, the V2V Urban Canyon-Oncoming vehicular channel
channel congestion and thus had to wait slightly longer (%n X

- odel as described in [32]. Note that the constant pathloss
average) before gaining channel access. Also noteworthyrﬁ

the higher variability in channel access times, denotedhay t %dels, both in the case of the traditional and the detaitéd P
higher confidence intervals, experienced by nodes Iocatedmplementauon, reduce the energy of the packet by a fixed

the middle of the vehicular queue factor. Two_ packet sizes are considered in separate siiolat
' runs, specifically 300 and 500 bytes.
Figure 17 depicts the slowdown factor involved when em-
V. RUNTIME OPTIMIZATION ploying the detailed physical layer model compared to the
Enabling detailed simulations with the physical layer simuraditional NS-3 model, which acts as the baseline. As an
lator increases simulation requirements both in terms of prexample, a factor of two would denote that double the com-
cessing time and memory capacity. This section elucidaies putational effort (or double the time) compared to the biasel
added requirements and offers some analysis on the simslatavould be required to produce results. In these simulatithres,
runtime performance. additional effort required ranged between a factor of 308 an
14,000 — generally, the computational requirements irsgrea
as greater packet sizes are used and more sophisticatatethan

A. Profiling
. . ) o . . _models are employed.
The consideration of time samples in simulations, intel§iv

results in increased storage requirements as a time sample ==

sequence need be stored per frame. At a minimum the stor&yeCPtimizations

requirement for a frame containing a payload of a single In previous work [7] we have hinted at possible optimisa-
OFDM symbol would be 480 complex valued elements (32fbns to the channel models and physical layer operations in

20
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TABLE Ill
THE MOST COMPUTATIONALLY INTENSIVE CODE PATHS IN THE
SIMULATOR WHEN USING A RAYLEIGH CHANNEL

12

1600 parallel processing units/cores in total and obseerved
speedup factor of 4 for the computation time of the Rayleigh
channel. We have also developed a parallelized versioneof th

Code Path | Processing Time% convolutional decoder which when used at the frame decoding
Channel Model (Rayleigh 47.4% process reduces computation time by a factor of 3 to 6.
Frame Decoding 13.5% Apart from the parallelization of the individual code paths
Frame Encoding 12.6% L . .
Interference Manager 6.9% it is _also p_053|ble to compute the chann_el effects of muatipl
Signal Detection 6.6% receivers in parallel, as illustrated in Figure 18. Comgare
to the sequential computation of the channel effects, |gral
computation provides linear speed increases w.r.t. thebeom
F . ;
Channel  decoding of receivers present as long as there are enough corestéeaila
. to the OpenCL framework. In the future, we plan to extend
eceiver . .
Frame Frame . this effort to the V2V and R2V channel models that consist
encoding | Channel  decoding . of 4-8 independent taps and document the cumulative effect
Sender * of these optimizations.
Frame
Channel decoding

VI. CONCLUSIONS

Receiver N
Fig. 18. lllustration of potential optimizations in the physical &ysimula- Commun-lcatlon teChnOIOQ-IeS have been traditionally st
tion: firét, it is possible to parallelize the signal prodegsalgorithms within from_ two dlﬁ_erem perspectives. On one hand’ experts con-
the frame encoding, the channel model and the frame decodirgegmes. ducting physical layer and channel modeling research focus
In addition, it is possible to parallelize the computationobiannel effects on the performance of single communications links and use
Che o muline recevers snce e computaons ae A ™Y very detailed models involving individual bits and complex
is also possible to exploit the lookahead between differeception events, time samples. On the other hand, researchers focusing on the
which are separated only slightly in time. network and higher layers of the communications stack are
interested in the overall network performance and typjcall
abstract the lower layer details, considering the packeiras

view of improving operations, which included the usage @hdivisible unit that is either received as a whole or notlat a
lookup tables and parallelisation of operations where iappHowever, this separation of concerns, i.e. abstractingowit
cable as well as using optimised math libraries. Here, aftefiving recourse to detailed models, can lead to unconsidere
having performed code instrumentation only w.r.t. optedis or inappropriately modelled effects in network layer sesdi
math libraries we can elaborate further on which code pathad to imprecise assumptions in physical layer research.
the processing load is most significant. Table Il shows five |n this paper, we have provided a tutorial with respect to
major areas of computational effort during simulationshwitthese two perspectives in view of establishing a mutual unde
a frequency-flat Rayleigh fading channel. The simulation patanding in both research communities. We introduced both
rameters and setup are identical to the ones used previougl¢rspectives, outlined the issues arising from their wiifie

As evinced by the above, the greatest overhead on simud@proaches to communications and motivated the benefits of
tion time is effected by the channel model, which accounts ftheir possible merge. We then presented our approach on how
almost half of the total processing time. Then, frame dewpdito bridge the gap, in particular through the integration of
follows, which caters for demodulation, channel estinratica physical layer simulator into the NS-3 network simulator.
and correction as well as all other processes necessagnt® tr Further, we presented results of an extensive validatiah an
form the received time samples into bits. Frame encodingdinulation work in which we compared our implementation
next with similar but somewhat fewer processing requireisienagainst commercial IEEE 802.11 chipsets from Atheros and
Finally, there is the interference manager, which keepsktrathe traditional packet-level physical layer models in NS-3e
of interference levels around a node, and the signal detectiesults indicate that our reference implementation perfor
mechanism, which involves synchronisation as well as cblanms well as the Atheros chipset and that existing, traditiona
estimation using the preamble. packet-level models are not able to provide the same level

In order to speedup the simulation time of the physicalf accuracy. In addition, by integrating empirical vehaul
layer implementation, we have evaluated the usage of genearaannel models into our simulation framework we showed that
purpose graphics processing units to parallelize the iddal  our approach allows the direct integration of models inténgs
code paths. Since most computational effort is allocated pdysical layer and channel modeling studies.
the simulation of sophisticated channel effects, we first ta Finally, as the improved accuracy comes at the cost of
geted our sequential Rayleigh fading model for optimizatioincreased computational effort, we performed a runtimd-ana
To enable parallel execution we used the OpenCL framgsis of our implementation, which showed that most of the
work [38], which ensures that the optimised version can lm®mputational overhead is due to the complex channel models
executed on any multi-core processor or multi-core graphim the future, we, therefore, aim to optimise the computatio
processing unit that supports this open API. In our subsgquef such channel models by making use of parallelisation eher
runtime tests, we used an ATl RadeonHD 5870 device wifiossible or by utilising specialised hardware such as that



available in general purpose graphics processing uf@itg. [16]
implementation is available online [39] and enables adeura
cross-layer PHY/MAC/NET simulation studies for vehicular
communication networks by the research community.
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