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Different Aspects of Inference for Spatio-Temporal Point
Processes

OTTMAR CRONIE

Department of Mathematical Sciences
Division of Mathematical Statistics
Chalmers University of Technology and University of Gothenburg

Abstract

This thesis deals with inference problems related to the Renshaw-Sarkkd
growth interaction model (RS-model). It is a continuous time spatio-temporal
point process with time dependent interacting marks, in which the immigration-
death process (a continuous time Markov chain) controls the arrivals of new
marked points as well as their potential life-times. The data considered are
marked point patterns sampled at fixed time points.

First we propose three edge correction methods for discretely sampled
(marked) spatio-temporal point processes. These are all based on the idea
of placing an approximated expected behaviour of our process at hand (based
on simulated realisations) outside the study region, which in turn interacts
with the data during the estimation. We study the methods and evaluate them
numerically in the context of the RS-model. The parameters related to the
development of the marks are estimated using the least-squares approach.

Secondly, we propose (approximate) maximum likelihood (ML) estimators
for the two parameters of the immigration-death process; the arrival intensity
and the death rate. The arrival intensity is assumed to be constant and the
death rate is assumed to be proportional to a function of the current mark size
of a point. The arrival intensity estimator is constructed to compensate for the
(unobserved) individuals arriving and dying between two sampled time points.

When assumed that the death rate is constant we can derive the transition
probabilities of the immigration-death process. These in turn give us the exact
likelihood of its parameter pair. We are able to reduce the likelihood maximi-
sation problem from two dimensions to one dimension. Furthermore, under the
condition that the parameter pair lies in some compact subset of the positive
part of the real plane, we manage to show the consistency and the asymptotic
normality of its ML-estimator under an equidistant sampling scheme. These
results are also evaluated numerically.

Keywords: Asymptotic normality, Consistency, FEdge correction,
Immigration-death process, Least squares estimation, Maximum likelihood
estimation, Spatio-temporal marked point process, Transition probability.
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Chapter 1

Introduction

In many different instances in our surrounding world we find point patterns of
different kinds. Such patterns include galaxy locations, locations of earthquake
epicentres, locations of cell centres and locations of trees in a forest stand. In
order to help analysing point patterns the field of spatial statistics has lent a
helping hand and has simultaneously also been developing through it. The field
of spatial statistics incorporates a few different disciplines within the field of
stochastic mathematics and in this thesis we will focus on the parts played by
stochastic geometry (the study of random geometrical objects) and spatial point
processes (the study of random point structures) (see e.g. [4, 5, 13, 14, 25]).

Sometimes one does not solely record the locations of the points in a point
pattern but also some additional feature connected to each point, such as the
radii of the trees in a forest stand or the amount of seismic energy in earth-
quakes. This additional variable, called a mark, can often be quite helpful in
explaining the behaviour of the point pattern in question. When focusing on
the statistical analysis of these point patterns or marked point patterns, we em-
ploy spatial point processes or marked spatial point processes, respectively (see
e.g. [4, 7,13, 25, 26]). However, to a large extent, the field of spatial (marked)
point processes has mainly concentrated on treating marked point patterns
within a purely spatial framework. In such a setting one fully ignores that the
patterns studied, in fact, almost always are results of evolutionary processes in
which the changes occurring among the marks are time dependent. Such situ-
ations motivate a change of regime to an approach where one instead considers
spatio-temporal marked point processes (see e.g. [8, 18, 28]). To fully take the
evolution of these marked patterns into consideration it is reasonable to de-
mand that the models describing them should incorporate interaction between
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marks during the development phases.

The application motivating the work presented in this thesis is found in forestry.
Treating a forest stand which is recorded at a specific time point as a static
entity, thus ignoring the temporal aspects, the literature offers a wide range
of statistical tools for analysing and drawing conclusions about its inherent
features, whether one includes marks or not (see e.g. |7, 13, 10, 26] to mention
a few). However, here we are interested in modelling the development of a
forest stand in both space and time. Figure 1.1 illustrates the type of recorded
time series of marked point patterns we refer to — a data set of Swedish Scots
pines recorded in 1985, 1990 and 1996 where we have scaled the radii (our
marks) for more clear visualisation.

Figure 1.1: Locations and sizes (measured in metres) of Swedish Scots pines
recorded in 1985 (left), 1990 (middle) and 1996 (right). The radii of the trees
(marks) are scaled by a factor of 10.

A clear risk when formulating the type of spatio-temporal models we are in-
terested in is that the models easily become too involved and we loose both
transparency, interpretability and tractability (see e.g. [9]). A spatio-temporal
marked point process which manages well to describe this type of spatio-
temporal behaviour of a marked population is the so called Renshaw-Sdrkkd
growth-interaction model (RS-model) (see [22, 23, 24| or Paper I), which is a
combination of stochastic and deterministic components. It has been used to
study, among other things, the development of forest stands [24]. Since this
model, in spite of being very flexible, is both tractable and easily interpreted
it is quite natural to further assess its potential. In the coming chapters we
will present and discuss the RS-model together with different statistical tools
developed for it (and other models of this type).

In the process of fitting (spatio-temporal) point process models to data sets of
the kind presented in Figure 1.1 the following problem emerges. When mea-
surements are made in some bounded study region, the structure of the spatial
dependences and interactions existing between points outside and inside the
study region remains unobserved. This phenomenon, which in particular con-



cerns those points inside the study region who are close to its boundary, is
generally referred to as edge effects. In the context of estimation, if the study
region contains a large number of points, the edge effects may not have a large
impact on the estimates. However, tree data are often collected in study regions
which contain only a small amount of data. In such cases there is a substantial
risk that the edge effects generate quite severe biases and we therefore need
some type of edge correction method when estimating the model parameters
and other summary statistics of interest. In the case of non-temporal analy-
ses a number of methods for edge correction have been devised (see e.g. [13])
but these are, however, not so easily generalized to the spatio-temporal set-
ting. In Paper I we propose three edge correction methods for spatio-temporal
marked point processes which all are based on the same idea. By placing an ap-
proximated expected behaviour of our spatio-temporal marked point processes
outside the study region we let this approximation interact with the data during
the estimation. We estimate this expected behaviour by simulating realisations
of the process, under a parameter choice based on some non-edge corrected ini-
tial estimates, and for each such realisation we generate new edge corrected
estimates which we average over to get our edge corrected estimates.

Before we can utilise the edge correction methods developed, we must find
estimators which allow us to fit the RS-model. Since this process deals with
both space and time we need to be able to fit, not only, the stochastic process
controlling the arrivals and deaths of new marked points in time, but also the
mechanism controlling the growth of and interaction between the marks. In
the RS-model the arrivals and deaths are controlled by a so-called immigration-
death process — a continuous time Markov chain. In both Paper I and Paper
II we will develop estimators for the two parameters of this model and we
also present how the growth and interaction parameters of the RS-model are
estimated.

In Chapter 2 we introduce the immigration-death process and the RS-model.
Then, in Chapter 3, we discuss how we estimate the parameters of the RS-
model in an edge corrected setting (see Paper I). In Chapter 3 we also present
how maximum likelihood (ML) estimation is carried out in a discretely sampled
immigration-death process (Paper II). Finally, in Chapter 4, we look at possible
extensions and future work related to the work carried out in Paper I and Paper
IT.
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Chapter 2

The process

We will here define the RS-model, X(¢) = {[X;,m;(t)] : i € 4}, which is a
spatio-temporal point process with interacting and size changing marks (see
e.g. [24]). It is defined on [0,00) in time and spatially we consider it on
some region of interest, W C R? (usually d = 2,3), supplied with the Eu-
clidean metric/norm. However, we will start with the immigration-death pro-
cess, {N(t)},~q, since this process is the basis of the RS-model.

2.1 The immigration-death process

The immigration-death process, {N(t)},~, is a time-homogeneous irreducible
continuous-time Markov chain (see e.g. [16]) where the possible states for which
transitions ¢ — j are possible are supplied by the state space E = {0,1,...}.
It is governed by the parameter pair § = («, 1) which we here assume to take
values in some compact parameter space © C R2.

One way of viewing {N(t)},~, is to treat it as a special case of a birth-death
process where the birth rates are given by \; = a, ¢ = 0,1, ..., and the death
rates are given by p; = iu, ¢ = 0,1,..., (see [11], p. 268-270). Within this
framework the interpretation of {N(t)},s, is the following. By letting the
arrivals of new individuals to a population occur according to a Poisson process
with intensity « and upon arrival assigning to all individuals independent and
exponentially distributed lifetimes with mean 1/u, N(t) gives us the number
of individuals alive at time ¢. Another possibility is to view it as an M /M /oo
queuing system; each customer (arriving according to a Poisson process with

5



6 2. The process

intensity «) is being handled by its own server so that its sojourn time in the
system is exponential with intensity 2 and independent of all other customers.

Being a Markov process, the finite dimensional distributions of {N(t)},, are
controlled by its transition probabilities, p;;(¢;0) which are given in Paper IL

Proposition 1. The transition probabilities of the immigration-death process
are given by

Pii(h6) (J') > (Z) ()7 e =)

k=0

inj

J
D o B sy G =) =D fPoi(e) (= k) fBin(i.e-nty (K),
k=0 k=0

where i,j € E=N, § = (a,n) € © C R, froiy () is the Poisson density with

parameter p = £ (1 — e "), and f

Bm(i,e—m(') is the Binomial density with

parameters i and e~*t. Moreover, we have that
E[N(s+t)|N(s) =i = ie " +4p
E[N?(s+t)|N(s) =i] = i(i—1)e 2" +(1+2p)ie " +p* + p.

The interpretation of p;;(t;6) is quite clear. Note that

TPoi(p)(j —k) = P(j — k new arrivals during (h, h + 1))

IBin(i,e-rty(k) = P(k of the i individuals alive at time h survive (h, h + 1)),
so that p;;(t;6) expresses the sum of the probabilities of all possible ways
in which we can decrease ¢ individuals to j individuals. Furthermore, when
i < j, we get that p;;(t; 0) simply represents the convolution of the Bin (i, e #*)-
density and the Poi(p)-density. One can easily show that for the marginal
distributions of {N(t)},, we have that P(N(t) = j|N(0) = 0) = e " p//jl, i.e.
(N(t)IN(0) = 0) ~ Poi(2(1—e #")), and that (N(t)|N(0) = 0) A Poi(a/u)

a
I
as t — o0.

Note that this invariant distribution is unique due to the positive recurrence,
and it is also the same as its asymptotic distribution since every asymptotic
distribution is an invariant distribution.

A further characterisation of {N(t)},., which sometimes is useful to exploit is

to consider {N(t)},5, as a Markov jump process (see Paper II).

Proposition 2. Let § = (a,p) € © C RE. {N(t)},5, is a Markov jump
process with state space E = N, jump intensity function

A(0;1) = a1 {i = 0} + min{o,ip}1{i >0} i€E,
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and transition kernel {r(0;1,7) : i,j € N}, where

r(0;4,7) =

p (al{j=i+1}+pil{j=i—1}) i,jeE.

2.2 The RS-model

The process X(t) = {[X;,m;(t)] : i € Q;} can be described as follows. As
time elapses, the arrivals in time of new individuals to W C R? and the time
these individuals live in W are governed by an immigration-death process,
N(t), having parameter § = (av(W),u) € ©, where v(-) denotes volume in
R? and © C R? is compact. We here denote the (Poisson) arrival process
by B(t) and the death process by D(t) so that N(t) = B(t) — D(t), where
N(0) = 0. Furthermore, upon arrival at time t?, individual i is assigned a
location X; ~ Uni(W) (thus far, at each fixed time ¢ this constitutes a spatial
Poisson process with intensity %(1 —e7H) restricted to W) together with an
initial mark, m;(t9) = m{, which is taken either as some fixed positive value (as
will be the case here), or as a value drawn from some suitable distribution ([24]
considers m{ ~ Uni(0,€), e > 0). When an individual’s (Ezp(u)-distributed)
life time has expired we say that the individual has suffered a natural death.

Once individual ¢ has arrived it starts growing deterministically according to

t
milt) = ml+ [ dmits), 1 <t (21)
t

i

where

dmi(t) = f(m(t);)dt — Y h(mi(t),m;(t), X, X;39) dt.

JEQ

J#i
Here Q; = {i € {1,...,B(t)} : individual 7 is alive at time t}, ¢ is a param-
eter vector, the function f (m;(t);®) determines the individual growth of
mark 4 in absence of competition with other (neighbouring) individuals and
h (m;(t), m;(t), X, X;; ¢) is a function handling the individual’s spatial inter-
action with other individuals.

In addition to the natural death, an individual can die competitively which we
consider to happen as soon as m;(t) < 0.

The literature offers a wide range of possible choices for the individual growth
function, f(m;(t);¢) (see e.g. [24]). Two examples are the so-called linear
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growth function,

fm(0) = A (1- "7,

and the logistic growth function,

Fonie ) = o) (1- 20,

Here v = (\,K,¢,r) € Ri x R x Ry and the two parameters A > 0 and
K > 0 are, respectively, the growth rate of a mark and its upper bound (car-
rying capacity). These functions are both special cases of the Von Bertalanffy-
Chapman-Richards growth function (see [22]) which has previously been used to
model the development of the radii of isolated Scots pines [17]. Since the shape
of the logistic growth function resembles the shape of the Von Bertalanffy-
Chapman-Richards growth function fitted in [17] we consider it both a good
and a tractable candidate for our forestry purposes (see e.g. [22, 24]).

Just as for the individual growth function the possible choices of spatial inter-
action functions are many (c.f. [15, 22, 24| for examples of interaction functions
and related discussions). One example is given by (see [24])

h(mi(t), m;(t), Xi, X5 ¢) = 1 {B [Xy,rm;(t)] N B [X;,rm;(t)] # 0},

where ¢ € R is the force of interaction and r > 0 is the scale of interaction.
Furthermore, B [X;,rm;(t)] denotes a closed ball with centre X; and radius
rm;(t) and it is referred to as the ’influence zone’ of individual ¢. Since com-
petition for resources takes place only within influence zones (|2, 29]), individ-
uals ¢ and j will compete only when their influence zones intersect, i.e. when
B[X;,rm;(t)] N B[X,,rm;(t)] # 0. This symmetric interaction function has
the effect that small individuals have the same impact on large (neighbouring)
individuals as the large individuals have on small individuals. Unless our forest
stand consists of individuals of similar size this interaction function becomes
unrealistic. In order to circumvent this problem we here consider instead the
so called area interaction function, given by

v (B [X;,rm;(t)] N B [X;, rm;(t)])

h (mi(t),m; (1), Xi, X)) = ¢ v (B[ X, rmy (1)) ’

(2.2)

This non-symmetric soft core interaction has the effect that large marks influ-
ence small marks more than the other way around, yet allowing the small marks
to play their part. This interaction model is more realistic in tree modelling ap-
plications than symmetric interaction models (see [22, 24]). Depending on the
choice of parameters, this area interaction function has the ability to generate
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regular as well as aggregated point patterns (despite the underlying uniform
distribution of the locations) [21]. Note that the parameter r determines how
large the range of interaction is and ¢ mainly determines how regular the point
patterns are.

2.2.1 The natural death rate

As previously mentioned the so called natural deaths are governed by the death
process, D(t). In situations where it seems plausible that the natural deaths
depend on an individual’s size we may let the death rate be given by some
function py(+), i > 0, where 7(-) is a function of the marks. This means that as
time passes the Exp(uy(m;(t)))-distributed remaining lifetime of an individual
will change with its size. An alternative way of expressing the behaviour of
the death process is to say that the conditional probability that an individual
i dies naturally during (¢, ¢+ dt) given m;(t) equals py(m;(t)) dt + o(dt). Note
that if v(-) = 1, we retrieve the ordinary immigration death process. In Paper
I, we choose to evaluate the RS-model under v(m;(t)) = 1/(1 + m;(t)) which
implies that individuals become more viable as they grow; a choice motivated
by our forestry applications. In Paper II, as well as in [21, 22, 23, 24] the model
is chosen to have v(-) = 1.

2.2.2 Simulation

For clarity, the simulation algorithm given in [24] is presented below, where
W C R? is rectangular. Let dt be small, e.g. dt = 0.01, fix the final time T}, > 0
and let W = [a,b] x [¢,d]. Decide on sample time points 0 < T} < ... < Ty,.
Set k= 0.

e Cycle over times t = dt, 2dt, ..., |T,/dt]

e For all individuals i € €; and for {Z},—; . |,), a sequence of iid
Uni(0,1) random numbers:

1. Natural death: If Z < py(m;(t)) remove i from £, set
m;(t + dt) = 0 and let 7 belong to the set A

2. New mark size: Ifi € Q still, calculate m;(t +dt) = m;(t) +
dm;(t) (i.e. calculate (2.1))

3. Competitive death: Ifi € Q; still and m;(t+dt) < 0 remove
i from €, set m;(t + dt) = 0 and let i belong to the set B



10 2. The process

e Immigration: Generate a Poi(a(b— a)(d — ¢)dt)-random number
N.IfN>0:
Simulate pairs (Tg+1, Yk+1), - - -, (Tk+ N, Y+ N ) Where z; is a random
number from Uni(a,b) and y; is a random number from Uni(c, d).
Set mpy1(t) =mY .., mpgn(t) = mj, y (which will either all be
fixed as m? = € > 0 or Uni(0, ¢)-random numbers).
Let Qg = {k+1,....k+ N} UQ,.
Update k to k + N.

e Printing: If ¢t = T; for some ¢« = 1,...,n, print
X = {(i,xi,mi(t) Yica,, X = {(i,xi,mi(t))}ica and XP =
{(i, %, mi(t)) }ien

2.2.3 Remarks about the competitive death

As previously mentioned, one of the possible death occurrences present in the
RS-model is the competitive death. Consider the infinitesimal-size interval
(t,t+ dt) and recall that we classify an individual as having died from compe-
tition in (¢,¢ + dt) if m;(¢) > 0 and m;(¢ + dt) < 0. Let us call this scenario
1. Consider now an alternative approach, which we call scenario 2, where the
individual suffers a competitive death if m;(¢) > 0 and dm;(t) < 0. Now a rea-
sonable question emerges, namely, which of the two scenarios should be used to
represent competitive/interactive death for tree data. In a tree stand model one
could argue that scenario 1 is a more appropriate view than scenario 2 since
trees do not disappear immediately after they die. This thus indicates that
they should not be removed as soon as dm;(t) < 0, since dead trees occupy the
ground where they have been standing some time after their deaths. Also, to
some extent, dead trees inhibit the nutrient access and light absorption of other
trees close to it. On the other hand it might not seem plausible that a tree,
after dying, keeps fighting until it has reached size m;(t) = 0. Furthermore, it
is not reasonable that a new tree would end up very close to the centre of a
recently deceased one, shortly after the death of the deceased tree. Although a
bit artificial in its nature we thus have chosen to use of scenario 1 to represent
competitive deaths, just as in [24].

It may also seem troublesome is that the uniform distribution of the locations,
X; ~ Uni(W), does not prohibit newcomers to end up "within" other individ-
uals, i.e. B[X;,m;(t)] € B[X;,m;(t)]. This however, provided that ¢ > 0 is
not very small, only causes such newcomers’ instantaneous death.



Chapter 3

Parameter estimation

Assume now that we sample the process at times 0 = Ty < ... < T,, =
T. Then, for each £ = 1,...,n, this gives rise to a sampled marked point
configuration Xops(T)) = {[xs, mi(T3)] : i € Q3*} (Figure 1.1 illustrates such a
scenario). In this chapter we start by presenting the methods used to estimate
the parameters in the RS-model. This includes the presentation of the least
squares approach used to estimate the mark related parameters, i, and the
general idea behind the edge correction methods proposed in Paper I. We then
look at ML-estimation in the discretely sampled immigration-death process,
these estimators’ asymptotic properties, and how they can be applied to the
RS-model.

3.1 Estimation of the RS-model parameters

The following least squares approach for estimating the mark related param-
eters, ¥ = (A\,K,¢,r) € RE x R x Ry, and method for the labelling of
naturally dead individuals originally was suggested in [24]. Let XObS(T k) =
{mi (Trs15 90, Xops (Tr)) = i € Q525 } denote the set of predictions of the actual
data marks, {mi(T;Hl) 14 € Q%’f}, generated by equation (2.1) under the
regime of v, based on the configuration X,,s(7%) (in practise we employ the
simulation algorithm presented in [24] in order to create each predicted set
Xobs (Ty) from each set X,ps(T%)). Once having produced XObS(Tk), if the pre-
dicted mark indicates that the individual is alive but the the individual is dead
in reality, this predicted individual will be treated as having died by natural

11



12 3. Parameter estimation

causes in (Tg, Tk+1). The least squares estimates are then found by minimising

n—1
S ) = Z Z 1{i € QF° Y i (T30, Xovs(Th)) — m; (Thot1))”
k=1 icag

with respect to ¢ = (A, K,¢,r) € R x R x Ry, where 1{i € Q%Z;CL} is an

indicator function being 1 if the actual data individual ¢ is alive at time Tjy;.

In order to minimize S (¢) some optimization procedure is required. The ap-
proach used in [24] is to create a grid of parameter values for each of the
parameters in ¢ = (A, K, ¢,r) and then calculate S (¢) for all combinations of
values taken from these grids. One then lets 1[) = (S\,K, ¢é,7) be given by the
combination of grid values which gives rise to the smallest value of S (¢) and
either accepts 1& as one’s final estimate or one creates a new, finer, grid centred
around the estimated parameter values in 1& and repeats the procedure a num-
ber of times until no change in 1 takes place and the grids have all become very
dense. This procedure encounters the problem that the actual optimal combi-
nation of parameters may fall outside the grids, as the grids are becoming finer,
if the initial grid is not chosen correctly. Another approach which is similar
in its nature to the grid search, still avoiding the aforementioned problem, is
to repeatedly draw parameter values ¢ = (A, K, ¢,r) where A ~ Uni(Ap, \p),
K ~ Uni(Kr,Ky), ¢ ~ Uni(cp,cu), v ~ Uni(rp,ry) and for each such com-
bination calculate S (¢), choosing as final estimate the parameter combination
giving rise to the smallest S (10). This MCMC type of method, however, has the
drawback that one needs to make a choice on the upper and lower bounds in
the uniform distributions being drawn from. One could handle this by choosing
initial intervals on which we sample while successively extending the intervals
if candidates near the boundaries are the ones minimizing S (v)). Note that
we do not have to bother too much about the lower bounds since most of the
parameters are bounded below by 0.

Paper I adopts an MCMC-type method (see [20]) where we start by choosing
initial parameter estimates, i.e. let A= X9 >0, K = Ky > 0, c =cg € R and
r = 1o > 0, for which we calculate S () = S (\, K,c,7). We also define the
step sizes ) > 0, dx > 0, 6, > 0, and §. > 0. Now, in each round we

—_

. randomly choose one of the parameters A\, K, r, c;

2. for our parameter of choice, say A, let N’ = A + Z, for Z drawn from
U?’Li(—é)\, (5,\);

3. calculate S (¢') =S (N, K,r,c);
4. if S(¢') < S (1) let A =N, otherwise let A = X;
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5. return to step 1.

We continue to run the algorithm until either S (¢) is less than some predefined
minimum value, say, Syin = 1072 or until we have not seen any decrease in
S (1) for a predefined number of consecutive runs, say, Ny, = 200. We let our
final estimates 1[) = (5\, K ,¢,7) be given by the last ¢ obtained in the algorithm
above. Note that we here utilize the information obtained in the previous step
in order to stepwise get closer to the final estimate.

When minimizing S (¢), in the case of a simulated data set, it can be seen
that S (¢)) may not attain its minimum at the true parameter set but instead
at some biased . This ’incorrect’ shape of S (¢) is mainly due to edge effects
and dependence between certain parameters. This phenomenon is illustrated
in Figure 3.1, a plot of S(¢)) as a function of only A and K where ¢ and r
are kept fixed at their actual values. It is clear from the graph that S(1) is
decreasing as A moves away from its actual value 0.2.

0.07

Plot of S(1,k,c,r),c=0.1andr=1.5

0.06

0.05

0.04

S(rk,c,r)

0.03 Sl
0.02

0.01

0.05

Figure 3.1: Plot of S(¢) as a function of only A and K. ¢ and r are kept fixed
at their actual values, where (\, K, r,¢) = (0.2,0.1,1.5,0.1).

Note that, for instance, two different sets of ¢ and r may result in similar
interactions, due to the form of (2.2). In order to control the estimation routine,
so that this risk of bias is reduced, the approach of Paper I is to find good
starting values, (Ao, Ko, co,70), (as opposed to arbitrarily chosen ones) and to
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choose sensible step sizes, 0y, 0k, Oc, ;.

Paper I presents estimators for a and p when y(m;(¢)) = 1/(1 + m;(t)). The
estimator for o partially compensates for the unobserved individuals who arrive
and die in the same sample interval, (Tj, Tx—_1).

When sampling real data, {Xops(T%)}}_;, one usually considers all individuals
within some region A (in Figure 1.1 circular) which is part of some larger region
W. The individuals in A interact with each other but simultaneously also with
the individuals present outside A, i.e. the individuals in B = W\ A. So, if one
were to estimate some statistics and/or model parameters in a situation where
the interaction among (neighbouring) individuals plays a role, by only taking
into consideration the individuals in A the estimators may generate biased
estimates since the interaction between the individuals in A and those in B
would be neglected. The effects of the absence of the information regarding
this interaction are commonly referred to as edge effects. The risk that the edge
effects generate biases rapidly increases when one deals with small quantities
of data in A, as is the case with our tree data set introduced in Figure 1.1.
Hence, some type of correction method is needed (see e.g. [7, 13, 30]).

We here give the idea behind the edge correction methods proposed in Paper
I. One starts by finding initial (possibly biased) estimates of the model param-
eters, (:)*, based on our original data set (region A). Then, under the regime
of (:)*, we wish to find the expected model behaviour when restricted to region
B (possibly conditioned on the actual data in A), Eg [X[o,77|p]. By doing so
we wish to establish the expected interaction between Eg [Xo 77/ and the
individuals in region A. With Eg [X[o7]/5] at hand we now re-estimate the
model parameters from the actual data (region A), however, this time allowing
for Eg_[Xjo,|B] to interact with the actual data during the estimation. Once

these new estimates have been obtained, we let them replace O, and repeat
the above procedure again. By continuing in this fashion we have an iterative
procedure which we stop once it has fulfilled a given predefined convergence
criterion.

The three edge correction methods presented in Paper I are explained for
the RS-model but they may be applied to other spatial and spatio-temporal
(marked) point processes as well. In the algorithms presented in Paper I the
large rectangular window W will be wrapped onto a torus when we generate
the individuals in the outer region, B, (see e.g. [7, 19, 23, 30]).
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3.2 Estimation in the immigration-death process

We will here look at estimation of («, 1) when the immigration-death process,
{N(t)},>¢, is considered as its own entity and as an application we see how
this estimation can be applied to the RS-model. The results presented in this
section can be found in Paper II.

Assume now that we sample {N(t)},~, as N1,..., N, at the respective times
0=Ty <Ty <...<T,. Since the likelihood function for § = (o, u) € O,
L, (0), is given by the joint density of the distribution of (N(Ty),..., N(T},)),
by the Markov property of N (¢) it can be factorised into a product of transition
probabilities, i.e. L,,(0) = P(N(T1) = N1) [I_3 Py, ,n, (t;0). By assumption
we condition on N(Tp) = 0, so that the log-likelihood will be given by

1n(0) =) logpy,  x, (ATk1;0), (3.1)
k=1

where ATy, 1 =Ty —Ti_1. In the case of equidistant sampling, i.e. AT, 1 =t
for each k =1,...,n, the log-likelihood takes the form

L(0) = > Na(i, j) logpy; (£;6), (3.2)
i,jEE
where N, (4,7) = > ¢_; 1{(Ng—1, Ni) = (i,4)}-

Hereby, for each of the sampling schemes, the likelihood estimator of 8 =
(o, 1) € O (obtained by replacing Ny by N(Tx), k =0, 1,..., in the expressions
(3.1) and (3.2)) will be defined as

An7An :én: lne .
(G fin) arg max I (6) (3.3)

3.2.1 The ML-estimators

The ML-estimator for 8 = («, ) is given by solving the system of equations

D) = Y, ien Na(i,5) 2 logpi;(t;0) =0
anl i jen Nuliy j) 7y log pij(t;6) = 0.

As no closed form solution can be found by solving theses likelihood equations,
numerical methods have to be employed in order to get ML-estimates. What
is possible, however, is to express the estimator of « as a function of both
the sample and the parameter p, hence reducing the maximisation to a one
dimensional problem.

S
=
3
=~
5
=
|
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Proposition 3. The ML-estimator, 0, = (Gns fin), is found by mazimising
In(Gn (1), 1) over ©2 C Ry (the projection of © onto the p-axis), i.e.

An = ln A 5
fi arg max I (G (u), )
&n == dn (ﬂn)v
where
N w/(1 — e Ht) 1 o
an(/u’) = 1—e—nt 5 Z Nn(Zvj)(j —1e Mt)
2 (T - e"“) —1"ijee
1 (e ®N, — N, -
= o 7‘”# n( ]_—Zfl‘t O"‘ZN]C)
(e

3.2.2 Asymptotic properties of the ML-estimators

Assume now that we sample N(¢) at the times T}, = nt, n € N, ¢t > 0 (equidis-
tant sampling). The following two results show that the ML-estimator (3.3) is
strongly consistent (Proposition 4) and asymptotically Gaussian (Proposition
5). We denote by 8y = (o, o) € O the true parameter pair of the immigration-
death process. These results can be found in Paper II. For further discussions
on ML-estimation in Markov processes and asymptotic properties thereof, see
eg. [1,3,6,12, 27

Proposition 4. Let © be any compact subset of Ri. Then the mazimum
likelihood estimator for the immigration-death process satisfies

(dna /ln) 2’ (a0a /1'0)
as m — 0o, where (ag, o) € © is the true parameter pair.

Proposition 5. Let © be any compact subset ofRi. Furthermore, assume that
(log(ag + po) — log(aw))/po = 2t. Then, as n — 00, /1 ((Gn, fin) — (o, 10))
converges in distribution to the two-dimensional zero-mean Gaussian distribu-
tion with covariance matriz, I1(6y)~", given by

-1 _ M
0™ = (1 + e—Hot) ;?o(E -1)-1)

po(2r0—pot(1—e~#01) )4 28 (2= 1) (ro—puat)® o
X (1_e—u0t)2 1+ HT(:' - 1)(7-0 - .UO?

L4 22 (2 — 1)(r0 — pot) L(E—1)(1—e ot
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o 6, 2 )
where E = Y, . %mo(z), To = 1 — e Holt —pote=rot qnd py =
So(l- e rot). Here m, () = P(Poi(ag/uo) € -) is the invariant distribution of
the immaigration-death process.

3.2.3 Application to the RS-model

By the definitions of Q; and N(t), the number of individuals alive at time ¢ is
given by

€] = N(t) - C(t) = B(t) — D(t) - C(t), (3.4)

where |A| denotes the cardinality of the set A and C(t) > 0 denotes the inter-
active death process, i.e. the process counting the total number of individuals

who have suffered a competitive death in the time interval (0, ¢]. We will assume
that C(Tp) = 0 so that |Qp,| = 0.

In the minimisation of S(v), if m; (Tk+1;v, X(Tk)) < 0 for an individual ¢ €
QOTZI’CS, it will be labelled as having died from competition in (Tj, Txt1). We let

the total number of such individuals be denoted by (C'(Ty) — C’(Tk_l)):fbs and
we use it as an estimate of C(Ty) — C(Tx—1). Note that by expression (3.4)
we can write N(T) = N(Tx—1) + |Qp,| — |Q7,_,| + C(T%) — C(T)—1) where
|Qr,| = C(Ty) = 0. The observed version of this is given by

NobS(Tk) = NobS(kal) + ‘Q%ﬂ - |QOTZ;CS,1| + (C(Tk) - C(Tk—l))w

obs?
where [Q%9%] = 0.

When we here find the estimate 6 = (aw(W),4) with our new likeli-
hood approach we use (Ngps(T1), ..., Nops(Tr)) as observation of the sampled
immigration-death process, (N(T1),...,N(T},)), and hence the log-likelihood
is given by

In(0) = ZIngNobs(kal)Nubs(Tk) (T = Tovs (W), ).
k=1
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Chapter 4

Future work and extensions

Regarding possible extensions of Paper I, a thorough study of the RS-model’s
applicability in forestry should be made. Note further that the RS-model here is
presented for a single species. However, it can easily be extended to include the
scenario where interaction takes place also between different species, living and
interacting within the same study region. This extension is made by letting
each species be governed by both its unique individual growth function and
mark interaction function which can be different within and between species.
Hereby the amount an individual is affected by its neighbours depends both
on the distance to the neighbours and their sizes and also on these neighbours’
species.

The motivation for the work in Paper II comes from the need of improving
the estimation of («, 1) in the RS-model, compared to the estimators given in
[24] and one should numerically study the possible improvement achieved. A
further extension of the RS-model is given by adding a Brownian noise in the
mark growth function of the RS-model, i.e. letting the marks be controlled
by dM;(t) = dm;(t) + dB;(t) where the B;(t)’s are independent Brownian
motions, so that it incorporates uncertainties in the mark sizes. Having made
this extension we hope to find a full likelihood structure for this multivariate
diffusion type RS-model, where L(a,p) constitutes a part of the likelihood
structure. A further improvement of Paper II that possibly can be made is
to improve the invertibility condition given in Proposition 5 in Chapter 3 so
that asymptotic normality holds for all (ag, o) € ©. Furthermore, in order
to become more realistic in applications, N(¢) could be extended by letting
the arrival intensity, «, and the death rate, u, be non-constant functions of
time, or in themselves Markov chains (in the latter case N(¢) thus becomes a

19
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hidden Markov model) whereby, possibly, results similar to the ones found in
Paper II can be established and the type of modelling done in Paper I can be
developed.



Chapter 5

Summary of Papers

Paper I: Some edge correction methods for
marked spatio-temporal point process models

In this paper we consider the RS-model where the death rate of the underlying
immigration-death process depends on each individual’s mark size, as opposed
to the approach used in [24] where the death rate was constant.

We then discuss the estimation of the parameters when the process is sampled
discretely in time. Since we let the death rate depend on the size of the individ-
ual, a new estimator is derived which takes the size changes of the individuals
into consideration. Also a new estimator is suggested for the arrival inten-
sity, which compensates for the unobserved arrivals and deaths of individuals
arriving and dying between two consecutive sample time points.

To improve the estimation of the growth and interaction parameters, three edge
correction methods for (marked) spatio-temporal point processes are proposed.
They are all based on the idea of placing an approximated expected behaviour
of the process at hand outside the study region. We then let these simulated
realisations outside the study region interact with the data during the estima-
tion. We estimate this expected behaviour by simulating realisations of the
process, under a parameter choice based on some non-edge corrected initial
estimates, and for each such realisation we generate new estimates which we
average over to get our final estimates. By rerunning the whole procedure and
using our edge corrected estimates to generate the surrounding realisations, we

21
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have created an iterative procedure which we stop once some given stopping
criterion is fulfilled. Furthermore, we discuss three different approaches to run
this type of edge correction and we present each of them in the context of the
RS-model. When we numerically evaluate our edge corrected estimation proce-
dures for the RS-model we see that we manage to reduce the bias substantially,
compared to when no edge correction is applied.

Paper II: Maximum likelihood estimation in a dis-
cretely observed immigration-death process

In this paper we consider the immigration-death process, N(t), and specifically
we treat the ML-estimation of the parameter pair governing it, 0 = (o, u) €
© C R%, when © is compact and N(t) is sampled discretely in time; 0 = Ty <
T <...<T,, N(To) =0.

In order to find the likelihood structure of this continuous time Markov chain
we derive its transition probabilities, and further, we manage to reduce the
likelihood maximisation from a two dimensional problem to a one dimensional
problem, where we maximise the likelihood, L(«, u) = L(&n(p), 1), over the
projection of © onto the p-axis.

Furthermore, by considering N (t) as a Markov jump process we have shown
that, under an equidistant sampling scheme, Ty = kt, t > 0, k = 1,....,n,
the sequence of ML-estimators, 6, (N (T%), ... N(T,)), is consistent and asymp-
totically Gaussian. The asymptotic normality requires the Fisher information
matrix invertability condition (log(ag+ o) —log(ao))/ o > 2t, where (g, o) is
the underlying parameter pair. These results are further corroborated through
simulations. In the simulations we see that the estimates approach the ac-
tual parameters and also that the empirical distribution of the estimates show
strong indications of Gaussianity, even when the invertability condition is not
fulfilled. We discuss how the ML-estimator, 6, (N(T}),...N(T,)), could be
applied to the RS-model when N (t) controls the arrivals of new marked points,
as well as their potential life-times. The motivation for this work comes from
the need of improving the estimation of o and g in the RS-model, compared
to the estimators given in [24] and in Paper I.
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Some edge correction methods for marked
spatio-temporal point process models
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sity of Gothenburg, 412 96 Géteborg, Sweden
E-mail address: ottmar@chalmers.se

Abstract:

We propose three edge correction methods for (marked) spatio-
temporal point processes. They are all based on the idea of placing
an approximated expected behaviour of the process at hand (simulated
realizations) outside the study region which interacts with the data dur-
ing the estimation. These methods are applied to the Renshaw-Sarkka
growth-interaction model (RS-model) presented in [16]. The specific
choices of growth function and interaction function made are purely mo-
tivated by the forestry application considered here. A new estimator has
been derived for the death rate (since the distribution of the life-time of
an individual is allowed to depend on its current size) and, furthermore,
we propose a new estimator for the (Poisson process) arrival intensity
which compensates for the (unobserved) individuals arriving and dying
between two sample time points without having been observed. The pa-
rameters related to the development of the marks are estimated using
the same least-squares approach as proposed in [16]. Finally, the edge
corrected estimation methods, in the context of fitting the RS-model,
are applied to a data set of Swedish Scots pines.

Key words: Edge correction, Spatio-temporal marked point process,
Least squares estimation, Maximum likelihood estimation



1 Introduction

Many of the spatial point structures, with appurtenant marks, which are
encountered in nature and in our surrounding environments, are in fact
results of evolutionary processes which have been developing over time.
One example of such a process is a forest stand which, from once being an
empty piece of land, grows and changes over time to become the full stand
observed at a later time point. Often these marked spatial structures are
measured only at one specific time point, thus containing no information
regarding the temporal aspects of the evolutionary process responsible
for the generation of the data. Hence, in situations such as these, tree
stands and other marked patterns are treated as realizations of marked
point processes (see e.g. 18| and [6]).

However, if one wants a more thorough understanding of the de-
velopment process and its inherent interaction mechanisms one cannot
ignore the collective development of the locations and the marks (sizes)
through time. This new scenario makes us to take on a somewhat differ-
ent approach where one treats recorded time series of marked patterns
as outcomes of the development of spatio-temporal marked point pro-
cesses. This second approach has been less studied, however. As the
aspect of time enters the model the level of complexity quickly increases
and formulating involved models, which try to cover every aspect of the
development, usually has the drawback of creating decrease in tractabil-
ity, applicability and interpretability (see e.g. [5]). It is therefore neces-
sary to formulate models which are tractable and easily interpreted but
yet manage to cover the relevant aspects of spatio-temporal modelling.
One such model is what here will be referred to as the Renshaw-Sarkka
growth-interaction model (RS-model) which has been studied in a series
of papers, most recently in [15], [13], [16] and [14].

When measurements are made in some bounded study region, the
structure of the spatial dependences and interactions existing between
individuals outside and inside the study region remains unobserved. This
phenomenon, which in particular concerns those individuals inside the
study region who are close to its boundary, is generally referred to as
edge effects. In the context of estimation, if the study region contains a
large number of individuals the edge effects may not have a large impact



on the estimates. However, it may be the case that we deal with a small
study region which contains only a small amount of data, which often
is the case with tree data. In such cases there is a substantial risk that
the edge effects generate quite severe biases and we therefore need some
type of edge correction method when estimating the model parameters
and summary statistics of interest. In the case of non-temporal analyses
a number of methods for edge correction have been devised (see e.g. [7])
but these are not so easily generalized to the spatio-temporal setting.
Hence, our main objective here is to develop methods which correct for
these edge effects in the spatio-temporal setting.

We consider three edge correction methods which all, more or less,
are based on the same idea. Initially one makes a first estimation (with-
out edge correction) of the parameters of interest, ©, thereby generating
a set of biased parameter estimates, ©,. Once these estimates have been
found one re-estimates the parameters, although, this time placing the
“expected behaviour” of our spatio-temporal process, under the regime
of é*, in a buffer zone which surrounds the study region. During the
re-estimation the individuals in this buffer zone have the purpose of in-
teracting with the individuals (trees) at the boundary of the observation
window, hence affecting the new estimates. These new edge corrected
estimates will now replace O, and will then in turn be used to generate
a new expected behaviour of the process. By letting this new expected
behaviour take the place of the previous one we re-run the whole proce-
dure, hence producing a new set of estimates. We iteratively continue in
this fashion until we see convergence in the estimates. Now the question
still remains regarding what is meant by and how to find this so called
“expected behaviour” of the spatio-temporal process. The three edge
corrections presented in this paper are basically three ways of estimating
this expected behaviour and they are all based on successive simulations
of an interacting process living outside our study region.

All three edge corrections presented in this paper will be applied to
a slightly modified version of the RS-model (see [16]). The model consid-
ered here differs from its predecessor in that it allows the (exponential)
distribution of each individual’s life-time to vary with its size. This
slight change of the process has had the consequence that a new maxi-
mum likelihood (ML) estimator for the death rate parameter has been
derived, which takes into account that the size of an individual influences



its viability. Furthermore, a new ML-estimator has been derived for the
arrival intensity of the immigration process (Poisson process) governing
the arrivals in time of new individuals. This new arrival intensity estima-
tor tries to compensate for the unobserved births and deaths occurring
between the time points at which the process is sampled. The parame-
ters related to the growth of the marks and the interaction between the
marks, just as in [16], will be estimated separately from the arrival in-
tensity and the death rate. [16] presents an approach where these mark
related parameters are estimated using the least-squares method and we
here choose to follow the exact same approach.

The paper is set up as follows. In Section 2 we will present the
slightly modified version of the RS-model, in which the distributions of
the life-times are allowed to vary with the sizes of the individuals. The
least squares approach used in the estimation will be presented in Sec-
tion 3 together with the new death rate estimator and the new arrival
intensity estimator mentioned above. Further, in Section 4, we present
the data set of Swedish Scots pines considered. In section 5 we describe
in detail the three previously mentioned edge correction methods devel-
oped for spatio-temporal point processes (with interacting marks). In
Section 5 we will also present the results obtained in the evaluation of
the methods and once these methods have been presented and evaluated
(in the context of the RS-model), they are applied to our Scots pine data
set.

2 The model

The spatio-temporal growth-interaction model has recently been studied
by Renshaw and Sérkkd in [15] and [16] and by Renshaw et al. in [14].
We here investigate the model given in [16], with the modification that
the distribution of an individual’s lifetime is allowed to depend on its
size. The process is defined as follows.

The base of the process can be described as an immigration-death
process where the immigration part governs arrivals of new individuals
to a region of interest, W C R?, and a death part handling the number
of 'natural deaths’ occurring. Additionally, upon arrival, individuals are



assigned locations and appurtenant marks (sizes) which change deter-
ministically over time.

More precisely, individuals enter W randomly in time according
to a homogeneous Poisson process with intensity av(W), a > 0, where
v(W) denotes the area of W. As individual i arrives at time ¢{ it is
assigned a location x; ~ Uni(W). Together with its location each in-
dividual is also given an initial mark (size) m;(t?) = m{ which can be
taken as some fixed positive value (suitable when individuals are not ob-
served until they have reached a certain size). Alternatively, one could
draw m{ from some distribution, for example the Uni(0, €)-distribution,
e > 0, as in [16]. Note that at this stage, at each fixed ¢, the point pro-
cess generated by the x;’s corresponds to a homogeneous spatial Poisson
process with intensity at, observed on W.

Once an individual arrives at W it instantly starts changing its size
deterministically according to m;(t) = m? + ftto dmi(s), t > 19, where

dmi(t) = f(mi(t);0)dt+ > h(mi(t),m;(t),xi,x;;0)dt. (1)
JEQ
J#i
Here €); is the index set comprising the individuals alive at time ¢,
f(m;(t);0) is a function determining the individual growth of mark i
in absence of competition with other (neighbouring) individuals and
h (m;(t), m;(t),xi,x;; ) is a function handling the individual’s spatial in-
teraction with other individuals. Note that it may happen that m;(t) <0
and once this happens we consider an individual to have died ’competi-
tively’, just as in [16].

As previously mentioned the so called natural deaths are governed
by the death process which is defined as a simple death process having in-
tensity function pp(-), p > 0, where p(-) is a function of the marks. This
means that as time passes an individual’s Exp(up(m;(t))) -distributed
remaining lifetime will change with its size. An alternative way of ex-
pressing the behaviour of the death process is to say that the conditional
probability that an individual ¢ dies naturally during (¢, t+dt) given m;(t)
equals pp(m;(t)) dt+o(dt). While [16] uses p(m;(t)) = 1 we here consider
p(m;(t)) = 1/(1 4+ m;(t)), implying that individuals become more viable
as they grow; a choice motivated by our forestry applications. If, on the



contrary, one wishes to consider individuals who become less viable as
they grow in size then, for instance, p(m;(t)) = m;(t)/(1 + m;(t)) would
be a better candidate.

The Von Bertalanffy-Chapman-Richards growth function has pre-
viously been used to model the development of the radii of isolated Scots
pines [10]. This growth function has as special case the logistic growth
function [14] and its shape resembles the shape of the Von Bertalanffy-
Chapman-Richards growth function fitted in [10]. We therefore consider
the logistic growth function, given by

7m0 0) = ds) (1= 5. )

both a good and a tractable candidate for our purposes (see e.g. [14]
and [16]). Expression (2) contains the two parameters A > 0 and K > 0
which, respectively, denote the growth rate of a mark and its upper
bound (carrying capacity). If we consider an individual in absence of
interacting neighbouring individuals then (1) together with (2) gives rise
to the ordinary differential equation dm;(t)/dt = Am;(t) (1 — m;(t)/K)
for which the solution is given by

K

milt) = 77 (K/m0 — 1) e ™"

(3)

Note that (3) (and thereby (2)) requires that m? > 0.

Just as for the individual growth function the possible choices of
spatial interaction functions are many (c.f. [8], [14] and [16] for examples
of interaction functions and related discussions). Here, we consider the
so called area interaction function, given by

v (B [xi,rm;(t)] N B [x;j,rm;(t)])
v (B [x;,rm;(t)])

h (mi(t), m;(t),x;,xj5¢,1) = —c , (4)
where ¢ € R is the force of interaction and r > 0 is the scale of interaction.
Furthermore, B [x;,7m;(t)] is a closed disk centred at x; with radius
rm;(t) and it is referred to as the ’influence zone’ of the individual.
Since competition for resources takes place only within influence zones
([3] and [20]), individuals ¢ and j will compete only when their influence



zones overlap, i.e. when B [x;,rm;(t)] N B [x;,rm;(t)] # 0. This non-
symmetric soft core interaction has the effect that large marks influence
small marks more than the other way around, yet allowing the small
marks to play their part. This interaction model is more realistic in tree
modelling applications than symmetric interaction models ([14] and [16]).
Depending on the choice of parameters, this area interaction function
has the ability to generate regular as well as aggregated point patterns
(despite the underlying uniform distribution of the locations) [13].

3 Estimation

An expression of the full likelihood function is not known for this model
and although likelihood methods are generally highly desirable due to
their asymptotic properties, under certain regularity conditions (see e.g.
[2] and [19]), other more tractable estimation methods often generate
estimates of similar quality. We here follow [16] by estimating 6 =
(A, K,c,r) using the least squares approach. The death rate, p, and
the arrival intensity, «, are estimated separately by the ML-method.

Regarding the simulation of the process, [16] presents an algorithm
where W is the unit square wrapped onto a torus and p(m;(t)) = 1,
which is easily modified to suite any choice of p(m;(t)) (in particular
p(mi(t)) = 1/(1 +m;(t))) and any W C R2. When computing m;(t) it
should be noted that one does not have to include all j € Q; \ {i} in the
sum in expression (1), rather only those within the maximal interaction
range, i.e. j € Q \ {i} such that ||x; — x;|| < 2rK.

Given that T; and N7, j = 1,...,n, respectively, denote the jth
sample time and the total number of individuals observed by time T},
we let our data set be represented by
X = {X(TJ)}?zl = {(Xij,mij, IU) 1= 1, ce ,NT]. };L:l, where Xij =
x;(T5), mij; = m;(Tj) and I;; = I;(T};). The functions I;(-),i =1,..., Ng,,
are indicator functions such that I;(¢) = 1 if individual 7 is alive at time
t and I;(t) = 0 if the individual is dead at time ¢. As before x;(-) and
m;(-) denote the location and the size of individual i, respectively. Note
also that the index set comprising the individuals alive at time ¢ can be
written as Qy = {0 € {1,..., N} : I;(¢) = 1}.



3.1 Least squares estimation of \, K, ¢, and r

Considering a set of parameters § = (A, K,¢,r) and a configuration
X(Ty), let m; (T 4150,X(T})), i € Qr,,,, denote the prediction of m;; 1)
from X(Tj), based on calculating equation (1). If an individual has
m; (Tjy1;0,X(Tj)) > 0 while I;(;,1) = 0 it will be treated as having died
by natural causes during (7}, Tj+1). Our least squares estimates are then
found by minimizing

n—1
S©O) =" ¥ Ligen [ (T30, X(T)) = miggn)]

j=1 iEQTj

with respect to § = (A, K,¢,7) € Ry x Ry xR x R

In order to minimize S (#) some optimization procedure is required.
We here adopt an MCMC-type method (see [12]) where we start by
choosing initial parameter estimates, i.e. let A = X g > 0, K = Ky > 0,
c=c¢p € Rand r =rg > 0, for which we calculate S (6) = S (\, K, ¢,r).
We also define the step sizes 6y > 0, g > 0, 6, > 0, and J. > 0. Now,
in each round we

1. randomly choose one of the parameters A\, K, r, c;

2. for our parameter of choice, say A, let ' = X\ + Z, for Z drawn
from Uni(—0dy,0y);

3. calculate S (0") = S (N, K,r,c);
4. if S(0") < S(0) let A = X, otherwise let X\ = \;

5. return to step 1.

We continue to run the algorithm until either S (6) is less than some
predefined minimum value, say, Smin = 107> or until we have not seen
any decrease in S (6) for a predefined number of consecutive runs, say,
Ninaz = 200. We let our final estimates 6 = (;\, K,eé, 7) be given by the
last 6 obtained in the algorithm above. Note that we here utilize the
information obtained in the previous step in order to stepwise get closer
to the final estimate.



When minimizing S (0), in the case of a simulated data set, it can
be seen that S (f) may not attain its minimum at the true parameter set
but instead at some biased 6. This ’incorrect’ shape of S (6) is mainly due
to edge effects (discussed further in Section 5) and dependence between
certain parameters. For instance, two different sets of ¢ and r» may result
in similar interactions, due to the form of (4). In order to control the
estimation routine, so that this risk of bias is reduced, our approach is
to find good starting values, (Ao, Ko, co,70), (as opposed to arbitrarily
chosen ones) and to choose sensible step sizes, 0y, 0k, d¢, dr. The exact
forms and derivations of these are given in Appendix A.1 and A.2.

3.2 Estimation of p

Let fr,(tklp), k = 1,...,np, denote the densities of the random life-
times Lq,..., Ly, (observed as ti,...,t,,) of the ny individuals who
have died from natural causes by time 7' (determined during the min-
imization of S(f)), given some natural death rate function pp(m;(t)),
and let t?( Li)r ,t?( Lny) denote the birth times of the individuals hav-
ing these life times. Also, under the same natural death rate regime, let
S1,...,Sm, denote the my random lifetimes of the individuals who are
still alive at time T' (observed as $i,...,Sm,). Then the likelihood of

the death rate, u, is (approximately) given by

L(p) = ] fu.telw) TIPS > silw)
k=1 =1

= ﬁ p <mi(Lk) (t?(Lk) + tk)) exp {—MP (mi(Lk) (t?(Lk) T tk)) tk}
k=1

mr
% H e—uﬂ(mz‘(sl)(T))Sz7
=1
where m;(r,)(t) denotes the observed mark, at time ¢, of the individual

having life time L. Similarly m;g,)(T") denotes the observed mark size
at time 7', of the individual having lived time S; at time 7. By solving



with respect to p in dlog (L(u)) /du = 0 we get the ML-estimator

fio= nT/ <§P (mz‘(Lk) (t?(Lk) + tk)) tr + %P(W(sg(ﬂ)&)(f))
=1

In the case of p(m;(t)) = 1 this reduces to the estimator, fiy, found in
[16]. Since we sample the processonly at 0 =Ty < Ty < ... < T, =T,
neither the actual death times, t(.)( Le) +tx, k = 1,...,np, nor the sizes

at these death times, mZ(Lk)( i T tr), k =1,...,np, will be known.
Recall that we label an individual as naturally dead once the predicted
mark 1m; (Tj41;0,m;(T;)) > 0 while I;j;1) = 0, during the calculation
of S(0). Let T};r,) be the last sample time at which individual (L)
was observed ahve and let mz( 1) (Tj,i(L,)) denote the prediction of its
mark at 7T} ;( Ly)- This censoring forces us to approximate (5) by

fi1 /(Z P (i(Ly) (Lk))) (Tj,i(Lk) - t?(L;Q) (6)
+ Z p(mis)(T)) (T - t?(sl)> ) :
=1

As pointed out earlier, the process is observed only at the sampled
time points 0 = Ty < 11 < ... < T, =T so that the actual birth times
(and death times) of the individuals remain unknown. Conditioned on
the number of individuals arriving during (7j_1,7}] the arrival times
of the individuals will be uniformly distributed on (7;_1,7Tj) (see e.g.
[9]). Thus, when estimating p, for each interval (7} 1,T~], we simulate
AN7;_, = Ny; — Nt;_, birth times having a Uni(T;_1,T}) distribution,
provided that ANT];1 > 0, which in turn are assigned to all individuals
being observed for the first time at 7. The question regarding which
arrival time to assign to which individual is solved by giving the first
arrival time to the individual who is the largest at time T}, the second
arrival time to the individual which is the second largest at time T); and so
forth. This will have the consequence that the life times will be random.
Hence, by repeating this procedure a suitable number of times, each time
simulating new random birth times, we generate a set of estimates of
which are used to estimate a standard error for /.
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3.3 Estimation of «

Let B(t) > 0 denote the actual number of immigrants by time ¢ and
let Np, = ‘U?ﬂQTj‘, j = 1,...,n, denote the number of individuals
observed at sample times up to 7. Concerning the estimation of «,
the approach of [16] is to ignore all the unobserved individuals who
arrive and die within the same time interval (7},7)41), resulting in
the immigration-increments AB(Tj-1) = ANr,_,, j = 1,...,n, where
AB(TJ,Q = B(T’J) - B(Tyfl) and A]VTJ._1 = NTj - NT]._I. Since B(t)
is a Poisson(aw(W))-process, its (independent) increments are
Poi(a(Tj41 — T;)v(W))-distributed. This being the scenario, an ML-
estimator for a (see [16]) is provided by

Nr,,
= T (W)’ @

A~

@

This estimator is unbiased under the hypothesis that N°(t) = B(t)
since E[Ng, /T,v(W)| = E[Ng,]/Tov(W) = oL, v(W)/Tov(W) = a.
This approach, however, underestimates « since we do not account for

the individuals who arrive and die in the same sample interval, (Tj, Tx—1),
(see [16]).

One possible way of partially compensating for this bias is to add
to each increment of the observed process, ANT,_,, the expected number
of individuals suffering a natural death among the expected number of
individuals arriving during (7)j—1,7}). Since the expected number of
arrivals during (71, 7}) is unknown it will be replaced by an estimate
hereof, provided by expression (7). Regarding the expected number of
natural deaths, provided by u, it will be governed by ji, the estimate of
i found in the previous subsection. The estimator takes the form

n

A NTn 1 AT’j—l —fp(mOAT; 1
O[_Tnu(W)—FTnv(W)Z{NT" T, <1 ¢ ’ > !
——

=&y

where |z] denotes the integer part of z and AT;_y = T — Tj—1. The
derivation of the estimator as well as some characteristics of it and its
relation to &g can be found in Appendix A.3.
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4 Data

Before presenting the edge correction methods we will introduce the spe-
cific tree data set under consideration. The data set we consider consists
of measurements of locations and diameters at breast height (dbh) in a
west Swedish Scots pine stand!. Recordings have been made in the years
T = 1985, To = 1990, and 75 = 1996 and the approximate age of the
stand in 1985 was 22 years, thereby setting Ty = 1963. Note that only
the time intervals in which births and deaths occur are known, leaving
the actual birth and death times unknown. All measurements have been
made on a circular region of radius 10 meters where trees having reached
0.01 m dbh are included in the data set. Figure 1 illustrates plots of
the data set with scaled radii (factor 10), for improved visualization,
together with the appurtenant radius histograms.

Rac 1085 Rac 1960 R 1005

g . g ; S

Figure 1: Swedish Scots pines recorded in 1985 (left), 1990 (middle) and
1996 (right). Upper row: Histograms of the radii. Lower row: Locations
of the pines with scaled radii (factor 10).

Note how the size histogram tends to change as time elapses, with
an increasing number of large trees. This is further confirmed by Table
1.

! Area number ("Trakt") 1562, Stand number ("Palslag") 2060 - The "Lilla Edet"

area.
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T; 1984 1990 1996
Nr, 13 26 43

Mean radius | 0.0557 0.0619 0.0640
Radius s.d. 0.0050 0.0074 0.0096
maXjeqr, Mij 0.0645 0.0775 0.0860

Table 1: Total number of trees, estimated mean, estimated standard
deviation (s.d.) and maximum of the Scots pine radii at each sample
time.

The RS-model has previously been fitted to data sets such as this
[16]. However, since the number of trees present at each time point is
fairly low it is important to take the edge effects into account, i.e. we
have to somehow, for each sample time, estimate the behaviour of the
unobserved trees surrounding our region of interest. Given this estimated
information one can then correct the estimates such that the unobserved
interaction between the region of interest and its surrounding area is
compensated for.

5 Spatio-temporal edge correction

When sampling real data, X, one usually considers all individuals within
some region A (here circular) which is part of some larger region W. The
individuals in A interact with each other but simultaneously also with
the individuals present outside A, i.e. the individuals in B = W \ A.
So, if one were to estimate some statistics and/or model parameters
in a situation where the interaction among (neighbouring) individuals
plays a role, by only taking into consideration the individuals in A the
estimators may generate biased estimates since the interaction between
the individuals in A and those in B would be neglected. The effects of
the absence of the information regarding this interaction are commonly
referred to as edge effects. The risk that the edge effects generate biases
rapidly increases when one deals with small quantities of data in A, as
is the case with our tree data set introduced in Section 4. Hence, some
type of correction method is needed (see e.g. 4], [7] and [21]).
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A simple edge correction method would be the so called minus
sampling method (see e.g. [17]). First one finds all individuals who fall
within a buffer zone, C' C A, consisting of all points x € A located less
than some distance dy > 0 from the boundary of A. Then one carries
out the estimation based only on the individuals in A\ C, yet taking
into account the locations and marks of the individuals in C. In doing
this we let the individuals in C' and A \ C affect each other, yet basing
the computation of the statistic or the parameter estimate in question
only on the individuals in A \ C. However, in situations where there is
a limited amount of data in region A, as in our pine data set, removing
data is not an option and this method therefore is not applicable.

A more sensible way of doing (spatio-temporal) edge correction in
situations where there is little data available is to utilize the features
of the parametric model which one attempts to fit to the data. We
here give the idea behind the edge correction methods presented in this
section. One starts by finding initial (possibly biased) estimates of the
model parameters, @*, based on our original data set (region A). Then,
under the regime of ©,, we wish to find the expected model behaviour
when restricted to region B (possibly conditioned on the actual data in
A), Eg [Xjo,r/8]- By doing so we wish to establish the expected in-
teraction between Eg [Xjo /5] and the individuals in region A. With
Eg [Xjo,ml5] at hand we now re-estimate the model parameters from
the actual data (region A), however, this time allowing for Eg [X[o 1)[5]
to interact with the actual data during the estimation. Once these new
estimates have been obtained, we let them replace O, and repeat the
above procedure again. By continuing in this fashion we have an iter-
ative procedure which we stop once it has fulfilled a certain predefined
convergence criterion.

The question still remains, however, regarding how to find the ex-
pected behaviour, Eg [Xjo,m|B]. We here suggest three methods based
on the idea described above where Eg [X|o 77/p] is estimated from suc-
cessive simulations of a (possibly interacting) version of our parametric
model, restricted to region B. All three methods are similar to the ideas
presented by Geyer in [1]| in the sense that they all use simulated data
as interacting data in region B. At each iteration step, at the sample
times 11,...,T,, all three methods sample a series of simulated process
realisations which all live in region B. Thereafter each such sampled
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simulated outer realisation is combined with the actual data, X, to form
a full data set, X*, on W = AU B. From each new data set X* we
carry out our estimation procedure, however, as opposed to using the
full data set X* in the estimation we here only include X (region A) in
the calculation of the estimates/statistics while we simultaneously let the
(simulated) individuals in B interact with X (thereby influencing the es-
timates generated from X). Now, in a given iteration step, by averaging
over all estimates generated from each simulated outer realisation we get
the final estimates for that specific iteration (this is how the simulated
outer regions are considered to create an estimate of Eg [Xo 5] and

its interaction with X). This averaged set of estimates now replaces O,
and by repeating the whole procedure once again we have executed the
next iteration step.

A further question, yet to be explained in detail, is the stop-
ping criterion used in the algorithms. Note that the estimates may be
vector-valued. For each of the algorithms, given that we use N simu-
lated outer realisations in each iteration, we will keep running it until
the estimates, @*, generated in two consecutive iterations differ by at
most a distance € > 0. Once this has occurred we save these estimates
and run the algorithm for another M — 1 iterations and average over
the M estimates hereby generated, in order to get our final estimates.
Another possible stopping criterion which may be used is the follow-
ing. We run M iterations of our edge correction, hence generating a set
of M estimat@\El = {@i, ce @i‘/l}, for which we estimate the vari-

ance, 6’% = Var(Z1), component wise. By running one more iteration
of the edge correction, thus getting a new vector of estimates, @M+,
we create the set Zo = {©2,...,0M ©M+11 for which we estimate the

—_—
variance, 63 = Var(Zz). We continue in this fashion, i.e. creating

Eir1 = (5 \ {0}) U{OM+} i =23 ..., to get 62,4 = Var(Zin1),
until ||62, || < € for some € > 0, where ||-|| is the Euclidean norm. Since
the second approach considers the variation of a large number of esti-
mates it is generally preferable to the first method. However, the first
stopping criterion is less computationally demanding than the second
one (since we have to wait M iterations before we can judge whether to
stop or not in the second one) and it does a good enough job for the
illustrative purposes we have here. Hence, in what follows we choose to
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apply the first of the two stopping criteria.

We will use the remainder of the section to present, discuss and
evaluate the different methods.

5.1 Edge correction methods

The three edge correction methods we will present are explained for
the RS-model but they may be applied to other spatial and spatio-
temporal (marked) point processes as well. In the algorithms presented
here the large rectangular window W will be wrapped onto a torus when
we generate the individuals in the outer region, B, (see e.g. [4], [15],
[11] or [21]). Recall that we sample the process as X = {X(TJ)};”:1 =
{(Xij7mij7Iij) 1= 1, e ,NT]. };L:l, where Xij = XZ'(Tj), mg; = mZ(T])
and I;; = I;(T}) is an indicator function such that I;(t) = 1 if individual
i is alive at time ¢ and I;(¢) = 0 if the individual is dead at time t.
Also recall that m; (Tj11;0,X(7})), i € Qr, ., denotes the prediction of
m;(j+1) from X(T}) generated by equation (1), under 6 = (X, K, ¢,7) €
Ry xRy x R x R;.

For a general process the three edge correction methods would
have been presented in such a way that the whole parameter set would
have been considered in each iteration. But in the case of the RS-model
we may in fact omit the re-estimation of p and « since their estimates
tend not to change significantly between two iterations, despite the fact
that we anew label individuals as naturally dead once S(0) is evaluated
for a new set of parameters 6, possibly leading to other life-times (of
the naturally dead individuals) used in the estimator generating the new
estimate {1 (hence also leading to a new estimate &). Note that below
116, — ]| represents the Euclidean distance between 6, and 6.

5.1.1 Simple simulation of the outer region

We here present the first of the three methods; an algorithm which illus-
trates the basic idea on which all three methods are based.

1. Choose some small € > 0 and positive integers M and N.
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2. Estimate the parameters from the data set X (region A) to generate

a set of (non-edge-corrected) estimates 0, = (5\*, Ko, ba, Py ).
3. Fort=1,...,N:

(a) Simulate the process on W = AU B, based on 6, and (i, &),
and sample it at T1,...,T, (where W is wrapped onto a
torus).

(b) Create the data set X* by removing what has been simulated
in region A (for the sample times 77, ..., T,) and then replac-
ing it with the data, X.

(c) Least squares estimation of § = (), K, ¢, r) based on X*:

Minimize

n—1
S(0) = Z Z L1y [ (Tjq5 0, X(Ty)) — mi(j+1)]2

Jj=1 iEQTj H{k€Zy x,cA}

w.r.t. 0 to get the estimates in this iteration, §; = (A, K, ¢, 75).-
Note that we include only the individuals in X (region A) in
the sum of squares S(f). Also note that we must generate
the predictions m; (Tj41;0,X(7})) for all the individuals in
X* (the individuals in B in A hereby interact) each time we
evaluate S(0) for a new 6.

1L 1 Y 1L 1 Y
4. Calculate § = <N;)\N;KN;CN;T>

5. If’
3. Also set 0, = 0.

0, — éH < eset 0 = and go to step 6, otherwise go to step

6. Forj=1,...,.M —1:

(a) Repeat steps 3 and 4 to generate the estimates 6 and set
0. =20.

(b) Denote these estimates by 6\ = ()\(j), KU, C(j),’l“(j)).
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7. Let the final estimates be given by

5 Loy Lot L~ o) L X0
6 = MZ)\ ,MZK ,MZC ,MZr .

i=1 i=1 i=1 i=1

Since the algorithm averages over all estimates él, ey Oy ina given
iteration, it reduces the risk of having surrounding areas of too artificial
nature generating the estimates. For instance, it is possible that some
large individual(s) in B, close to the boundary of A, end up within the
interaction range of some large individual(s) in A for a given simulated
surrounding area. Such a scenario would not be encountered if the two
individuals had been interacting naturally with each other throughout
time. The algorithm above, through its averaging effect, reduces the
strong impact which an extreme situation such as the aforementioned
may have on some of the estimates.

5.1.2 Rotations of the outer region

We now consider a modifications of the previous algorithm which differs
in the way it generates the surrounding realisations. Instead of simulat-
ing several outer realisations at each iteration, the idea here is that we
instead use only one simulated outer region which we rotate a number of
times, relative to the actual data, X. By combining X with each rotation
of the outer region we get a series of full data sets on W on which we
base the estimation.

More specifically we replace step 2 and step 3 in the algorithm
presented in Section 5.1.1 by

2*. Estimate the parameters from the data set X (region A) to generate

a set of (non-edge-corrected) estimates 0, = (S\*JA{*, é*,f*).

Choose the angles w1 < ... < wy either according to w;11 — w; =
2w /N or w; ~ Uni(0,27). For all ¢ = 1,..., N, perform coun-
terclockwise rotations (around the centre of A) of all locations,
xi = (g, yx), in X:

Xk (wi) = (2 cos(w;) — yg sin(w;), zx sin(w;) + yx cos(w;)) .
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We get the rotated data sets X, ..., X,y
3*. Simulate the process on W = A U B, based on 6, and (i1, &), and
sample it at T1,..., T, (where W is wrapped onto a torus).
Fori=1,...,N:
1. Create the data set X7, by removing what has been simu-

lated in region A (for the sample times T1,...,T,) and then
replacing it with the rotated data, X,,.

2. Least squares estimation of § = (), K, ¢, ) based on X, :

Minimize
n—1
~ 2
S(0)=> > Liggry [ (T 0, X(T5)) — migjn)]

j=1 i€y k€L xy (wi)EA}

w.r.t. 0 to get the estimates in this iteration, 0; = (Niy Ky ciymi).
Note that we include only the individuals in X (region A) in
the sum of squares S(#). Also note that we must generate
the predictions m; (Tj41;0,X(T})) for all the individuals in
X%, (the individuals in B in A hereby interact) each time we
evaluate S(0) for a new 6.

As mentioned in step 2* one possibility is to use random angles.
Although this adds an extra component of randomness to the procedure
it has the drawback of allowing for situations where two or more of the
angles become nearly the same, hence increasing the risk of the type of
extreme estimates mentioned in Section 5.1.1. We therefore choose not
to evaluate the version with random angles any further.

5.1.3 Outer region influenced by the growth of the data

Instead of rotating the surrounding area to avoid estimates based on the
artificial surroundings described in Section 5.1.1 one may choose to con-
dition on the development of the individuals in X (region A) when gener-
ating the surrounding individuals in region B. Our third edge correction
method tries to overcome the problem of these artificial surroundings
by letting the actual data individuals enter region A and directly start
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growing, alongside the simulation of the surrounding individuals which
takes place in region B. During this growth the individuals in region A
are allowed to influence the development of the individuals in region B
but not the other way around. By doing this we try to mimic the actual
underlying growth scenario.

Since the actual arrival times and the exact growth patterns re-
main unknown, an individual will enter A at an arrival time simulated
uniformly over the sample time interval in which it was first observed
(jumps of a Poisson process are uniformly distributed over time intervals)
and then grow linearly between its observed sizes at the sample times so
that it (possibly) affects the growth of the simulated surrounding indi-
viduals. The exact algorithm is given by replacing steps 2 and 3 in the
algorithm of Section 5.1.1 by

2**. Estimate the parameters from the data set X (region A) to generate

a set of (non-edge-corrected) estimates 0, = (5\*,[%*, Cay Ty ).

For each time interval (Tj—1,Tj], j = 1,...,n, we observe AN;_4
new individuals. Simulate Uni(t;j_1,t;)-distributed birth times
b{ < ... < bjANj_1 and assign these to the individuals in X (re-
gion A) who have arrived in (Tj_1,7}] in such an order that the
largest individual gets the smallest time, going upwards until the
smallest individual has received the largest time.

3*. Fori=1,...,N:

(a) Simulate the process, based on 6, and (i, &), but now only
on the region B =W \ A (where W is wrapped onto a torus)
and sample it at T1,...,7T,. Furthermore, during the simula-
tion, let each individual in X (region A) enter at its simulated
birth time, bi, k=1,...,AN;_1, j=1,...,n, and grow lin-
early between the sample time points until the last sample
time point, T}, it has been observed alive. This will have the
consequence that these linearly growing individuals will have
their actual (observed) sizes at the sample times. The effect
acquired here is that the data, X, will affect the growth of the
simulated individuals in B (but not the other way around).
Refer to this (partially) simulated data set as X*. Note that
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the only individuals in X* located in A are the ones found in

X.
(b) Least squares estimation of = (\, K, ¢,r) based on X*:
Minimize
n—1
SO =3 > T [ (T 0,X(T) — migen)”

J=1i€QrN{k€Ly X, €A}

w.r.t. 6 to get the estimates in this iteration, 0; = (Niy Ky ci,15).
Note that we include only the individuals in X (region A) in
the sum of squares S(#). Also note that we must generate
the predictions m; (Tj41;0,X(T})) for all the individuals in
X* (the individuals in B in A hereby interact) each time we
evaluate S(0) for a new 6.

5.2 Evaluation of the estimation methods

In order to be able to evaluate the estimation methods previously pre-
sented we simulate what we here will refer to as a ’test set’, consisting of a
simulated realisation of the process on W = [0, 30] x [0, 30] (wrapped onto
a torus), using step size dt = 0.01. We include those individuals alive at
the sample times 77 = 22, To = 27, T3 = 33 (the age of our pine stand
at its sample time points) who are located within the circular region
A={yeW:|ly —(15,15)|| < 10}. The parameters used are K = 0.1,
A=008,c=2r=2 «a=0.007 p=0.02, and m? = 0.05. In order
to check the accuracy of our estimation techniques we re-estimate the
parameters generating the test set. We do not estimate m?, but instead
treat it as known since in forest stands one mostly knows the minimal
tree radius from which measurements are being made (see Section A.1
for its estimation). The specific choice of parameters used to generate
the test set was made since it generates realisations which resemble our
tree data set. However, all methods we here apply have been evaluated
for a range of different parameter values and the results obtained have
been similar to those obtained for the test set.

If one gradually decreases the size of W in a series of edge cor-
rections the distance on the torus between some of the individuals in B
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gradually decreases. This is particularly the case for those individuals
located close to and on opposite sides of the boundary of A (the indi-
viduals interacting the strongest with X). In this gradual decrease these
individuals start interacting more strongly with each other and thereby
increasingly inhibit each other’s growths, resulting in a gradual decrease
in the edge correcting effect. Hence, a small W results in a slow con-
vergence to the final estimates, whereas, a very large W makes the edge
corrections computationally demanding. When we edge correct the re-
estimation of the test set parameters we have chosen W to be a square
region with side length 25, a choice purely based on trials.

Standard error estimates are obtained by re-running the edge cor-
rection procedure of choice a large number of times. However, in situ-
ations where this is computationally demanding, some resampling tech-
nique may be used to obtain the standard error estimates. For each
edge correction method we have considered 10 different estimation runs
where each of these uses the last M = 4 iterations, once Hé* —é[\ <e=1,
in order to create the averaged final estimates and in each iteration we
have considered N = 3 simulated surroundings (N = 3 angles in the case
of the rotation-correction). Furthermore, on the basis of trials we have
concluded that for each simulated surrounding it is sufficient to run the
edge corrected estimation procedures until no change in S(#) has been
observed for N4 = 50 consecutive runs.

Table 2 presents both the initial estimates (see Appendix A.1),
the final estimates found when applying no edge correction (stopping
criterion for the minimisation of S(6), Ny = 3000) and the estimates
found for each of the edge corrections. The estimates of u and « are given
by i =0.0113 and & = 0.00637 ((& — p)/p = —43.5% and (& — a)/a =
—9.0%).
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A K c r
True value 0.08 0.1 2 2
Initial 0.1006 | 0.0933 0.007 2.75
Bias 0.0206 | —0.0067 | —1.9930 0.75
Bias (%) 25.8% -6.7% -99.7% 37.5%
Uncorrected 0.0822 | 0.0995 5.4991 1.8301
Bias 0.0022 | —0.0005 | 3.4991 | —0.1699
Bias (%) 2.80% | -0.50% | 174.96% | -8.50%
Simple
Est. mean 0.0822 | 0.0996 2.7978 1.8694
Bias 0.0022 | -0.0004 0.7978 | -0.1306
Bias (%) 2.80% | -0.43% | 39.89% | -6.53%
Est. s.e. 0.0001 | 0.0001 0.7755 0.1572
Rotations
Est. mean 0.0821 | 0.0995 2.8364 1.7614
Bias 0.0021 | -0.0005 0.8364 | -0.2386
Bias (%) 2.58% | -0.46% | 41.82% | -11.93%
Est. s.e. 0.0004 | 0.0001 0.5439 0.1416
Influenced growth
Est. mean 0.0823 | 0.0996 2.7499 1.7926
Bias 0.0023 | -0.0004 0.7499 | -0.2074
Bias (%) 2.86% | -0.36% | 37.50% | -10.37%
Est. s.e. 0.0005 | 0.0002 0.5422 0.1437

Table 2: Test set estimates: Initial estimates, non-edge corrected esti-
mates (Npqe = 3000) and estimates obtained through the different edge
corrections. We have run each edge correction 10 times in order to get
the estimated mean values and standard errors (s.e.). In each run we
have used N = 3 (simulated surroundings/rotations), Ny,q. = 50 (stop-
ping criterion for the minimisation of S(#)), e = 1 (convergence criterion)
and M = 4 (number of final iterations).

As one can see in the uncorrected estimation, the biases for the
estimates of A\, K, r and « are fairly moderate. This, however, cannot be
said about ¢ and p and regarding the under-estimation of p there is little
to be done. The large over-estimation obtained for ¢ in the uncorrected
estimation, however, is mainly a result of the edge effects which we cor-
rect for. Furthermore, we also see that the small biases of the estimates of
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A and K tend not to change significantly from the uncorrected estimates.
The influenced growth correction manages to reduce the bias of ¢ slightly
more than the other two methods but this comes with a trade off in the
form of an increased under-estimation of r, compared to both the uncor-
rected estimates and the simple correction estimates (the main reason
being the strong dependence between ¢ and 7). A possible reason that
the influenced growth generally performs the best in the estimation of ¢
is that it actually takes into consideration the (approximate) behaviour
of the actual data and it therefore restricts the previously mentioned
artificial surroundings more than the other two methods. The simple
correction is the only one of the three methods which reduces the r-bias
but it is also the method giving the highest standard error estimates for
c and r. As we see the rotation correction performs slightly worse than
the other two methods but it has the advantage of reducing the com-
putational time compared to the other two methods. By increasing the
number of rotations one may be able to decrease the bias, but this comes
with an increase in computation time. If no edge corrections are used,
the points of the (data) point patterns likely will have less close neigh-
bours than in reality. This will result in too large estimates of ¢, which
in turn will result in more regular point patterns since c to a large extent
controls the regularity of the point patterns generated by the process.

Table 3 gives us the results obtained after the first iteration. Note
that the large bias generated by the uncorrected estimate of ¢ directly is
reduced by each of the methods.

Since our main concern is correcting the estimate of ¢, choosing
€ = 1 more or less implies that the final M iterations start once |é, —¢| <
e = 1. By increasing € a bit one may think that the final estimates
get very different. However, since a substantial reduction takes place
already after the first iteration and since we average over the final M
iterations, if we were to choose € a bit larger than 1 this in fact does not
change the results drastically. Note further that one can start with a
given € and then increase it after a couple of iterations if the fluctuations
between consecutive iterations are larger than initially believed (i.e. if
16, — 6]] < € does not occur). The average number of iterations that
were needed in order to reach ||f, — ]| < € = 1 in the 10 runs are 2.6
for the simple correction, 3.2 for the rotation correction and 2.8 for the
influenced growth correction.
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Iteration 1 A K c T

True value 0.08 0.1 2 2

Uncorrected 0.0822 | 0.0995 5.4991 1.8301
Bias 0.0022 | -0.0005 | 3.4991 | -0.1699
Bias (%) 2.80% | -0.50% | 174.96% | -8.50%
Simple 0.0822 | 0.0995 | 3.3362 1.7991
Bias 0.0022 | -0.0005 | 1.3362 | -0.2009
Bias (%) 2.81% | -0.46% | 66.81% | -10.05%
Rotations 0.0822 | 0.0995 | 3.1342 1.8770
Bias 0.0022 | -0.0005 | 1.1342 | -0.1230
Bias (%) 2.72% | -0.46% | 56.71% | -6.15%
Influenced growth | 0.0821 | 0.0996 | 3.6874 1.8697
Bias 0.0021 | -0.0004 | 1.6874 | -0.1303
Bias (%) 2.64% | -0.44% | 84.37% | -6.54%

Table 3: Results obtained for the edge corrected estimation of the test
set parameters after the first iteration. We have used N = 3 (simu-
lated surroundings/rotations) and Ny,q, = 50 (stopping criterion for the
minimisation of S(#)).
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5.3 Fitting the model to the Scots pines

In Section 4 we introduced our data set, a stand of Swedish Scots pines
measured at three time points. In Table 4 we give the estimates found
after having run the non-edge corrected estimation procedure, together
with the results obtained in the three edge corrected estimation pro-
cedures. Just as for the test set, in the uncorrected estimation we
have run the estimation until no change in S(#) has been observed for
Niaz = 3000 consecutive runs whereas in all the corrected ones we have
used Npar = 50. In the edge corrections we have chosen W to be a
square region with side length 25 and for each edge correction method
we have considered 10 different estimation runs where each of these uses
the last M = 4 iterations to create its final estimates and in each iteration
we have considered N = 3 simulated surroundings/rotations. However,
here we have chosen the less restrictive value 2 for e. In the uncorrected
estimation we found & = 0.004148 and & = 0 and these will be taken as
final estimates for a and pu.

Note that, as expected, for all three methods, the edge corrected
estimates are quite close to the uncorrected ones, except for ¢. The
estimated values of ¢ show that the point patterns are less regular than
the uncorrected estimate suggests.

6 Discussion

We have recalled the Renshaw-Sarkkéa growth-interaction model (RS-
model) — a spatio-temporal point process with interacting marks. The
death rate of the underlying immigration-death process here depends
on each individual’s mark size, as opposed to the approach used in [16]
where the death rate is constant.

We have then discussed the estimation of the parameters of the
model when the process is sampled discretely in time. The parameters
which control the marks’ growth and interaction, A\, K, ¢, and r, are
estimated using the same least-squares approach as proposed in [16].
Related to the least-squares estimation, we specify how we minimise
the sum of squares numerically and discuss some issues related to that.
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A K c r
Initial 0.0350 | 0.0860 | 0.0195 8.0
Uncorrected 0.0790 | 0.0943 | 6.3314 | 3.7325
Simple
Est. mean 0.0781 | 0.0949 | 3.1626 | 4.0680
Est. s.e. 0.0019 | 0.0017 | 1.0327 | 0.6351
Rotations
Est. mean 0.0794 | 0.0944 | 3.1010 | 3.9396
Est. s.e. 0.0025 | 0.0015 | 0.7992 | 0.3802
Influenced growth
Est. mean 0.0778 | 0.0954 | 3.5054 | 3.6151
Est. s.e. 0.0026 | 0.0016 | 0.7911 | 0.7229

Table 4: Parameter estimates found for the Scots pines: Initial estimates,
non-edge corrected estimates (Np,q, = 3000) and estimates obtained
through the different edge corrections. We have run each edge correc-
tion 10 times in order to get the estimated mean values and standard
errors (s.e.). In each run we have used N = 3 (simulated surround-
ings/rotations), Nye: = 50 (stopping criterion for the minimisation of
S(0)), e = 2 (convergence criterion) and M = 4 (number of final itera-
tions).
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Parallel to this, a new estimator is derived which takes the size changes
of the individuals into consideration. Also a new estimator is suggested
for the arrival intensity, which compensates for the unobserved arrivals
and deaths of individuals arriving and dying between two consecutive
sample time points.

We finally propose three edge correction methods for (marked)
spatio-temporal point processes which all are based on the idea of plac-
ing an approximated expected behaviour of the process at hand outside
the study region. We estimate this expected behaviour by simulating
realizations of the process, under a parameter choice based on some non-
edge corrected initial estimates, and for each such realisation we generate
new edge corrected estimates which we average over to get our edge cor-
rected estimates.

We finally fit the RS-model to a data set of Swedish Scots pines. A
thorough study of the RS-model’s applicability in forestry will be made
later. Regarding further developments, note that the RS-model here is
presented for a single species. However, it can easily be extended to
include the scenario where interaction takes place also between different
species, living and interacting within the same study region. This ex-
tension is made by letting each species be governed by, on one hand, its
own individual growth function and, on the other hand, its own mark
interaction function. Hereby the amount an individual is affected by
its neighbours depends, not only on the distance to the neighbours and
the sizes of these neighbours, but also on the species of the neighbours.
Another interesting extension would be to add a (Brownian) noise in
the mark growth function of the RS-model, for example by letting the
marks be governed by dM;(t) = dm;(t) + dB;(t), where the B;(t)’s are
independent Brownian motions, so that it incorporates uncertainties in
the mark sizes. We then hope to find a full likelihood structure for this
multivariate diffusion type RS-model.
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A Appendix

A.1 Initial estimates for A\, K, c and r

Since K represents the carrying capacity, an upper bound of the marks,
it is sensible to use the largest observed mark value as starting value Kj.

Having found Ky we can find an initial estimate of A. Since the
least interaction among individuals takes place at early time points, i.e.
dm;(t) = f(m;(t))dt for small ¢, by neglecting the interaction term in (1)
one ends up with expression (3). By solving w.r.t. A in (3), where K|
replaces K and the largest observed individual at the first sample time
point, Myqz, replaces m;(t), we get as initial estimate of A

0 m
1 (i - )
)\0 = _ﬁ log —m?

mmaz(l - Ko)

Recall that m? > 0 is the initial size which, if unknown, can be estimated
by the smallest size of all individuals observed throughout all time points.

In the case of r and ¢, however, no obvious choices of initial values
are present. What is possible, though, is to construct appropriate bounds
for r, r € [r;,ry], which control the optimization and then choose the
starting value for r to be, say, ro = (r, + r7)/2. Once this is done we
choose our starting value for ¢ to be

co = arg mf]lli(s ()\O,K()a ’I"O,C) .
ce
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There is a natural lower bound for r, namely r; = 1, since two trees
cannot grow inside each other. To determine the upper bound, consider
the mark correlation function of a stationary marked point process in R?

(see [7]), defined as
Eor [mim;]

k() =—1

for r > 0.

Here g, is the mean mark of the process and E,.[m;m;] denotes the
conditional expectation of the mark-product of a pair of (marked) points
of the process, given the existence of two such points distance r apart.
It is a measure of dependence between the marks of two arbitrary points
of the process a distance r apart. If, for some r, k(r) = 1 then the
marks having inter-point distance r are uncorrelated whereas values of
k(r) smaller than 1 indicate inhibition (competition) at distance r and
k(r) > 1 is a sign of mutual stimulation (points benefit from having
inter-point distance 7). Figure 2 illustrates idealized shapes of k(r).

Denote by r* the smallest value of r > 0 for which k(r) = 1.
This is the shortest inter-point distance at which there are indications of
uncorrelated marks. In the context of the RS-model, for a fixed time ¢,
r* indicates where the expected influence zone ends, i.e. E[rm;(t)] < r*.
Consider now a time point at which the marked point pattern generated
by the RS-model has stabilised, here taken as the last sample time point
available, T;,. We get that

r <1y, =r"/Elmi(T,)].

We estimate the mean mark at time 75, E[m;(T},)], by m(T,), the
average size of the marks present at time 7},. In the case of our test set
(see Section 5.2) the mark correlation plot at T5 = 33 is given by Figure
2. The mean mark size for T3 = 33 is given by m(73) = 0.0743 and, as
can be seen in Figure 2, r* ~ 1/3, implying that r, = r*/m(T3) ~ 4.5
thus leading to o = 2.75.

A.2 Choosing step-lengths

Another issue of importance here are the step-lengths 9y, 0, d¢, 0. The
simplest way of choosing §y, dx, and 9, is to choose dy = Ay, dx = Ko,
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Figure 2: Left: Idealized shapes of different mark correlation functions.
Mutual stimulation (dashed), uncorrelated marks (solid) and inhibition
(dotted). Right: Mark correlation plot of our test set (see Section 5.2)
at time 75 =33 (A=0.08, K = 0.1, c =2, r =2, « = 0.007, u = 0.02)
where r* = 1/3.

and J, = rg — r; since this way we allow for the estimates of these pa-
rameters to reach their minimum values. However, since ¢ € R, choosing
dc = ¢p is not in any way self-evident. Choosing a too small §, would be
more or less equivalent to keeping it fixed which certainly is not desir-
able. Although letting J. be too big may result in slower convergence,
trials have shown that it does not affect the convergence of the esti-
mation as much as keeping it too small. Since ¢ and r do not have as
natural choices of initial estimates as A and K do and because of the
strong dependence between them, new starting values for ¢ and r can be
found by starting the minimization, keeping A = A\g and K = K fixed,
and then run the procedure a few times (say Npqr = 50) with . chosen
big. This generates new estimates of ¢ and r which in turn can be used
as new starting values, ¢y and rg, and we can then choose §. to be this
new cg, which we keep throughout the remaining estimation procedure
(including the edge correction parts).
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A.3 The estimator for o

When constructing our a-estimator we wish to somehow compensate for
the unobserved individuals who arrive and die during the same interval
(1—}—177—})7 .7 = 17 5 T

For each j = 1,...,n, let Nz; be the number of individuals ob-
UZ:1QT¢‘> where €
consists of the indices of the individuals alive at ¢t and |A| denotes the
cardinality of a set A. Further, let B(t) > 0 denote the number of ar-
rivals to W by time ¢. Instead of considering AB(Tj—1) = ANr;_,, where
AB(Tj-1) = B(Tj) — B(Tj-1) and AN7,_, = Ny, — Nr;_,, and let our
likelihood be based on these independent Poi (a(T; — Tj—1))-distributed
increments, as was done in [16], we here consider

served at sample times up until 7}, i.e. Ny, =

AB(T’Jfl) = ANTj—l (8)
AB(Tj-1)
+ E| ) 1{Individual k dies in (Tj_1,T})}|,
k=1
1

where 1{-} is an indicator function. In other words, we add to the
observed increments the expected number of individuals arriving and
dying during (Tj_1,T}).

Let nkATj_l denote the lifetime of individual k € {1,...,AB(T;-1)}
in (8) and recall that mY is its (deterministic) initial size and t{ ~
Uni(T;-1,Tj) its arrival-time (since the jumps of a Poisson process oc-
curring in a given time interval are uniformly distributed on that interval
[9]). By the lack of memory property of the exponential distribution and
by Fubini’s theorem the expectation in expression (8) can be written as
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=gl Y 1 {Tj_1 <t Tt < Tj} 9)
k=

[ [AB(Tj-1) 1
- E|E T <+ < T} AB(T )

k=1 i
[AB(T;-1) 1 T AT 1
- E| Y = 1/ E[1{Tj_1<xk+nk j‘1<Tj} day
k=1 J—1JT; 4 -
[AB(T;_1) T
1 J AT;_
k=1 - -1
[AB(Tj-1)
~ F (1_e—up(m?)ATj71>
k=1

= au(W)AT;y (1— e rrmDAT)

Since the actual p is unknown we will replace it by its estimate, ji,
found in expression 6. Furthermore, expression (9) also contains «, the
parameter we want to estimate. We deal with this by replacing a by an
initial estimate, namely, &g = Np, /(T,v(W)), given by (7).

In order for expression (8) to be treated as an actual Poisson pro-
cess increment it needs to be integer valued, hence

AB(Tj_1) = ANy, + {NTH MT}* (1 _ eﬂp(m?>Ale>J . (10)

where |x| denotes the integer part of x. For convenience we will denote
the right hand side of (10) by H(AT;_1, ANt;_,,fi, Nt,). We end up
with the likelihood function
n
L(a) = [[P(AB(Tj-1) = H(AT;_1,ANg,_,, 1, Nr,))
=1
n

1

<

o—av(W)AT;_; (OW(W)ATj_l)H(ATjﬂ,ANTj,l i, NTy,)
H(ATj*h ANT]‘—I s s NTn)'

<
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and by evaluating dlog(L(«))/da = 0 we finally arrive at the estimator

. Mg IR AT o (mOVAT

— n N I=L (1 — e emDAT 1) | (11

“ Tnu(W)jLTnu(W)Z{ T, (1-e )|
—— Jj=1

=dqg

Since 1 > 0, ATj_; > 0 and p(x) > 0, for all x > 0, and since
f(x) =1—e™" is strictly increasing and bounded below by 0 and above
by 1, for x > 0, it is clear that & is increasing with i and

o 1\ ATj

OKOZ}LIL%QM <a<ﬂlir&a|ﬂ:ao+wjzl {NTTL T, J .
For a random variable Z = X + Y it holds that Var(Z) = Var(X) +
Var(Y)+2Cov(X,Y). Let now X = &g and let Y be the sum in expres-
sion (11). Since X and Y are positively correlated (both contain Np,)
and since Var(Y) > 0 it is clear that Var(&) > Var(dg) for all g > 0.
This implies that the trade off for using & instead of &g is a higher
standard error. Furthermore, as & is increasing with /i, so is Var(&).

Table 5 gives us the estimated means and standard errors (s.e.) of
& (and dp) for a few values of /i, based on 30 simulated realisations from
the same parameters as the test set (recall that o = 0.007; see Section
5.2).

In estimations of u based on simulated realisations it has been
observed that there seems to be no indication of over-estimation of pu.
As one can see in Table 5, on average ¢ under-estimates « more than
& does when fi < p, in the above scenario indicating that & is preferred
to &g. Note also the smaller standard error of &q.
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a = 0.007 Est. mean | Est. s.e. Est. bias (%)
Go = lim, 0 & 0.0060 0.0008 | -0.00099 (-14%)
& (= 0.0002) 0.0060 0.0008 | -0.00099 (-14%)
& (= 0.002) 0.0061 0.0009 | -0.00089 (-13%)
& (i = 0.02) 0.0074 | 0.0011 |  0.00044 (6%)
& (p=0.1) 0.0102 0.0014 0.00320 (46%)
a (i =0.2) 0.0111 | 0.0016 | 0.00411 (59%)
& (fL=">5) 0.0119 0.0017 0.00489 (70%)
limj o0 & 0.0119 | 0.0017 | 0.00489 (70%)

Table 5: Estimated means, standard errors (s.e.), and biases of & (and
dp), based on 30 simulated realisations from the same parameters as the
test set (see Section 5.2; recall that a = 0.007, p = 0.02, A = 0.08,
K =0.1,c¢c=2,and r =2).
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1 Introduction

In the case of continuous time Markov chains, the likelihood theory based on
continuous observations of sample paths has been covered quite extensively in
the literature (see e.g. [2, 3, 13]; see [10] for inference related to branching pro-
cesses). However, in the case of maximum likelihood (ML) estimation based
on processes sampled according to a discrete sampling scheme much less is
done. But in later years general results for the asymptotic properties of ML-
estimators based on discretely sampled Markov jump processes have emerged
(see [5]) and these can be used to establish properties such as strong consis-
tency and asymptotic normality of the ML-estimators for discretely sampled
Markov chains.

In this paper we are considering the ML-estimation of the parameters of
a particular discretely sampled Markov chain, namely the immigration-death
process - sometimes also referred to as the M /M /oco-queue (see e.g. [1] or [9];
see [8] for the problem of parameter estimation for immigration-death models
when only death times are observed). It is a useful tool which can be used for
describing, not only a queue (where the customers arrive according to a Poisson
process and get served immediately upon arrival during iid exponential times),
but also the dynamics of a population size. Regarding the latter application,
one such instance is the role of the immigration-death process in the Renshaw-
Sarkkd growth-interaction model (RS-model) (see [16], [17] and [4]), which has
been used to study, among other things, the development of forest stands in
time and space [17]. More specifically, the RS-model is a spatio-temporal
marked point process, X(t) = {[Xi,mi(t)] : i € Q}, t > 0, X; ~ Uni(W),
W C R?. Here Q is an index set giving the points present in W at time ¢ and
the marks, m;(t) > 0, are allowed to interact with each other while growing.
The arrivals of new marked points, [X;, m;(t)], and the potential lifetimes of
these marked points (they may also die from competition) are governed by
an immigration-death process (see e.g. [11] and [18] for general treatments of
spatial point process statistics and e.g. [7], [15], and [19] for an overview of
spatio-temporal point processes).

We start by finding the transition probabilities of the immigration-death
process which give us the likelihood function. Furthermore, we derive its
jump intensity function and its transition kernel when viewed as a Markov
jump process (Section 2). Treating the process as a Markov jump process, we
then proceed to derive the strong consistency and the asymptotic normality
of the ML-estimators obtained by sampling the process at equidistant sample
times (Section 3). We finally evaluate the ML-estimators numerically (Section
3) and finish off by assessing how these ML-techniques can be used in the
RS-model (Section 4).



2 The immigration-death process

The immigration-death process, {N(t)},~(, is a time-homogeneous irreducible
continuous-time Markov chain where the possible states for which transitions
i — j are possible are supplied by the state space £ = {0,1,...}. It is
governed by the parameter pair 6 = (o, u) which we henceforth, for technical
reasons, assume to take values in some parameter space © which is a compact
subset of R3. One way of viewing {N(t)},5, is to treat it as a special case
of a birth-death process for which the infinitesimal transition probabilities are
given by

Ait + o(t) ifj=i+1
() = N == ] 1 e o) =i
Py(ti0) == P(N(h+0) = jIN() =) = & 1% T

o(t) if 5 —i| > 1,

where the birth rates are given by \; = «a, i = 0,1,..., and the death rates
are given by p; = iu, i = 0,1,..., ([9], p. 268-270). Within this framework
the interpretation of {IN(t)},- is the following. By letting the arrivals of new
individuals to a population occur according to a Poisson process with intensity
« and upon arrival assigning to all individuals independent and exponentially
distributed lifetimes with mean 1/u, N(t) gives us the number of individuals
alive at time t. Another possibility is to view it as an M/M/oco queuing
system; each customer (arriving according to a Poisson process with intensity
«) is being handled by its own server so that its sojourn time in the system is
exponential with intensity p and independent of all other customers.

Being a Markov process, the finite dimensional distributions of {N(t)},~,
are controlled by its transition probabilities, p;;(t;6). The exact form of
pi;(t; 0) is given by the following proposition.

Proposition 1. The transition probabilities of the immigration-death process
are given by

e n (177 s\ F J e~ —kut i
polti) = J'kzo(u) (o=

J
Z fPoi(ﬂ) (k)me(i,eﬂﬂ) G-k, (2.1
k=0

where i,j € E =N, 6 = (a,n) € © C R?, Fpoiyy (0) s the Poisson density
with parameter p = %(1 —e M), and f

Bm(i’e_m)(-) is the Binomial density



with parameters i and e *. Moreover, we have that

E[N(s+t)|N(s) =i = ie " +p (2.2)
E[N2(s 4+ t)|N(s) =i = i(i —1)e 2 4(1+2p)ie ™ +p* 4 p.
Proof. Given the probability generating function (p.g.f.), Gx (s) = E [SX], of

a discrete random variable X it possible to find P(X = k) by evaluating
px=r=12 060 (2.3)
T T ok XY '
Hence, one possible way of finding p;;(¢;0) = P(N(h+1t) = j|N(h) =1), h >
0, is to evaluate expression (2.3) for the p.g.f. of (N(h+t)|N(h) =), G (s) :=
G N (h+)|N(h)=i (8), which is given by ([9], p. 299)
G(s) = (1+(s—1) e_“t)iexp {(a/p)(s=1) (1 —e ")}
= (14 (s—1)e ) el (2.4)

where we for convenience have defined p = %(1 — e H),
Considering the first three derivatives G*)(s) = 9*G(s)/ds*, k = 1,2,3,
we get

GW(s) = G(s) <ﬁ+p) (2.5)

@(g) — i(i—1) i )
G (s) G(s) <(eut1 Y +2ﬁem_1 s +p

GB(s) = G(s) <i((;:1)1(i;)23) + 3p(eﬂi(ti)8)2 + 3pzem _il = p3> .

This suggests that
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and thus
GU)(0)
pij(t;0) = A

J 1 il
k’) (e =1)I=F (i = (j — k))!

I O

Il
Q—
M-
e
ol
= PN




Now we prove (2.6) by induction. Assume that (2.6) holds for j and let

a(s) = e —1+

GU(s)

Thus,

GUH (s)
G(s)

s. It follows from (2.5) and (2.6) that

— G épk (i) a(;j,k = (;!_ I
G(s)kiop’c (2) a(i);’f_k 6 (;‘17 -
= 6 (55 +7) ka%pk(i) =TT
_G(S)éﬂk @) a(i);]f_k 6 (;‘!_ -
kiopk () st o
P A PeE
kiopk (i) a(s)jl+1—k (i—(j +i!1 —k))!
i Moly) s g
g”k (j Z 1) a(s)jl*l’k (i—( +i!1 - k:))!j ji; :
(e
5 (e ()

which implies that (2.6) holds for j + 1, and therefore completes the proof by

induction.

To describe p;;(t; 0) as a sum of products of Poisson densities and Binomial



densities, recall that p = %(1 — e M) and rewrite p;;(t; 6) as

pher o —hut k! i)z'
k' (1 — e mt)i—k=i j1(; — (j — k))!
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Also, the first two moments of (N(h + t)|N(h) = i) are given by
E[N(h+t)|N(h) =i = lim GW(s)=ie M 4p

EIN*(h+ N (1) =] = Hm(GO(s) + G (s)

= de M yp4i(i—1)e 2 y2pie M 4p?
= i(i—1)e M (14 2p)ie M +p + p.

O

We will make use of the following recursive expression for the transition
probabilities.

Corollary 1. The transition probabilities can be expressed recursively as

pz(] 1)(t 0)

1 i— 1 p
pigi+1)(t:0) = ( Tr1eri—

j+1
m (6 =5+ p(e" =1)) pij(£:0) + ppigj—1) (1 6)) »

)%@@

where 1,7 € E =N and p = % (1 — e’”t), and consequently

pig=n®0) - GADE =D PiGent0) j=i e
pij(t;0) p pij(t; 0) p

Proof. From the proof of Proposition 1 we have that

GUD(s) = (Za(_s)J +p> GU)(s)

o ot = ( e




where a(s) = e# —1 + s, and by noting that

J
Pij (t; 9)’“ = Z kam(P) (k)fBin(i,e’“t) (] - k)

( k) (e_ut)jik (1 — e tyi=G=k)

5;
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J—l—D
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we get that
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S S Sy o
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_ <Z I,y p Pig-1)( ))
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1 i — ] 1 Di(j—1)(t; 0
= L (imi )y L e Pun(E9)
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_ C J gt _q 4 PiG=( )).
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In practice it is often natural to condition on N(0) = 0. In this situa-
tion one can easily find that the marginal distribution of N(t) is given by the
Poisson distribution with parameter p(t) = z (1 —e ) since P(N(t) = j) =
2o pii (6 )P (N(0) = z) = po;(t;0) = e ? p(t)7/j!. Furthermore, in this
case we get that N(t) A Poi(a/p) as t — oo since limy,o0 p(t) = a/p. Ex-
tending this, the following proposition (see [1]) establishes the ergodicity of
{N(t)};>o (which together with the irreducibility gives us its positive recur-
rence) and its invariant distribution.

Proposition 2. The immigration-death process is ergodic with invariant dis-
tribution given by the Poisson distribution with mean o/ .

Note that this invariant distribution is unique due to the positive recur-
rence, and it is also the same as its asymptotic distribution since every asymp-
totic distribution is an invariant distribution.



On the interpretation of p;;(t;0) = P(N(h+t)=jN(h) =1i0) =
ZZEO fPoi(p) (.7 - k)fBin(i,e*“t)(k)v note that

froip)(J —k) = P(j —k new arrivals during (h, h +t))
[Bin(i,e-nt)(k) = P(k of the i individuals alive at time h survive (h, h + 1)),

thus implying that p;;(¢;6) expresses the sum of the probabilities of all pos-
sible ways in which we can decrease ¢ individuals to j individuals. Further-
more, when 7 < j, we get that p;;(¢;#) simply represents the convolution of
a Bin(i,e #)-density and a Poi(p)-density, hence expressing the probabil-
ity that the sum of i iid Exp(e™#)-distributed random variables added to a
Poi(p)-distributed random variable takes the value j.

A further characterisation of {N(t)},~, which we will exploit when we
establish the asymptotic properties of the ML-estimators is to consider
{N(t)};>o as a Markov jump process.

Proposition 3. Let § = (a,u) € © C R%. {N(®)}i>0 18 a Markov jump
process with state space E = N, jump intensity function

A0;i) = a1l {i =0} + min{o,ip}l {i >0} i€ FE,
and transition kernel

r(0;i,7) =

1{j=i+1 i1{j=i—1}) i,jcE.
a+m.(0é{3 i+ 1+ pil{j=i-1}) i,j

Proof. Let {N(t)},, be adapted to some suitable filtered probability space
(Q,]-' , {}'t}tzo JP’). Since a continuous-time Markov chain by definition is a

Markov jump process ([12], p. 243) it holds that {N(¢)},- is a Markov jump
process with state space £ = N. B

Let 0 =79 <711 <72 <...(limy_y00 7 = 00) be the jump-times of N(t) =
N(O) + Y72, Y1{7, < t}, having appurtenant jump-sizes Y7,Y5, ..., where
Yy = N(1;) — N(15—1) € {—1,1}, k =1,2,... (we consider a right continuous
version of {N(t)},~q). This is the embedded jump chain of {N(t)},s-

Since {N(t)},5, is a Markov jump process, each increment 7, — 73,1 will
be independent of F,, , and, given that N(74—1) = 4, it holds that 7, —
Tr—1 is Exp (A(6;1))-distributed. Noticing that the lifetimes of all individuals
generated by N (t), &1, &2, . . ., are iid Exp(u)-distributed and also that an inter-
jump-time, 74, of the (Poisson) arrival process, B(t), is Fxp(«)-distributed we
get that 7, — 71 4 min{7ry,&1,...,&} fori € Z,, and clearly 7, — 71 4 To if
1 = 0. Since the minimum of n independent exponential random variables with



parameters Aq, . . ., A is exponentially distributed with parameter i ; A; (see
[6]) this implies that the jump intensity function is given by

A1) = (EO[Tk = 1| N(7k-1) = 73])71
= al{i=0}+min{a,iu}l{i >0}, i€k,

where Ey[-] denotes expectation under the parameter pair § = («, i1). Applying
again the arguments above we get that

r(6;i,i+1) = P(N(rx) =i+ 1|N(1%-1) = 1)
= P(Ta<min(§1,...,§i)|N(Tk,1):i)

= /0 (1= €™) fain(er,..e0) N (1) (WD) dy

- 1—-F [efamin(él,m,fi) N(Tk—l) _ ’L}

-1
= 1—<1+i) -2
e o+ U

since a random variable X ~ Exp(v) has moment generating function mx (t) =
E[e'X] = (1 — t/4)~!. Therefore the transition kernel of the Markov jump
process, r(0;-) = {r(0;i,j) : i,j € E}, is determined by

r(0;1,5) = P(N(7) = jIN(T6—1) = 1)
= {j=i+1}P(N(r) =i+ 1N(7_1) = i)
F1{j=i-1,2>0} (1 —P(N(r) =i+ 1[N(me_1) = 1)

1
= 1{j=1+1 i1{i=7—-1
a+m(a {§=i+1} +pil{j=1i-1}),

for all 4,j € E since |N(7;) — N(1k—1)| =1 forall k=1,2,... O

3 Maximum likelihood estimation of o and u

Assume now that we sample {N(t)},~, as Ni,..., N, at the respective times
0=Ty<T, <...<T, Since the likelihood function for 8 = (o, 1) € O,
L, (0), is given by the joint density of the distribution of (N(T1),..., N(Ty)),
by the Markov property of N(¢) it can be factorised into a product of tran-
sition probabilities, i.e. Ln(¢) = P(N(T1) = N1) [Iy_opy, v, (t:0). Since by
assumption we condition on N(Tp) = 0, the log-likelihood will be given by

1(0) =) logpy,  x, (ATk 1;0), (3.1)
k=1



where ATy,_1 = T, —T;_1. In the case of equidistant sampling, i.e. AT 1 =1
for each k =1,...,n, the log-likelihood takes the form

ln(g) = Z Nn(lvj) 1ngij(t; 9)7 (32)
i,jEE
where Nn(l,]) = 2211{(Nk717Nk) = (27.])}
Hereby, for each of the sampling schemes, the likelihood estimator of § =
(v, 1) € © (obtained by replacing N by N(T}), k =0, 1,..., in the expressions
(3.1) and (3.2)) will be defined as

(i, fin) = 0, = argmaxl,,(6). (3.3)
6cO

3.1 The ML-estimators
The ML-estimator for # = («, p) is given by solving the system of equations

%ln(e) = szeEN( ) Inglj(t '9)—0 (34)
2 ('9) = Z”eEN( ) Ingzj(t 9) .

As no closed form solution can be found by solving theses likelihood equations,
numerical methods have to be employed in order to get ML-estimates. What
is possible, however, is to express the estimator of a as a function of both
the sample and the parameter u, hence reducing the maximisation to a one
dimensional problem.

Proposition 4. The ML-estimator, 0, = (G, fin), 15 found by maximising
In(Gn (), 1) over ©y C Ry (the projection of © onto the second dimension of
R2?), i.c.

fn = argmaxly(a(p), p) (3.5)
HEBO2

where G, () is given by expression (3.6).

Proof. The derivatives 8 log psj(t;0) and 6 logp”(t ) are given, respec-
tively, by (A.1) and (A.2) in Appendix A. Pluggmg these into the system
of equations (3.4) we first get

z—’%

fZN pl;ttea) aZN i,j) = 0

i,jEE



which gives us (recall that p = % (1—e7#t))

> NP .,
i,jeE ) K
Furthermore,
_—
_ t
O—ﬁzN” e,ut D Nali )G —ie™)
,JjEE i,JEE
T_Mt pw 0k
+ (1 —eH)y Z Nn(i, 7) (t; 0)

JEE

which gives us (recall that 7 = 1 — e™#t —put e7Ht)

pzy ) _ pTNn N‘tZZJEE (Z ])(]_Ze M)
2, Noliod) ) Wt |

1,je€E

By putting these two expressions together we get

. p/(1—ett
a = ap(p) = 1_97& ) Z Np(i,5)(5 —ie Ht)
2 ( 2 e_ut) i€l
B m 1 (e N, — Ny i
= = ( Qi +Y N (3.6)
2 (T e ) 1 —

O

3.2 Asymptotic properties of the ML-estimators

We now wish to establish the consistency and the asymptotic normality of the
sequence of estimators (3.3). We do this by showing that the immigration-
death process fulfils the conditions under which the related theorems in [5]
hold. We first present the theorems of [5] and then give the results for
{N(t)},>( as corollaries to the theorems.

The general setting is the following. Let X(¢) be a Markov jump
process with countable state space E, having transition kernel r(6;-) =
{r(0;i,7) :i,j € E} and intensity function \(6; ), which are controlled by the
parameter 6 = (61,...,0p) € © C RP. We let 6y denote the actual value of
the underlying controlling parameter. Assume now that we sample X (¢) at
the times T;, = nt, n € N, ¢t > 0 (equidistant sampling). From the Markov

10



property of X (t) the observation chain, Z = (Zy)reqy = (X(T},))oe, will also
be a Markov chain having transition kernel ¢(0;-) = {q(6;4,7) : 4,5 € E} =
{P(X(T},) = j|X(Th-1) =4) : 4,5 € E}. The log-likelihood of (Z1,...,2Z,),
given that Zy = X (0) = z, is given by

0) = > logq(6; Zk—1,Z) = Y Nu(i,5)logq(6;i,5),
k=1 ijeE

where Ny, (4,7) = > 5y 1{(Zk—1, Zx) = (i,4)}. The likelihood estimator will
be defined as

0, = arg max 1(0).

In the sequel we denote the partial derivatives of a function #(-) of @ by
Db = 0v/00, and D2,1p = 0%/00,00,,u,v =1, ....,p
Consider now the following series of conditions put on (Z,)nen.

General conditions (G):

Call any function 7(-) defined on [0,00) a continuity modulus if it is in-
creasing and lim,_,oy(z) = v(0) = 0.

(G1) Under 6y the Markov chain (Z,)neny has a unique invariant proba-
bility measure mp, having moments of order a, for some a > 1, i.e.

2ier |17 (1) < oo

(G2) For any mg,-integrable function ¢ : E — R, the following strong law of
large numbers holds:

n
:Lkzﬂ (Z) —>§E¢ o, (i as n — oo.
(G3) © is a compact subset of RP.

(G4) For all § € ©, 7(6; ) is an irreducible kernel and \(6;-) is positive.
(G5) For some constant C and for all 4,j € F,

|log q(Bo:i, )| < C(1+ i +[51*/%)

(G6) There exists a continuity modulus () such that, for all 4,j € E and
0,0 o,

|log (634, §) —log q(6'54, )| < (10 — ') (1 + [i|*/2 + ||*/?).

11



Identifiability condition (I):

(I) For any 6 # 6o, q(6;-) # q(6o; ).
Normality conditions (N):

Assume that g is an interior point of © and that there is a neighbourhood
Ay, of 6y such that, for any @ € Ay, and for any (i,7) € E?, the mapping
0 g(0;i,7) :=logq(bo;i,7) —logq(;1i,7) is twice continuously differentiable
and satisfies the following conditions for all u,v =1,...,p:

(N1) (i) max {|Dylogg(fo; . 5)|, D3, log g(fo: 4, )| } < C(L+1i]*2 +[5]*2);
(ii) there exists a continuity modulus o, such that, for 8 € Ay, (¢,7) €

E?,
| D3y 1og (003 8, )~ D3, 1og (85 4, )| < oo (180 —01) (1412 +]|/%);

(N2) for every ¢ € E, the family of transition kernels {q(6;4,-): 0 € Ag,} is
regular at 6, in the sense that

(1) Y (Dulogq(6o;i, 7)) a(003 i, 5) = 0;
JjeEE
(ii)
Luw(00;4) = Y (Dulogq(bo;i,5)) (Dvlogq(bo; i, 5)) 4(6o; i, )
JjeEE

—> (D2, 10g q(60; 1, 5)) a(6o3 i, ).

JEE

(N3) The matrix I(60;4) = (luv(00;7)), p=1,. , is the Fisher information ma-
trix at 6y associated with the family of distributions {¢(6;i,-) : 0 € Ag, }.
The (asymptotic) Fisher information of (Z,)nen,

0) = > 1(80; )7, (i),
i€k
is invertible.

Theorem 1. Let assumptions (G) and (1) hold Then the mazimum likelihood
estimator 6‘n is strongly consistent, i.e. Gn 23 0y as n = oo.

Theorem 2. Let assumptions (G) and (N) hold. Then \/ﬁ(én — 90) con-

verges in distribution to the p-dimensional zero-mean Gaussian distribution
with covariance matriz 1(6p)~', as n — oo, for every weakly consistent esti-
mator 6, of 6y.

12



In the case of {N(t)}+>0 these theorems translate into the following corol-
laries. We start with the consistency (Corollary 2) and then show the asymp-
totic normality (Corollary 3).

Corollary 2. Let © be any compact subset of Ri. Then the mazximum likeli-
hood estimator for the immigration-death process satisfies

.S,

(dnv ﬂn) a—> (O[(),/J/O)
as n — oo, where (ag, o) € O is the true parameter pair.

Corollary 3. Let © be any compact subset of ]Ri. Furthermore, assume that
(log(ao + po) — log(aw))/po = 2t. Then, as n — 0o, /n ((én, fin) — (@0, tt0))
converges in distribution to the two-dimensional zero-mean Gaussian distribu-
tion with covariance matriz, 1(6g)~', given by expression (3.11).

Remarks: Note that the results in these corollaries still may hold for N(t)
under a different sampling scheme than equidistant sampling, although the
approach used to prove the results may be different.

Regarding the condition given in Corollary 3, g(ao,p0) =
log(angpﬁgflog(ao) > 2
m < g(aw, o) < Otin This means that the condition will be ful-
filled if 2¢(cvg + o) < 1, which is to say that we may sample the process
relatively sparsely when both «ag and po are small and, conversely, we have
to follow a tight sampling scheme when max(ayg, 119) becomes large. In other
words, if there is a lot of activity going on in the process we need to monitor
it more frequently, compared to when arrivals and deaths occur rarely, in
order to ascertain that the condition is fulfilled. Note further that when ag
increases, with po kept fixed, we are required to sample the process more
densely in order for the condition to hold (lima,— e g(0, o) = 0) and when
we decrease aq, with pg fixed, it is more likely that the condition is fulfilled
(limay—0 (@, o) = 00). Furthermore, when we let pg increase while keeping
ag fixed, we move towards a situation where the condition will not be fulfilled
(limyy—00 (0, o) = 0). When we decrease po, with o fixed, so that N (¢) is
approaching a Poisson process, we get that lim, 0 g(o, tto) = 1/ag so that
the condition will be fulfilled provided that g is not too big (note, however,
that when N (¢) is a Poisson process, by exploiting its Lévy process properties
and the central limit theorem, one can easily show that the ML-estimator,
G, is asymptotically Gaussian).

by the mean value theorem we get that

Proof of Corollary 2. Let © be a compact subset of RZ (hence (G3) holds),
where (a,p) = 6 € ©. Furthermore, consider the observation chain of

13



{N(#)};>0> (Zn)nen, where Z,, = N(T,) = N(nt), and define ¢(0;1,j) =
pij(t;0), i,j € E =N, which constitute the transition kernel ¢(6; ).

By Proposition 2 the invariant distribution of {N(t)},s, under 6y =
(a0, 1o), Tay, is given by the Poi(ap/puo)-distribution. Since g, = 7, P(t)
for any t > 0, where P(t) = (pi;(t))ijen is the matrix of transition proba-
bilities for the time increment ¢, we see that mg,(-) = P (Poi(ag/po) € -) is
also the invariant probability measure for (Z,),en, which has moments of all
orders a € N. Hence, condition (G1) is fulfilled.

Due to the positive recurrence of {N(t)},~, (provided by Proposition 2),
by an ergodic theorem (e.g. Theorem 1.10.2 in [14]) condition (G2) will be
fulfilled.

By Proposition 3 the Markov jump process {N(¢)},~, has intensity
A0;i) = al{i =0} + min{a,ip}1{i > 0} which clearly is positive for all
6 € ©. Since {N(t)}, is irreducible if and only if its embedded jump chain,
(Y,)n>1, is irreducible ([12], p. 244) we get that its transition kernel r(6;-) =
{r(654,) 0,5 € B}, 7(651,) = 5y (al{j = i+ 1} + pil{j =i — 1}), is ir-
reducible for all # € © and thereby condition (G4) is fulfilled.

Since g(6p;i,7) > 0 for all 4,5 € E we have that |logq(6o;i,7)| < oo for
all i,j € E. Furthermore, the free choice of a € N allows us to create an
arbitrary large bound (1 + |i|*/2 + |j|*/?), when i, € {2,3,...}. Hence, by
choosing, say, C = max; je(o,1} [¢(fo; 4, j)| we have shown that condition (G5)
holds since there are a € N such that |log ¢(fo;i,7)| < C(1 + |i|*/% 4 |5]%/?).

We now wish to show that there is a continuity modulus, ¥(-), such that

[log q(6;4,§) —logq(0'33, 5)| < (10— 0'[)(1 + [i|*/2 +]5]*/?),

for all 6,6" € © and for all i,j € E. Denoting by ©; and O, the projections
of © onto the first and the second dimension, respectively, by the compact-
ness of © C ]R?F we have that an, = Inf ©1 > 0, Qe := sup Oy < oo,
fmin 2= 1nf O > 0 and e, := sup ©2 < co. By using the bounds given by
expressions (A.3) and (A.4), we get that

J

Qmin

D1 logq(0:4,5)] < t+§§t+ < o0

at? + (35 + i)t - Qmazt® + (3j + )t c

|D2 IOg q(07 7’7])' < 1 — e—Ht 1 — e~ Hmint

Letting A = (min, ®maz) X (lmin, fmaz) We have, by the mean value theorem

14



and the Schwarz-inequality, for 6, 6" € © and some 0 < ¢ < 1, that

(3.7)

105 4(6:,) — log q(0':3.)

< ‘9—9/"Vlogq((l—c)é’—&—cé’/;i,j)‘
= ‘H*QI‘\/(DllogQ((l*c)9+09';i,j))2+(Dglogq((lfc)9+09’;i7]’))2
s ‘9_9/‘(‘Dllqu((l—0)94‘69/;75,]')\+|D210gq((1—c)9+c9/;i7j)\)
= ‘9*9" sup_ (\Dllogq(&i,j)l+|Dglogq(9’;i,j)|)

0,0'cA
G £ LI oo v i 4 i),

where A denotes the closure of A. Since the free choice of a € N (the order of
the moment of 7, ) allows us to make (14 |i|*/2 + [j|%/?) as large as required,
provided that ¢ > 2 and/or j > 2, we only have to take into consideration the
cases where 4, j € {0,1}. Since the right hand side of (3.7) is maximised when
i=j =1 (given that 4,j € {0,1}) we choose as continuity modulus

Amaat? +4t) 00

Qmin 1 — e Hmint

(0 -0 = <t+ Ly
and we have shown that condition (G6) holds.

To check the identifiability condition (I) consider the probability gener-
ating (p.g.f.) function of (N(h + t)|N(h) = i) under 0 € O, G; (s;0), given
by (2.4). If G, (s;0) # G, (s;00), for § # 6y, it follows that {p;;(t;0) : i,5 €
E} # {pij(t;60) : i,j € E}. We check whether the assumption 1 = Cgi((ss;i;’))
contradicts any of the three possible scenarios where 6 # 6y. Note that
Gx(1) = E[1%] =1 for all random variables X so we assume s # 1.

1. Assume a # ap and p = pop:

1= % = exp {(ao —a)(s—1) (1 _ e—,ut) /,u}

holds iff ap = a.

2. Assume o = ag and p # po:
Since (1 — e %) /x is a strictly decreasing function

1 —1)e M t\ ¢ 1 —e H t 1— —put
1= (%) exp {at(s -1) ( °© ° )}
s—1)e Lot ut

=1 iff po=p or i=0

can hold iff pg = p.
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3. Assume a # ag and p # uo:

- (H(S_l)e%t)iexp {(s ~1) (%(1 ~ oty — %(1 - e_“t)) } .

1+ (s—1)ent

=1 iff po=p or i=0 =(%)
If % = % we get (x) = 0 iff u = po (by the monotonicity of 1 — e™%),
and if 1 — e # = p(1 — e~#0t), where n = % > 0, we also must require

1t = Ho-

Hence, there is a one-to-one correspondence between 6 and the kernel ¢(6;-).
The corollary hereby follows from Theorem 1. O

Proof of Corollary 3. Let © be a compact subset of ]R%_ and let 6y = (o, o)
be an interior point of ©®. Furthermore, consider the observation chain of
{N#)}i>0> (Zn)nen, where Z,, = N(T,) = N(nt), and define ¢(0;1,j) =
pij(t;0), i,j € E = N. From Corollary 2 we know that the estimators (3.3),
0n, = (G, fin), are strongly consistent and that the general conditions (G)
hold.

Since the expression for ¢(6;i,j), given by (2.1), contains the term e
where p = %(1 —e_’”), we get that, for all (i,7) € E? and for all § € O,
log ¢(0; 1, 7) 1s infinitely many times continuously differentiable w.r.t. 8. This
in particular implies that the mapping 6 — g¢(6;4,5) := logq(bo;i,7) —
log q(6;1,7) is twice continuously differentiable for all 6 in some neighbour-
hood Ag, € © of 6.

Regarding condition (N1) we only have to be concerned with the cases
where 4,j € {0,1} since we may choose a as any positive integer, implying
that (1 + |i|*2 4 |j|%?) can be made as large as required when i > 2 and/or
Jj=2

Expressions (A.3), (A.4), (A.6), (A.10) and (A.13) in the appendix give us
bounds for |Dy log q(0;4,7)| and | D2, log q(fo;i,7)|, u,v = 1,2, from which
we get (recall from the proof of Corollary 2 the definitions of ©1, O2, amin,
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Amax, Hmin and ///maz)

] 1
max _|Djlogq(fo;i,j)] < max sup <l +t> = +t=:C1 < 0,

(4,5)€{0,1}2 j€{0,1} aco; \ & Qmin
2+ (35 + )t
max _|Dalogq(bo;i,5)] < max _ sup sup <M)
(i.)€{0,1}2 (1.9)€{0.1}2 4O, acO; 1—en
_ Omaxt? AL
= 71 e Oy < o0,

|+ 2(j + at)?
max }2|D%110gq(90;i,j)| < max supw

(i.j)€{0,1 (1.0)€{0.1}? aco, a?
14+2(1 t)?
+ 2 ;Famaz ) =: (11 < o0,
Xnin
max |D%,logq(fp;i,j)| = max |D3,logq(fo;, 7
(z‘,j)e{o,1}2| i210g q(bo; i, j)| (i7j)e{071}2| 51108 q(bo; 7, 7)]
.2 . . . .
t t
< max _ sup sup u—l—at?’—}—w—i—#(l—i—j)
(1,7)€{0.1}? 1O acO, e’ (1—e M)
j+i i + at)(at? + (35 + i)t
Lt Gt at)( . (34 +i)t)
1 (I—e+)a
2 5 2 )
< t 2t
i + Qmaat” + (1 — e_“mmt)()émin +
2 1 t)(4 t
+ t+( +amai )( j—amax )t:: C1a < 0,
Hmin (1 — @ Hmin )amin

D2, log q(60;1,7)| <
(i,j%?éflp' 22108 (603 4, )|

<at2 + (35 + z’)t)2
< max _ sup sup Er—
(1.)€{0,1}? €O, acO; I—e#

+ 12 (j2 420 +1)j + (20t + 1+ 20t + 2u22(1 + at)) j
+ 022 bR+ 2) 4 (G + )2+ 200() + 1) + (G + )Pt }

Qmagt® + 4t
< < max

2
T ) + 12 (6 4 100magt + 020t + Hiapt’ (6 + 3tmast))

=: 022 < 00,
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so that by choosing C = max{C1, Cs, C11, Ci2,C22} we have that
max {| Dy log ¢(00; i, )|, | D3, log g(00; i, )|} < C(1+[i|** +15]*/?),
for all u,v = 1,2 and all (4, §) € E2.
By the mean value theorem and the Schwarz-inequality it holds that

|D2,log q(0;4, ) — D2, log q(0o3 %, j)|
|6 — 0ol

IN

|VDZ, logq ((1— )0+ cbo;i, j)|

IN

|D1D2, log q((1 — ¢)8 + cby; i, 7)]
+ | D2 Dy, log (1 — ¢)8 + cbo; i, )|
where 6 and 6 are in some open subset of R? (in particular 6,6y € Ag,) and
0 < ¢ < 1. Since, for all # € O, by expressions (A.15), (A.16), (A.17) and
(A.18), there are bounds such that (by the compactness of ©)

D%ll 1qu(6,l,j) < Blll(avﬂatmj?i) < o0

Dzl))12 logq(g; Zv.]) < Bll?(aﬁ‘v t7.j> Z) <00
Dzls22 lOgQ(67Z7]) < 3122(a7ﬂat7j7i) <00
DSZQ IOg Q(97Z7]) < 3222(071%72]'7 Z) <00

by choosing the continuity indices according to

o11(z) =  max sup sup Biii(a,p,t,j,i) + sup sup Biie(a,p,t, j,7) | 2
(i,5)€{0,1}2 HEO2 €O, HEBO2 €O,
0'12(,2) = 021(2)
=  max sup sup Biio(a,p,t, j,i) + sup sup Biso(a,p,t, j,7) | 2
(27J)6{071}2 pHEO2 €O HEB2 €Oy
022(z) =  max sup sup Biaa(a, i, t,j, i) + sup sup Baga(a, i, t,5,1) | 2
(27])6{071}2 pHEO2 €O HEB2 a€Oy

we have shown that condition (N1) holds.
Turning now to condition (N2), with py = %(1 —e MY and 19 = 1 —
e Hol _ e Hol we have that

(D1 log q(00; 4, 7)) q(003 i, ) = 2—3 (pij—1)(t: 60) — pij (5 60))

and
. . POTO
(D2 log q(0o;4, 7)) q(0o3 4, j) = A= el (pij(t;60) — pij—1)(£; 60))
(j—ie)t pot
_Wpij(t; to) + mpi(j—l)(t; to)
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so that, by considering expression (2.2) and noticing that

o0 o [ee]

> pij(t00) =Y pi-1)(t60) = > pigj-2)(t;60) = 1,

j=0 j=0 j=0
we find that

o0

> (D1log q(6o; 1, 7)) q(b0; ., 5) sz(] y(t60) =Y pij(t;60) | =0
JEE j=0
and

> (D2log (603, 7)) q(003 i, §) =
JEE

. poTo > .
= (1 —e—not)y, pr (t;60) — Zpi(jﬂ)(t, 6o)

t ‘ o Pt
TTo et (ng,,-@;eo) —ie “°t> 12 et 2 Pi-n(ti60) = 0.
j=0 =0

2.2
(: )pOJriefuot

Since

. D2 q(00;14,7 . .
D3, log q(0o; i, j) = M — (Dulog q(0o; 4, 7)) (Dy log q(6o; 3, 7)) ,
q(e()aZ:J)
checking the condition
Liw(00;8) = Y (Dylogq(bo;i,5)) (Dvlogq(fo; i, 5)) a(Bo; i, )
JjEE

—Z 2 1ogq(0034,7)) (003, 7).

JEE

is equivalent to checking

> D2q(0054,5) =0,
JEE

which, according to expressions (A.7), (A.11) and (A.14), holds for all combi-
nations of w,v € {1,2}. Thus condition (N2) holds.
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Considering expressions (B.1), (B.2) and (B.3), we get that the Fisher
information matrix at 6y associated with {q(0;1,) : 6 € Ag,} is given by

» 111(90§i) 112(905i)
I(HO’Z) <121(90§i) 122(90§i)
— (Pig-1)(:0))”
= A(bo) + B(fo)i + C(0o) | > o O
=0 Pz] )

where

0 5 0 0
A(HO) = <_t aguot(Ql‘:(;)uot)) 5 B(HO) = (0 a0t2 e“0t> 5

Ho poLg H0P0

i eolpot=r0)
_ a 1
0(00) - po(#ogﬂ'o) QS(TU—()Moi)Q ’

2 4
Ho Ho
which implies that the (asymptotic) Fisher information is given by

B (1171‘(3'—1)(75;90))2 .
I(60) = A(6o) + B(6o) Y _ ima, (i) + C(00) | > Ww@o(z)_1

i€E ijeE
(8% —_
= A(fo) + ;23(90) + (E-1C(bo), (3.8)
- _ (Pi(]’—l)(t§90))2 . . . .
where =37, . p WWQO(Z). It holds that I(6p) is invertible iff
t? oty (=
det(I(0o)) = 2 (po(1+e M) (2~ 1) —1) #0,
0
which is to say
1+ po(1 + e~hot
gy Lot o) (3.9)

po(1 + eHot)
By Corollary 1 we get that

j+1) Pigg+(t:60)  j—i :
_ ((J ) P ®i%0) | J = (ot 1)) s (8560 ()

[e] —uot (-
B nge o pzy(taHO) £0

[1]

pz 2) ( t;0 )
= 050 —uot Z ']+2 She) ( t0 pl](t 90)71-90(2)

]GE Pi(j+1) )
o0 o0
e 3 S )+ - 350 1 o)
=0 i=0 =0 j=
=: S1+ 52+ Ss.
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Since g, () = P(Poi(ap/p0) € -) is the invariant distribution under ¢y we
have that

[ee] o0
Sy = (1 — etot) ZZpZ](t 00)ma, (1) = 1 — ekt

7=0 1=0
=7 (4)
and
=ao/po =ag /1o
. 1
(1 +Z pr (t; 00)mo, (i ZW)O )szj(t;%)) -
=7y, (4) =1
so that

1 + e Hot 4 py(eHot — eHot)
po(1 +e~rof) ’

1
E=S+1—e+— =8 +
Po

whereby condition (3.9) is translated into

1+ po(1 + e #0t) — (1 4 e Hot 4 py (e~ Hol — eHot))
po(1 + e~#ot)
e Hot _PO(I 4 epot)
,00(1 + e—ﬂot)

0 #£ S —

= S+ (3.10)

Clearly S; > 0 and since pg(1 + e~#0%) > 0 we get that the right hand side
of (3.10) is positive if e7H0t > pg(1 + etot) = z—g(e”ot —e~H0%) which can be
expressed as e‘zl‘ot(ao + p0) > ap. Taking logarithms on both sides of the
latter inequality we end up with (log(cg + po) —log(ap))/po > 2t, which holds

by assumption. This implies that I(6y) is invertible and we conclude that
condition (N3) is fulfilled. Its inverse is given by

- Ho
I(6)~" = TR CETy (3.11)

2
po (2T0—#0t(1—e’“0‘))+% (E—1)(ro—pot)?

X (lfe’*‘ot)2 1ot
= = ot 2
1+ £%(2 = 1) (10 — pot) L(E 1) (1 - et
so that v/n ((an, fin) — (a0, 1o)) 4 N (0,1(60)"1), as n — oo .
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3.3 Numerical evaluations

We here consider two different sets of parameter pairs, (ao, po) = (2,0.05) and
(v, po) = (0.4,0.01), each from which we simulate 50 independent sample
paths of the immigration-death process, N(t), on [0,T], T = 150, N(0) =
0. Thereafter each sample path is sampled at times Ty = kt, t = 1, k =
1,...,150. For each sample path, based on these discrete observations, we
estimate (ayg, p1p) three times; up to time 50, up to time 100 and up to time
150. Figures 1 and 2 give us normal probability plots of the estimates of our
two sets of parameter pairs based on the simulated trajectories. Furthermore,
Table 1 and Table 2 display the estimated means, biases, standard errors (s.e.),
covariances, skewness (the skewness of a normal distribution is 0) and kurtosis
(the kurtosis of a normal distribution is 3) for each parameter pair, («g, o),
based on its 50 discretely sampled sample paths.

mmmmmmmmmmmmmmmmmmmmmmmmmmmmm =50 Nomal probabily it  stimates; T = 100 Normalprobabily it  estimates; T = 160

0% . 0% + 0%

08 08 038

095 038 7 098

0%0 os0 ¢ 00

o078 ¥ 075 . A 078
; > ¢ s

o010 owf %
o0s f oos |+ 008
a2 f o2 f o002
001 oot | o0t

-
i

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

Figure 1: Normal probability plots of the estimates of (ag, o) = (2,0.05)
based on 50 sample paths sampled at times T, = kt, t =1, k = 1,...,T.
Upper row: The estimates of ag at final times 7' = 50 (left), 7' = 100 (middle)
and T = 150 (right). Lower row: The estimates of uo at final times T' = 50
(left), T'= 100 (middle) and T" = 150 (right).

From Figure 1 we can see, not only that the empirical distributions more
or less are centred around the actual parameter values, but also how the tails
stepwise become lighter, approaching the behaviour of a normal distribution.
We can also see how the skewness of the data goes through a stepwise reduction
for every additional 50 time units we utilise in the estimation, which further is
also verified in Table 1. As a measure of the heaviness of the tails we consider
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Table 1: Estimated moments of the estimator for (ay, tg) = (2,0.05), based
on the 50 sample paths sampled at times T, = kt, t =1, k=1,...,T.

Mean Bias (%) Std error Skewness Kurtosis
T =50: é&r | 2.0305 1.5 0.4406 1.3284 5.0738
a7 | 0.0503 0.6 0.0175 1.1350 4.4391
T =100: ar | 2.0605 3.0 0.3729 0.4076 2.6461
a7 | 0.0511 2.2 0.0112 0.5632 2.6832
T =100: &r | 2.0640 3.2 0.2667 0.1881 2.4832
a7 | 0.0517 3.4 0.0081 0.4088 2.2849

the kurtosis estimates given in Table 1; we see a strong reduction after the first
50 time units, going from something fairly heavy tailed to something a bit more
light tailed than a Gaussian distribution (note that there are robustness issues
with kurtosis estimators based on sample fourth moment estimators). From
Table 1 we also see that already after 50 sampled time units the biases are quite
small. Hence, the consistency of the estimator (&, fi,) becomes clear quite
quickly and although the parameter pair («, po) = (2,0.05) does not fulfil the
invertibility condition of Corollary 3, (log(ag + o) — log(a))/po > 2t = 2, it
asymptotically seems to behave Gaussian, thus indicating that the condition
may be improved.

Table 2: Estimated moments of the estimator for (ag, o) = (0.4,0.01), based
on the 50 sample paths sampled at times T, = kt, t =1, k=1,...,T.

Mean Bias (%) Std error Skewness Kurtosis

T =50: ar | 0.4751 18.8 0.1372 -0.1604 2.1189
ar | 0.0137 37.0 0.0080 0.4021 2.3971

T =100: ar | 0.4251 5.4 0.1412 1.1873 4.4208
a7 | 0.0126 26.0 0.0057 0.6537 3.2866

T = 150: ar | 0.4166 4.2 0.1314 0.1742 2.9146
a7 | 0.0123 23.0 0.0064 0.6493 2.8343

As opposed to the previous choice of parameters, the choice (ag, o) =
(0.4,0.01) does fulfil the invertibility condition of Corollary 3. In Figure 2,
just as in Figure 1, we can see that each empirical distribution centres around
the actual parameter value and the tails approach those of a normal distribu-
tion (further verified by the estimated means/biases and kurtoses in Table 2).
Regarding the skewness of the estimates, we see from Table 2 that we end up
at values fairly close to 0, i.e. close to that of a Gaussian distribution. Hence,
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Figure 2: Normal probability plots of the estimates of (ag, o) = (0.4,0.01)
based on 50 sample paths sampled at times Ty, = kt, t = 1, k. = 1,...,T.
Upper row: The estimates of ag at final times 7' = 50 (left), 7' = 100 (middle)
and T = 150 (right). Lower row: The estimates of uo at final times T' = 50
(left), T = 100 (middle) and T = 150 (right).

as expected, also here we see that (&, fi,) approaches the actual parameter
pair and at T = 150 we have strong indications of approximate Gaussianity

of (G, fin).

4 Application: The RS-model

We now turn our focus to a spatio-temporal point process with interacting
and size changing marks which here is defined in accordance with [17]. It
is defined on [0,00) in time and spatially we consider it on some region of
interest, W C R, supplied with the Euclidean metric /norm.

More specifically, the process X(t) = {[X;, m;(¢)] : i € Q} can be described
as follows. As time elapses, the arrivals in time of new individuals to W and
the time these individuals live in W are governed by an immigration-death
process, N(t), having parameter § = (av(W),pu) € ©, where v(-) denotes
volume in R? and © C R? is compact. We here denote the (Poisson) arrival
process by B(t) and the death process by D(¢) so that N(¢t) = B(t) — D(t),
where N (0) = 0. Furthermore, upon arrival at time ¢!, individual 4 is assigned
alocation X; ~ Uni(W) (thus far, at each fixed time ¢ this constitutes a spatial
Poisson process with intensity %(1 — e M) restricted to W) together with an
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initial mark, m;(t)) = m?, which is taken either as some fixed positive value (as
will be the case here), or as a value drawn from some suitable distribution ([17]
considers m? ~ Uni(0,€), € > 0). When an individual’s (Ezp(u)-distributed)
life time has expired we say that the individual has suffered a natural death.

Once individual ¢ has received its initial mark it starts growing determin-
istically according to

t
my(l) = m?+/ dmis), 10 <t, (4.1)
0

1

where

dmi(t) = Flmae)de — 3 b (malt),my(0), Xo, X5 ) d.

JEQ

J#i
Here = {i€{1,...,B(t)} : individual 7 is alive at time ¢}, the function
f(m;(t);9) determines the individual growth of mark ¢ in absence of com-
petition with other (neighbouring) individuals and h (m;(t), m;(t), X;, X;; )
is a function handling the individual’s spatial interaction with other individu-
als.

In addition to the natural death, an individual can die competitively which
we consider to happen as soon as m;(t) < 0.

Numerous candidates can be thought of for the individual growth function
and the spatial interaction function , depending on the application in question
(see [17] for some examples), and here, motivated by the model’s forestry
applications (see [4]), we will focus on the logistic individual growth function,

m;(t
oty ) = rne) (1- 20 (12
where ¢ = (A, K, c,r) € RZ xR xRy, A is the growth rate and K is the upper
bound (carrying capacity) of the individual’s mark size. Further, we choose
to consider the so called area interaction function,

v (B [X;,rm;i(t)] N B [X;,rm;(t)])
v (B [X;,rm;(t)]) ’

b (mi(t), m;(t), Xi, Xj59) = ¢ (4.3)

where B [x,¢] denotes a closed ball in R? with center x and radius € > 0.
This non-symmetric soft core interaction function has the effect that smaller
individuals affect larger individuals less than the other way around. Note that
r > 1 implies that the marks are not allowed to intersect whereas r < 1 implies
that some intersection between the marks will be allowed before interaction
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takes place. ¢ < 0 implies that individuals gain in size from being close to each
other and ¢ > 0 has the effect that individuals inhibit each other’s growths
once B [X;,rm;(t)] N B[X;,rm;(t)] # 0.

By the definitions of €; and N(¢), the number of individuals alive at time
t is given by

€] = N(t) — C(t) = B(t) - D(t) = C(t), (4.4)

where |A| denotes the cardinality of the set A and C(t) > 0 denotes the inter-
active death process, i.e. the process counting the total number of individuals
who have suffered a competitive death in the time interval (0,¢]. We will
assume that C(Tp) = 0 so that |Qq,| = 0.

4.1 Estimation

Assume now that we sample the process at times 0 = Ty < ... < T, =
T. Then, for each £ = 1,...,n, this gives rise to a sampled marked point
configuration Xgps (7)) = {[xi, m;(Ty)] 1 i € QOTZS}

For clarity we here present the least squares approach which we employ
for the estimation of ¢ = (A, K, ¢,r) € Ri x R x R4 and also, connected to it,
the way in which we label individuals as naturally dead. This approach was
originally suggested in [17] wherein it was shown to generate estimates of ¢ of
good quality.

Let XObS(Tk) = {ml (Thot1; %0, Xops(Tx)) = 1 € QOTII’CS} denote the set of predic-
tions of the actual data marks, {mi(Tk_H) RS Q"Tl;f }, generated by equation
(4.1) under the regime of 1, based on the configuration X,s(7%) (in practise we
employ the simulation algorithm presented in [17] in order to create each pre-
dicted set X ps (T},) from each set Xyps(T))). Once having produced XObS(Tk), if
i (Ti1; 9, X(T))) > 0 for an individual i € QF® but yet i ¢ QF° |, this pre-
dicted individual will be treated as having died by natural causes in (T, Ty+1).
Our least squares estimates are then found by minimising

n—1
S)=> Y 1€ Y (Terr; v, Xops(Th)) — mi (Tres1)] (4.5)

k=1 ieQ%’:

with respect to ¢ = (A, K,c,7) € RZ x R x Ry, where 1{i € Q%l;il} is an
indicator function being 1 if the actual data individual ¢ is alive at time T} 1.

Regarding the possible edge effects encountered, [4] suggests some edge
correction methods which manage to reduce biases generated in the estima-
tion of ¢. Furthermore, [4] also deals with numerical issues related to the
minimisation of S (¢).
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The way in which [17] estimates « and p is to estimate them separately
by approximate ML-estimators which we present here for the purpose of com-
parison. The ML-estimator used to estimate p in [17] is given by

nr mr
fo=mnr/ > ti+> s, (4.6)
i=1 j=1

where t1,...,t,, and s1,...,8m, denote, respectively, the lifetimes of the np
individuals who have been labelled as dead from natural causes by time T and
the mp individuals who are still alive at time T'. Since the exact arrival times
and death times of the individuals remain unknown, with the only informa-
tion available being the intervals in which arrivals and deaths occur, the exact
lifetimes will remain unknown. The way [17] deals with this is to indepen-
dently draw each birth time occurring in (T_1,7})) from the Uni(Ty_1,T})-
distribution while considering the death of an individual to occur at the last
sample time at which the individual has been observed.

Note that when estimating o we actually need only to consider the case
v(W) = 1 since we can write a as o/ = aw(W), find the estimate o/ and then
get the estimate of « by considering & = (;//l/(W)‘ The approach of [17] is to
ignore all deaths occurring by setting C'(T}) = D(T}) = 0, thereby generating
the following ML-estimator

n obs
Ui 2
g = —F7+7——

T,
However, using this approach has the consequence that we ignore the interplay
between B(t) and C(¢) and underestimate o and p (see [17]). In the case of «
this comes from paying no regard to the deaths, which will reduce the number
of observed individuals.

A more correct, and thus more sensible, way of estimating p and «, as
opposed to the above approach, is to incorporate the interplay between the
deaths and the arrivals of individuals in the estimation by utilising the actual
multivariate distribution of (N(T1),..., N(T3)) in the ML-estimation, i.e. us-
ing the likelihood approach developed in the previous sections.

In the minimisation of S(v), if m; (Tky1; %, X(Tk)) < 0 for an individual
i€ Q%’j, it will be labelled as having died from competition in (T, Tk41) and

the total number of such individuals is denoted by (C(T%) — C (Tk,l))fbs and
is used as an estimate of C(T}) — C(Tx—1). Note that by expression (4.4)
we can write N(Ty) = N(Tx—1) + |Q7.| — Q1. | + C(T}) — C(T—1) where

|Q1,| = C(Tp) = 0. The observed version of this is given by

(4.7)

Nobs(Th) = Nows (Ti—1) + |992%| — 1Q9 | + (C(Ty,) — C(Ti—1))},

obs’
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where \Q"Tlﬂ =0.

When we here estimate § = (av(W),u) € © with our new likeli-
hood approach we use (Nops(T1), - - -, Nops(Tr)) as observation of the sampled
immigration-death process, (N(T}),...,N(Ty)), and hence the log-likelihood
is given by

n
1n(0) = log Pty (T = Teot; av (W), ).
k=1

5 Discussion

In this paper we have considered the immigration-death process, N(t), and
specifically we have treated the ML-estimation of the parameter pair governing
it, @ = (o, ) € © CR?, when O is compact and N(t) is sampled discretely in
time; 0 =Ty <711 < ... < Ty, and N(Tp) = 0. In order to find the likelihood
structure of this Markov process we have derived its transition probabilities,
and further, we have managed to reduce the likelihood maximisation from a
two-dimensional problem to a one-dimensional problem, where we maximise
the likelihood, L(e, ) = L(é&n (), i), over the projection of © onto the second
dimension of R? (y-axis). Furthermore, by considering N (t) as a Markov jump
process we have managed to show that, under an equidistant sampling scheme,
T, =kt,t >0,k =1,...,n, the sequence of estimators, én(N(Tl), .N(T,)),
is consistent and asymptotically Gaussian. The asymptotic normality requires
the invertibility condition (log(ao + po) — log(ao))/mo = 2t, where (o, 110)
is the underlying parameter pair. These results have been further corrob-
orated through simulations which also indicate that the estimates approach
the actual parameter pair. Furthermore, we see that the empirical distribu-
tion of the estimates show strong indications of Gaussianity, even when the
invertibility condition of Corollary 3 is not fulfilled. An interesting applica-
tion for the immigration-death process is the so called RS-model — a spatio-
temporal point process with time dependent interacting marks in which N ()
controls the arrivals of new marked points to our region of interest, W C R,
as well as their potential life-times — and we discuss how the ML-estimator,
0,(N(T1),...N(T},)), could be applied to the RS-model.

The motivation for this work comes from the need of improving the esti-
mation of («a, p) in the RS-model (compared to the estimators given in [17])
and, as a note on future work, one should numerically study the possible
improvement achieved. A further extension is given by adding a Brownian
noise in the mark growth function of the RS-model (i.e. letting the marks
be controlled by dM;(t) = dm;(t) + dB;(t) where the B;(t)’s are independent
Brownian motions) so that it incorporates uncertainties in the mark sizes.
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Having made this extension we hope to find a full likelihood structure for
this SDE-driven RS-model, where L(«, 1) constitutes a part of the likelihood
structure. A further improvement that possibly can be made is to improve
the invertibility condition given in Corollary 3 so that asymptotic normality
holds for all (v, o) € ©. Furthermore, in order to become more realistic in
applications, N(t) could be extended by letting the arrival intensity, «, and
the death rate, u, be non-constant functions of time or in themselves Markov
chains (in the latter case N(t) thus becomes a hidden Markov model) whereby,
possibly, results similar to the ones found in this paper can be established.
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Appendix

A Derivatives
Recall that

e (=) T raNF 5\ e Gk il
polti) = Tz(ﬁ) <k> (L= e i3 (i = (j = F))!

k=0

J
Z fpm‘,(p) (k)fsm(l,ofut) (.] - k)7
k=0

where i, € E =N, f

Poi(p) ()
and me(l ity (+) is a Binomial density with parameters i and e~#¢. Note further that

is a Poisson density with parameter p = % (1 —e M)

J
Pij (6 0k = Y K iy (B) oy (= F)

k=0

J k- ; )

_ k2p ]:' p( g k) (e—p,t)ﬂ_k (1 _ e—p,t)i—(j—k)
! j—
k=1
j—1 o r . )
I=k—1 ( ? > (ef;us)rlfl 1- efut)i—(jfl—l)
j—1-=1

0

o*p 7 _ng—1-1 ot
= G-yt 0) +P lp , o M e
l

k=l—1 prer i _ut\i—2—k i (i—2—k
=1 PP 1)(150 +p2z (j72fk) (e ut) (1—e ut) (j—2—k)

pPi(i—1)(t;0) + p pi(j—2)(t§0)

from which we see that

J
pi;(t; O = Z kfpoi(;,) (k)f,?m(,,»,cf,n) (J—k) = ppi(jfl)(t 0).
=0
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With 7 = (1 — e # —pute ') we get that

0 k—p
%fpoi(p)(k) = Tfpm(p) (k)
9 V)
afpm(p) (k) - mfpol(p) (k)
0 _ 1= (k=p)?)
Oaldp Fooiin (k) = (I—e r)apu Froiin (K)
0? p* +k* — k(1 +2p)
O D2 PM(o)( ) = a2 fpm.(p) (k)
0?2 Ly (k) B —2p7(1 —e™H) + p(1 — e P p2t2 =1t
oyt rosn V)= T = ey
p272 e 72
(1- e—ut)Z u2 (1 —e—rt)2y2
) 7_2 + 1 _ef,ut 2 _ 2t2 ef,ut
+ k 4 ( _ )2 ‘u fPoi(p) (k)
(I—em#t)"p?
0 ) -k —ieM)ut )
aiﬂfmnﬁ,c*ut) G-k = (1—e )y Bin(i,e=Ht) (J—k)
al WK e R (k) e

ailﬂfsmu.rut)(] (1 _ e—ltt)QNQ

Xfmn(z,rut) (J — k).
Below we will make use of expression (2.2),
> pig-2)(t:0) = sz G-1)(t:0) Zpij(t§ 0) =1
§=0 =0

and (by expression (2.2))

e}

Z]p” 0(t0) = (G + Dpij(t:0) =E[N(s + )| N(s) =] + 1 =ie " +p4 1.
j=0
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A.1 First order derivatives of p;;(t;6) and logp;;(t;6) with bounds

Opij(t:0) I~ O poigy (K) N Ay S ‘
o - Z O fBi,n(i,,c*#“) (-] - k) - Z o fPoi(o) (k)fBin(i.rut) (] - k)

k=0 k=0

_ Pij(t:0)k — ppi;(t;0)
«a
Ologpij(t:0) 1 Opi(t:0) 1 (pij(t0)k
Oa pij(t;0) O a \ pi;(t;0)
« pi]'(t; 9)
8}?@'(&0) _ J a-fpoi(p)(k) . afBin(i,e*#t)(j - k)
au - kZ:O 8“ thz(Lefw)(-] k) + fPoi(p)(k) 8/1'

,zj: pr_GoieMpt T pt
S\ (T—e)u T(1—eiu

X fPM(p) (k)me(i.e*ut)(j - k)

B ¢ R L U A S sl L S
- (1 _ e—ut)ﬂplj(tva) (1 —ert)y Dij (tv 0) (1 — e_/‘t)up” (tv H)k’

0log p;;(t;0) _ 1 9Opi;(t;0)
on pi(t;0)  Op
_ pT CGmde™ut Tt pi(t0)k
T~ (—emu (1= py(50)
_ T (G—ie™pt  p(r—pt) piG-1(t0)

A—er)y  (A—er)y  (1—er)u py(t0) (A.2)

Note first that p = Oétlfﬁ;m <at, T <pt, T<p*L0<T <1 pyt0) <j
and p;j(t;0)x2 < j2 since k < j for all k=0,..., . Using the triangle inequality and
that o, p,t,7,5 > 0 together with these bounds we get that

lapij(tﬂg)‘ cite _J

t
Jda T« « +
Ologpij ()| _ 1 |pis(t; 0 Jt+p _J
== —pl < =+t A3
' O a | pi;(t;0) - < a * (A.3)
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Opij(t:0) | _ pT+1j —ie” M |t + put — 1) JUtitpt Gt o
o (I—eH)pu l—ent — 1—e K o
<1 <1
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ou Co(ut)2 T 1—ekt T 1 —emHt pi(t0)
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1—eHt 1—eHt

A.2 Second order derivatives of p;;(t;6) and log p;;(t;0) with bounds

. 2
The expressions related to %:
{03
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—k(1+2p)

J
P

da?
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2
p
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(alogpij(t;é)))Q P’ (T—(J—le ”t)#t/P—(T—#t)ggﬁ(lt);e) )

ou (1 —e—rt)22
2 Pigi—1) (t:6) Pigi—1) (t:6) i—ie )2
_F (T (1 B ;o]ij(lt);e)*> +#t< e ))
- (L= ey
ii—1) (t:;0 2 i1 (50 -t 2
pr (M) | e (M~ 5)
(1 _ O—;f.t)2u2 (1 _ C_“t)2u2
iGi—1) (t:0) Pii—1)(t;0) j—ie Pt
2027 it <1 — p= ) ( G=p(t0) _ )
i pij(t:0) pij(t:0) p (A.12)

(1 — e rt)2)2

0*logpy(t:6) _ 1 Ppy(t:0)  (dlogpy(t:0))°
ou? pij(t;0)  Op? op

<1 <1
—N— pu—N—
’82])2-]-(1%; 0) ‘ < t(l —e )2 2422 (ut —7)? 12225 + 1) pt—1
(1t)? (ut)? it
<at <1 <2at <2(1+at)
N ——
(2074 (1= e )2 2put(1 — o) 4 22 e (14 p) )
<1 <at <2

~N —t——T
+ p2T2 +P(1 _ e—ut) (27_ _ /,L2t2 e—ut)

<1
S N2,2,2 . ’Si SN 242 —put
+ (G +)°p T+ 2(5 +9) prut +(5 + i) pitre

< t(,ﬂﬁ (72 +2(j+4) + (§ +1)?) +at(7j+2i+2)+4j+i+1>
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2( 42 PRIV, 2,2 .
2 G0) | a2 <t (] +2(j +149)j + (2at + 1+ 2at + 2p°t* (1 + at)) j

+ a2+ at (PP +2) + (G +9)2 2 + 20t (G +4) + (5 + i),u2t2>
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ou? T opi(t0) | op? op
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Oﬁia%u(t;@) _
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PP = On

= (r— )Y pij(t; 02 + 2ut (7 — pt)
j=0 J

N

(G—ie ™) piy(t;0)
———

:ppi(j—l)(t:e>

Il
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+ (1 —e ") —2p72 4+ 2ppt(1 — e M) — 20°1% e (1 + p)) Zpij(t; 0)y

=0
+ (p27'2 +p(1 —e M) (plt2e —27')) Zpi]-(t; 0)
j=0
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+ Z ((] —ie “t) W22 — 2putt (] —ie “t) + (§ —i)u*t?e “t> pij(t;0)
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= (1= ut)* > (ppig-1)(t:0) + p*pi(—2)(£:0))
j=0

+2ut (7 — pt) p (E[N(s + 8)|N(s) = i] + 1 —ie ")

E2plie—nt fptl—ie—nt)=p(p+1)

+p(=2pm° + (1 —e )2+ 2ppt(1 — e ") — 2p°t* e # (1 + p))
+ p°72 4 p(1 — e 7H) (uPt? e —27)
+ 1%t E[N(s+t)° —2ze " N(s+t)+i%e 2 |N(s) =i

(252)1'(2'—1) 72t L (142p)ie Mt 4p2dp—2me Mt (e M £p)fiZ e 21t

=(1—e " )ie " 4p(p+1)
+ —2put7 (E[N(s+t)|N(s) =i] —ie ")

2.2
22 )ic*‘“ +p—ie~Hrt=p

+ 12 (B[N(s + )| N(s) = i] — 1)

(2i2>i e ht 4 p—i=p—i(l—e—Ht)

= (r—ut) plp+1) +2ut (r — pt) p(p+ 1)
—20°7% 4+ p(1 —e™)? + 2p°pt(1 — e ™) — 2u°t* e p(1 + p)
+ 0270 4 p(L— e M) (Pt e =27) + Pt e (p —i(1 — e7HY))
+ 121 — e Yie M +p(p + 1)) — 207 utT
= p (1 —e M _pte M 4ot (p + ef“t) — T) (1 —e Mt _pteHt -7)
= p(r+2ut(p+e™)—71)(r—7)=0 (A.14)
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A.3 Third order derivatives of p;;(t;0) and log p;;(t;#) with bounds

The expressions related to 8%3:
. Opij(t;0
Since % =2 (pi(j_l)(t; 0) —pij(t;G)), we get

%pi;(t;0) p? [0 o 9
78;3 = 2 (%pi(j—Z)(ma) - Qafapi(jﬂ)(t;a) + %pij(t;e)
3
= % (ij—3)(;0) = 3picj—2) (£ 0) + 3pi(j—1)(£;0) — pi;(£;60))
3

e} (Pi(j—3)(t:0) = 2pi(j—2) (;0) + pij—1) (£ 60))
3
f% (Pigj—2)(t:0) — 2pij—1) (£;0) + pi; (£;0))
_ o (Ppi(t:8) 91 (t:6)
0a? Oa?

«

83 Ingij (t; 0) _ 1 83])“ (t; 6) . 1 82]?1']' (f, 9) 6logpij (f,; 9)
da’ T opi(t0)  0ad pi;j(t;0)  Oa? da
3
N (8logpij(t; 9))
Jda
pij(t; (9) (9013 -
p 1 ‘82]01‘,]‘(75;9)‘ pPi-1 (5 0) 1 ‘321%(]‘71)(75; 9)‘
api;(t;0) da? a pij(t:0)  pi-1)(t;0) 0a?
. . 2 . . 2
J o, (7 pPlpy(0)k (J—1 (-1
< at<a2 + (a—&-t) ) taooee ottt
. . 9 (i i1 2
< J+(J+at)t+]<] . +(J +t)>
a al\ o a
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‘ d*log pi;(t;6) ' <

Oa3
< 1 33pij(t;0) +3 1 0?pij(t;0) || Olog pij(t; 0)
~ pis(t;0) da3 Dij(t;0) da? Oa
N 0log pi;(t;0) 3
(oo}
. a2 (i1 1 2
< JEUSa), (j . +(]—+t) >
a al\ «a a
Jt++at)? (j i\
+3 (—+t) + (*th)
a a a
= Blll(avﬂatz.ja Z) (A15)
The expressions related to %:
Since
Ppii(t:0) _ pPpis(6:0) + i (85 0)re — pij (t:0)(1 + 2p)
Oa? a?
2
p 1 14+2p
= 2 (pij(t;e) + Epij(m@)kz - Tpij(t§9)k)
02
= 2 (Pigj—2) (t:0) = 2pi(i—1)(t;0) + pi; (£ 60))
and %2—; =-2 ;;2 we get
Ppii(t;0) 9 IPpi(t;6)
da20p O 0ol
pT 1 14+2p
= —QW (pij(t§ 0) + ?sz(t; iz — Tpij(tQ 9)k>
2
P 9] 3] 0
P i oy (150) — 2 s 1y (£:0) + —pis(t:
+a2 (a,upL(J?Q)(f’ 9) 8ﬂpb(‘}71)(t70) + aﬂp ](t 9))
P logpi;(t;0) 1 &py(ts0) 1 0%pii(t;0) Ologpi;(t:0)
0a20u  pi(t0) 0a20u pij(t;0)  Oadp da
+8logpij(t;9) Olog pi;(t;0) 2 B 9% log p;;(t;0)
ou O da?
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1—eHt
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20 pL_] 1) (t 6) 1 a
a? p”(t 9) Di(j— 1)(t 9) a,LL

(t;0)

pz (j— 1)(7‘ 0)

T 1pij(t;0) 2 — pig (60 pij (2 9)k> PP 1 0
= —2—(p+- -2 + = =—1ij(t; 0
ap? (p p pij(t; 0) pi;(t;0) a2 pi;(t;6) Op i(t:9)
1 ])ij(t; 0)k2 7[)1']‘(15; G)k 1 0
+— - Pij—2)(t; 0
a? pij(t;0) Pi2)(t:0) op" "V »(t:6)
P p”(t 0)k 1 3}
= Di t;0
208 iy (6) o (60 o006
1 B3p¢j(t; 9)
pij(t;0) | 0a2ou
< 2P (ary D) o ppp (ary GHIEDE
o a(l —e™Ht) J 1 —ent J
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i+ (+i-1t . J G+t
+ o2 (t+ R +7-2 +2ta at+1 e*“‘Jrj 1
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9% logpi;(t:6) | _
0a2du -
1 P pij(t; 6) g 1 pij(t;0) || Olog pi;(t;0)
= pi(t;0) | 0a?0p pi;(t;0) | Oadp [oJe
4 |9logpi;(t:6) || ( Olog pij(t: 6) ? 9Plogpi(t;0)
o da da?

12 (3% +7) ) 5 G+i+t
< 2= (at+ 2L 49 2 at+ 2 ——— 2
o (a +O[(1—Q_Mt) +2) )+ at + ot +7J

.2 . . . . . .
it Gri-1t . j G+at
+ o? (at+ R +j—2 +2ta at+1fe*ui+j71

s ( - t) ((ﬁ I oo U (fltitzf)? (35 +)1)

R at? + (35 + i)t [ ] j 2
+ (L) + 2 t)—i— (35 +3) <]2+2(]+t)>
n 1—e# « «

= Bll2(a7 N7t7 ]72) (A16)
The expressions related to %@3@2:
Since
Opij(t;0) _ pij(t;0)k — ppij(t:60) _ p
Jaa == " ! = (pigj—1) (t:0) — pij(; 0))
and
D op_p2r— (e
uza  a (1—e k)2
we get
PPpi;(t;0) & p p (0 0?
W = (87“2&) (pij—1)(t:0) — pis(t;0)) + o (Wpi(j—l)(t% 0) — QTLQPM(U@))
27 — (pt)2 e # Opy;(4,0)  p [ 02 ) »
e iZ  oa o 3721%(;—1)(@9) 8721723(?57 0)
O*logpi;(t:0) 1 PFpi(t:0) 1 pij(t;0) Ologpi;(t; 0)
Jadu? pij(t;0) Oadu? pij(t;0)  Oadu op
| Qlogpy;(t:60) ((Dlogpy;(t:0)\* _ 8°loapi;(t:6)
Oa ou ou?
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a2 (60) D (2 0) 92l
« pzy( 5 ) pl(]—l)( 5 ) 1%
p 1 0?

- Emwmj (t;0)

(t;0)

1 83pij(t; 9) 2+ e Ht t2 l Lt
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+ 2 (Pt +2) + (i — D2 20t(f i~ 1)+ (5 i — 1),u2t2)

+t (f +2(j +1)j + (20t + 1+ 2at + 2u*%(1 + at)) j

+ a®t? + ot (2 4+ 2) + (4 )22 + 20t (i +4) + ( + i);ﬂt?)
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9 log pi;(t; 6) L |9pi(t;0) L |9°pij(t;0) || Dlogpi;(t; 6)
dady? ~ pi(:0) | dadu? pij(6;0) | Oadu p
n 0logpi;(t;0) Ologpi;(t;0) 2+ azlogpij(t;ﬁ)
da ou Ou?
2+e M,

J
—t | =+t
1—e 1t (a + )

+ étQ ((j — 1242 +i— 1) — 1)+ (20t + 1 + 20t + 2% (1 + at)) (j — 1)

+ a4 at(Pt2+2) + (G4+i— )22t 4 2at(+i— 1)+ (j+i— 1)u2t2>

i+ i)t i
i +0) +t2(1+J)+]Tt

(1—e M)

+2 +at® +

at? + (35 +i)t [ (52 + )t
1 —eHt «

(1 —e M) 1 — e—nt

. 2 . . . 2 . . 2
L (i +at)(at +(3]+z)t)> s (lﬂ) (at +(3]+z)t)
o
+ 12 (% +2t> <j2 +2( +14)j + (20t + 1+ 2at + 2p°3 (1 + at)) j

+ a2+ at(u®t® +2) + (G + )60 + 20t(j +0) + (5 + Z,th)

=t Biaa(a,p,t,5,1) (A.17)
aai 5 9 .
The expressions related to ek
Since
9 p _ PP (6 Sre 201 +2€7'M)67“tt2
dua? @2\ T O—emp | (I—ewmp
J
Pij (t; e)ks = Z kaPm(p) (k)meu,eﬂw) (-7 - k)

k=0
— XJ:kSPk e’
n k!
k=1
I=k—1 = ple? i i1 o
= pZ(l +20+ 12) I ( i1 l) (eiut)] (1- eim)%(]ilil)
! j—1-
1=0

= i1 (t:0) + 20°pigi2) (1;0) + ppi—1)(t: )52
= ppig—1)(t;0) + 30°pij—2) (1;0) + PP i) (1;0)

B} j—k i (i—k
( (e—u,t)J (1 _ e—l“f)l—(J—k)
0
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pij(t;0) o Lot )

where m =0,1,2,... and p;;(¢;0)ko = ps;(t;0), we get

0%pi;(t,0) 0 8%py;(t;0)

o op o
_ (6 8 e Mt 21+ 2eHt)emHt 2 0%pi;(t;0)
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p? . 0 2 2 0 .
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aﬂ 17 \Uy
27 4 (1= €M) 4 2ppt(1 — ) — 24 (1 + p))
0
(¢ - — i et
+pij (t; 0)x o <2ut (r—pt) (G —ie™™)
—207% + (1 — e "2 4 2ppt(1 — e ™) — 2u2t% e HH(1 + p))
+§pi]~(t; 9)( (5 - z‘e**“f)2 PPt —2prpt (j—ie ) 4+ (j —i)pPtPe
i
+p27% 4 p(1 — e ) (Pt e Mt 727—))

1o}
+pi;(t; 9)8—M

+p27% 4 p(1 — e M) (Pt e —27')))

ou?

( (5 - ie*”t)2u2t2 —2prpt (j —ie M) + (j — i)t e M

- AD?p”‘(tﬂ)
Ei

d o
Ay, (60),2Pi5 (6 k2 + Ao 10,0 aﬂpw(t 1Ok + Aoy 0), o (t;:6)x

+Ap‘bl(t g)kplj (t e)k + A 9

e

0
pis(1:0) g Pia (6.0) + Apy, sopis (40)
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where

Ast”(t;e) =
ou?

Am,(t;@)kz -
A%pij (:0) 3,2

A%I)ij (:0)x

Am]‘(i?e)k -

A%PU (t;6)

Apm (t:0) =

P logpi;(t;6)

6 8re K 2(1 +2eHt)g=rt 2
(o - e )
r —put
EQt(T —e M) (ut —71)

2
=ty
2

2 (2ut (r = ut) G — i)

—2p72 4+ (L — e )% 4+ 2ppt(1 — e M) — 2422 e (1 + p))
2
P . P— —put ey 114
252 (t (G —ie™)(r — put — pt(r + ™)) +ie™ ut(r — pt))

+te M (1 —pt — Tt + w2t (1 — )
(7’ (7—2 + (ut)? e Mt (=1 + Ze*“t)) + (pt)de rt(1 — e*‘”))
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2

%( (- ie_“t)2 w2t — 2prpt (4 - ie M)+ (j — DHpit2e

P2 p(1 = e ) (2 e ~2r) )

92 2 2

oz | 26t — e atT + p(ut)*))(j — i) + 2ut*ie ™ (ut — pr — 1)
p(L—p)

(i —e)n

2 —put 2
()2 et 71— 2p + pt) + 21 e (1 + (ut)?)
(I—e#)u

te )2 4 pte M (2p7 — (ut)? e Ht)
t 2 —ut (/’L

+§(2 — pt)pt? et 4273

oud N

1 &pi(t;0)  dlogpij(t;0) [ (Dlogpi;(t;6) 2+3<9210gpij(t;9)
pii(t:0)  opd ou o op?
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<t?
o <(1+pt)?
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<t?
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|[Ap, o] < ¢ <2(,ut + (at + at(ut)?) (G + 1) + 2uti(ut + at + 1) + 5(2 + pt)ut

a(l+ at)

+2
n?t

+ apt? (3 + dat + 2ut + 3(ut)?) )
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pij(t; 0) ou3
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0 0
‘A pis (£:0) 2 aﬂp;g(t 0 k2| + )A 2 1. (:0)k apij(t; e)k

0
+ Ay, w0, | [0 (85 0)i| + ‘A 2 i tQ)‘ ‘@Pij(t% 9)‘ + A, w0 |Pij(t;9)>

(% + % + %) t2<j2 20 +1i)j + (dat + 1+ 222(1 + at)) j
a2t 4+ at(pPt? + 2) 4+ (5 +9)2 % 4 20t (j + 1) + (5 + z’);ﬁﬁ)

+263 (put + 1) 52
+2(1 + put)? (at2 + %) 32
1 —emt

+263 (5 4+ 4) (14 3ut) + iut(1+ pt) + (1 + pt)® + o (L+ (ut)® + p2t%)) j

35 + i)t
+t2 (2ut(j + 1) + Aot + 1+ 202 (1 + ot + j + 1)) (at2 + M) J

S S A 37 +i)t
+t2 ((j +1)°p2 2 4+ 2at(j +19) + (j + D)t + o + at(p?t® + 2)) ( (1 J e*F)‘i
+t? (2(@ + (ot + at(ut)*))(j + i) + 2uti(pt + at + 1) + (2 + pt)ut

a(l + at)

2
2=

+ apt? (3 + dat + 2ut + 3(ut)?) >

::A]

Pi; (5:0)

a3p,,»j(t;e)
B
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‘ 3 logp;;(t;0) ‘ -

ous

<

~ pi;(t;0) oud M M ou?
ot + (35 +i)t\°

4 ( 1—ent

12 + (35 +4)t
+ 32 (O‘lt(iﬁ”)) (f +2(j +1)j + (2at + 1 + 2at + 2u*%(1 + at)) j

! ‘332%1(15;9) ’ . ’alogmw)’ ((310gpi,7(t;9))2 s ’ 0" log iy 1:) D

<A]

Pi; (5:0)

93pi;(t:6)
o3

e—Ht

+ 0t + at (P +2) + (+0)2 P + 20t (f +4) + (5 + z’);ﬁﬂ)

= B222(a7u7t7j7i) (AIS)

B Derivation of the Fisher information matrix

See Section 3.2 for definitions.
The Fisher information matrix at 6y associated with {g(6;4,-) : 0 € Ay, } is given
by

o (Li(00:i)  Tia(60;1)
1(00;1) = ([i(ag;i) IZWE;U) .

By expression (2.2) we have that

1 B [N (s + )N (s) = ] — e = 1+ py

(4 — iciut)pi(j—l)(t; 6o)

I

7=0
Z(J—ie’“t)pu(t;f)o) = Eg [N(s+1)[N(s) =] —ie " = pg
=0
Z]—ze 120 (5:00) = Ego[N(s + t)2|N(s) = i] 4 i e~ 200t
Jj=

—2ie M By [N (s + )| N(s) = i]
= (L—e""ie ™" +p3 + po,

where Eg, [] denotes expected value under 6y = (ayp, po). Using these results and by
considering expressions (A.5), (A.8) and (A.12), we get that the entries of I(6p;4) are
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given by

Ii(60;1) = Y (D1logq(o3i,5))° albo;i, ) (B.1)
JEE
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_ p'l(] 1) (t 90) (4
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4 (5 oyt ~22 (00 + o)
= Pi DPij

ag =0 Pij (£ 60) v ’ =0 7

2 o0
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pot ( ii—1) (t; 0o) )( (j —ie ot )
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+ o 4 Z (j —ie ") pi;(t;0) + pZOO (pi(j—1)(t; 60) — pij(t; 60))

;

7=0
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Ina(00;3) = > (Dalog q(6o:1,5))* q(0o; ., 5) (B.3)
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