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Abstract— In supervisory control theory, an issue that often
arises in real industrial applications is the huge number ofstates
for the supervisor, which requires a lot of memory. Another
problem that is typically encountered for the users of supevi-
sory synthesis tools is lack of information and unreadabily
of the supervisor. In this paper, we introduce a method to
characterize a controllable and non-blocking supervisor éectly
on the modular automata (sub-plants and sub-specifications
by extracting some guard conditions from the synthesized
supervisor and the synchronized automaton. Thus, the pre-
sented approach may potentially model a complex supervisor
using a compact representation whilst not infringe the orignal

the monolithic output automaton is weak and it is
troublesome for the users of such a system to really
understand how the synthesis procedure restricts the
input automata models. Thus, a third problem that is
typically encountered for users of supervisory synthe-
sis tools, e.g. [2], [3], is that they cannot manually
explore the synthesis result. More specifically, the user
retrieves the final supervisor for the system without
any specific information regarding the events causing
undesirable states.

modular structure. Furthermore, the guard conditions, which The authors in [4] propose an algorithm for manufacturing
are generated from a set of states, may give the user of the ce|| controllers to extract the relations between the ojmra

synthesis procedure a better understanding of which statethat — yo6ning the work in the cell from the synthesized supervisor
were removed during the synthesis. In order to obtain more

compact guard expressions, we include some unnecessarytsga 1€ Main advantage of these relations is to give an easy-
(unreachable and extended forbidden states) in the set ofates to-read representation of the control function and make

that will be used for guard generation. By exploiting this exra  the method usable in an industrial setting. However, not
information, it is possible to reduce the logical expressiots to  mych attention is paid on how to reduce the final relational
more compact guard conditions. expressions for more complex systems which is the case
in many industrial applications. Moreover, some restreti

I. INTRODUCTION " - .
conditions have been assumed for the original models, which
In the last decades, there has been a lot of effort tg,q|g be satisfied in order to benefit the method.

design controllers for complex systems automaticz_;llly. One | [5], [6] an implementation of decentralized supervisory
approach suggested by Wonham and Ramadge, iSSthe conirol was presented. This is performed by embedding
pervisory control theoryfor discrete event systems [1]. It iS the control map in the plant’s local Finite State Machines
a framework for automatically synthesizing a discrete éverynq employing private sets of Boolean variables to encode
supervisor for a plant so that the closed-loop system fiffilline control information for each component supervisor’ [6]
given specifications. The plant and the specifications ars M\ (though this process will assist the simplicity and clezss
often modeled by finite state automata. Both the plant and thg the supervisors, the main focus in these papers is to solve
supervisor are typically modeled by a number of interactinghe problem of decentralized communicating controllers.
sub-automata. N o The authors in [7], [8], [9], [10], [11] have proposed
The standard way of synthesizing a supervisor is to enmother class of approaches for supervisory synthesisibase
merate all reachable states in the closed-loop system and tthn the linear algebraic representation of Petri nets model
remove all states that does not fulfill the given specific&io of the plants. In these methods, the specifications are added
This approach has three main problems: to the plants in the form of linear predicates which can be
1) Enumerating all reachable states in the closed-loamnsidered as constraint conditions. The resulting ctiatro
system is computational expensive due to the statean also be formulated in a similar way as suggested in this
space explosion. paper. However, each approach has some restrictions. The
2) Typically the synthesized supervisor has a large numnmon-blocking problem is not considered in [7]. In addition,
ber of states and representing them as a single automa-order to employ this approach, the system should satisfy
ton will require much more memory than the memorya particular structural condition: the uncontrollable et
in the hardware used to realize the supervisor. extracted from the Petri net model must be loop free. In [8]
3) While the input models to a supervisory synthesishe liveness problem is considered but only for controlled
problem typically consists of multiple automata, themarked graphs. The approach proposed in [9] is applicable if
output from the synthesis procedure (the supervisothe supervisory net has a convex reachability set. The fisgcus
is in most cases a monolithic automaton. The relamainly on efficient automatic verification. In [10] the regtie
tion between the original modular input models andor a maximally permissive supervisor is abandoned, inffavo



of a more easily computed but also more restrictive contrdl(q, o) = ¢'. There are also somearked states Q,, C Q,
function. which are the set of states that are desired to be reached afte
In this paper we introduce a method for characterizingne or several transitions.

the controllable and non-blocking supervisor directly bat The composition of two automata A =
modular automata by using extended finite automata (EFAR“, ¥4, 64,¢,Q4) and B = (QP,XB,65 ¢P,QB)

[12]. The main idea is to generate a supervisor that couid defined by thefull synchronous composition (FSC)
be represented using the original modular structure that waperator || [16], which results in a total system
used to represent the sub-plants and sub-specificatiois. TH | B = (Q, 4 UXE §,¢;, Q,n) whereQ C Q4 x QF,

is performed by introducing guard conditions on the modulay; = (¢, ¢®) and Q,,, = {(¢*,¢®) | ¢* € Q4. q® € QE}.
automata so that the resulting reachable states become Thee transition functio for A || B is defined as in [16].

same states as in the supervisor. ;
) g . B. Supervisory Control Theor
The synthesis procedure is divided into three steps. In step P Y y

1, the monolithic supervisor is synthesized in the tradaio _ SuPervisory Control Theory (SCT) [1], [17] is a method
way by using binary decision diagrams (BDDs) [13] in ordefor automatically synthesizing supervisors that restﬁm_

to do the computation symbolically. Using binary decisiorfonduct of a plant (or a number of plants) in order to satisfy
diagrams make the synthesis problem tractable for many ifOMe given specn‘|cat|ons._These specifications desc_rdoe th
dustrial problems including extremely large number ofestat "€quired or allowed behaviors. In an attempt to restrict the
[14], [15]. In step 2 the guard conditions, formed as |Ogi@xecut|0n qf the plant to the speC|f|cat|ons,saperV|_sor _
expressions, are extracted from the monolithic supervisor(controller) is used. In automata theory, the supervisor is
represented by BDD. Finally, the guard conditions are adddhe automaton which enables or disables the events in the
to the modular automata in step 3. plant. _ .

A crucial step is to reduce the guard conditions to compact Unlike model checking [18], [19], where the goal is to
expressions. If the guard conditions are minimized enoughe!ify if the model contains any incorrectness, in SCT all
the suggested approach can also save a large amount/ngiorrect situations, e.g. undesirable deadlocks, shbeld
memory for supervisors with numerous states. We suggdSgntified and avoided in order to guarantee that the system
some alternative state-sets, including unnecessanggiate NEVer Violates given specifications. o
reachable and certain forbidden states), that more prgbabl In SCT, events are divided into two d|310|n_t subsets:
yield compact expressions. controllable events Y., i.e. the events that can be |_nfluenced

Since the presented approach is suitable for implemeRY the supervisor, andncontrollable cvents Xy, i.e. the
tations based on BDDs, it makes it tractable for largefVENts that cannot be influenced by the supervisor.
problems. Moreover, by using this method, the clearness For a plant modeP> where
and simplicity of the supervisor is enhanced. The method P=P|PR]|...| P,
could indeed be used for any standard supervisory control
problem and is thus applicable to any applications wherd"
the supervisory control could be used. One possible applica Sp=25Sp1 | Sp2 || - || Spm,
tion could be to automatically generate conditions for how _ _
concurrently executing operations in a manufacturing khouA = P || Sp is the ful synch_romzed_automaton_.
be coordinated such that the product could be successfull In the_ process of generating the final supervisor (after the
produced, see e.g. [4]. synthems), we do not distinguish betwerand Sp and thus

This paper is organized as follows: Section Il is devotegOm now on we express as:
to some preliminaries for the theory. The process of adding A=A || Az ] ... || Ay 1)
guards to modular automata is discussed in Section Ill. Seg- . - ' C
tion IV describes how the guard extraction from a monolithi ome states iod are explicitly defined to be avoided; which

system is performed. In Secton V a BDD representation fd}% S SV HCE TE RS SO
the state-sets is presented. Finally, Section VI provideses )

: : be some states that merely lead to the forbidden states and
conclusions and suggestions for future work. thus they should also be prohibited. We call such states the
II. PRELIMINARIES extended forbidden statemd denote the corresponding set
ng which follows the supervisory synthesis. Hence, the
pervisor is generated by excludi@yg,. from the reachable

d a specification modélp where

In this section, we present some basic concepts that ak?
required in order to get a better understanding of the rest §r

, : ates inA.
this article. Following are notations for some state-sets which will be
A. Finite Automaton used later in the paper:

A finite automaton (FA) is a 5-tuplé@, X, 4, ¢;, Qm) Q: All states inA; x As x ... x A,,.
whereQ is a set of finite stateg] is a finite set of events (the Q°: {qeQ|3¢d €Q,0€X. d(qg,0)=q'}. The
alphabet); and: @ x X — @ is a partial transition function states that enable.
which describes the state transitions. Whén o) is defined, Qreach : The reachable states. The states that can be
it means that there exists a transition for the siate @ reached from the initial state by a number of

and the event € X. The next state is denoted hy, i.e. transitions.



Qsup © All the states in the supervisor. conditions (7). Consequently, there are two approaches to

qup * Qsup N Q7. construct a guard condition for an event
Qex * Qreach \Qsup- 1) G7: The guard expression isue when CaseA is
C. Extended Finite Automaton ) Zat'sfllﬁd' J on il hen CaseF |
. . 7. The guard expression ifalse when CaseF is
An Extended Finite Automaton (EFA) presented in [20], ) sétisfied gu xP ! W
[12], is an extension of the ordinary FA with guard (con- F - I-B Il th 1)is the full h
ditional) formulas and action functions including diffate rom _sgchop A ,reca;aA aﬁl( )|sAe ':'Jh sync rr?nct)uts
variables. In this kind of automaton, a transition is endbleC°MPOSItion ofr automatad,, 4, ..., A,. Thus each state

if the associated guard is-ue, and when the transition is N the monolithic automaton has the following form:

taken, updating actions of a set of variables may follow. An 4 = <q;.417q;.427 e q;‘n>
EFA is a 6-tuple(Q x V,%,G, A, —, (qo,v0)) WhereQ is _ e "
a set of states) is the domain of definition of variables; FOr caseA, we just take into account the states that can

. : /AL A An A A A
Q x V is the extended finite set of statés;is the alphabet; Pe allowed:{(q; ", ;% - ;") (a4, 55 a;,")}

G is the set of guard predicates oViér A is a set of action and thus the expression will have the following form:
functions, iefa|a: V =V SCQXEXGXAXQIS  go _ (44 = ¢4 A (622 = ¢22) A . A (6P = ¢2))V
the state transition relation; aridy, vo) is the initial state. « =g %) N (e ey (4 %)

) A _ A Ay _ A An _ A,
Fig. 1 shows a sample EFA whese G, and A stand for V(@ =)AW@ =g )N AN @ =)
event, guard, andaction respectively. On the other hand, for caseF, where we
consider the states that must be forbidden
o : bookResource Ay A An Ar Ao An
G : resources >0 {<qk/1 ’qk.é e Qg Do <q[1 ey o0 ey, )} the. guard
A resources = resources — 1 expression that represents the state-set for forbidddessta
is:
A R
G7 = (™ = ai ) A (@™ =g A A (@™ = qg))A
o: freeResource A ﬁ((qu = q‘é}ll) A (qA2 = q?;) AN (qA" = q?n"))

A : resources = resources + 1

= (@™ £ gV @ # gV v @ £ g
A ((CJA] 75 q?ll) v (qu 75 qz‘};) N, (qA" 7& q?nn))7
lll. ADDING GUARDS TO MODULAR SYSTEMS  The final guard expression that will be added to transition

As stated earlier, in order to synthesize the superviser, thi(g;,’, o) is computed by removing the terms that include
extended forbidden stateQ{.) should be excluded from the qf‘].j from the expression. In order to get a more simplified
reachable state$)....») in synchronized automator (1). expression, standard algorithms for minimization of logic

Another approach to generate the final supervisor is texpressions, e.g. [21], [22], will be performed on the final
add some restrictive guard conditions to the transitions @fuard condition. The guards expressions can either be rep-
modular automata, i.e. sub-plants and sub-specifications, resented in disjunctive normal form (DNF) or conjunctive
avoid them to reach the extended forbidden states. Henegrmal form (CNF). For each specific example, the form that
by assuming that the systems are modeled by FAs, afteas a simpler comprehension for thser, will be selected.
adding the guards, they will form EFAs. This enables us t9Ve clarify the above process by the following example.
characterize the supervisor directly on the modular autama Example 1:Consider the classical resource booking prob-
The guards can be extracted from thenolithic systenfthe lem where there are users that will use two resources but
full synchronized composition of the modular automata) byn opposite order. Thus it can be directly implied that there
using the information from the supervisor. Recall that wevould be a deadlock in the system when the users use a
wish to determine the events in the modular automata thebmmon resource at the same time. Fig. 2 shows the resource
should be enabled or disabled. Thus, we will study the casgitomata models plus the monolithic automaton for this
for each event separately. system. Note that statéys', ¢&, ¢S, ¢¥) in Fig. 2(b) is a

In order to generate the guard conditions, we will firstleadlock state. Now consider the guard expression for event
determine the state-sets where an eventan occur and . We study this case for each of the approaches mentioned
extract the guard expressions from these state-sets. Thetglier:
are two different points of views one can consider for 1) The states that must be allowed for event are

constructing the state-sets: {{ai*, af, qf qﬁ; (¢i',45, 47 af’)}. Hence the guard
expression will be:

Fig. 1. A sample EFA.

CaseA. States where is allowed denoted byQ)?.

ay __ A _ A B _ B c _ C D _ D
CaseF. States where is forbidden denoted byQ5. Ga' = =a)n(g =a)nla =a)rla =a))

_ _ - _ V(@' =) A @ =) AT =a) A 7 =)
Hence, we can either ch_oose to restrict a transition byrﬁgrm which can be simplified to
it to be or not to be in a state-set while executing the V. e P
event. As a result, there would be two types of guard condi- Gl =(a" =) A (d" =ar) A (@ =g DA

tions: allowing guard conditionsg?) and forbidding guard (6" =a7) Vv (@® =a3))



Thus for transitio(q¢;*, a1), the guard will be N o oy @
Gt = ((¢° =4aF) A (d° = aP)A Ol \&J 3
(% =at)v(@® =a))) ) )
2) The state-set wherei; should be forbidden is —>@ = @ ! @
(¢, 4% ,4¢¢, qP). Thus we will have

Gt =" #a) V@ #a) V@ #a)) V(e #ar) b1

which will be @

gt = (q® #a¥)V (¢ #a¥)V (@° # D) “

for transitiond (g, ay). as '
Fig. 2(c) shows the automat4 and B after addingg“1
and gb2 respectively. Note that all of the four modular @

automata operate in a synchronized manner to obtain the
desired supervisor. @

IV. EXTRACTING GUARDS FROM A
MONOLITHIC SYSTEM
(g7 » (11 7f11 >4y >

In the previous section we mentioned how we can charac- a1 bz
terize the supervisor by adding restricting guard condgio

to the modular automata. Now the question is how we can
. . (a5, qqugrq1> <q1,q2’q1’q2

extract the guard expressions from the synchronized model
A and the supervisos. \ /

As stated earlier, there are two cases we could consider q3 P4, qP) ) (o aC (/U) (@t P oC 7q1

in an attempt to construct the guards. For each case we
study two levels ofcertainty by introducing the following
definitions.

Definition 1 (Upper bound of)? : U(Q2)):
The states where can be allowed. Hence, if the séf(Q?)

is extended to include a state (WU (Q?)), then the guard (a2, 4, qC, qP)
expressions generated from the extended séf(@}?) will
make it possible for the closed loop system to enter a state (b)
that was removed in the synthesis procedure,@.g.. @
Definition 2 (Lower bound o7 : L(Q?)): G: (¢° 5 )v (¢€ # %)
The states where must be allowed. Hence, if the sét(Q?) _»@ V(q # a3) (D—= @
is restricted to not include a state I(Q?), then the guard - o4 .
expressions generated from the restricted selt(@}Z) will ba
not make it possible for the closed loop system to enter g: (¢* 75‘1,334);251 #a5)
a state that was retained after the synthesis procedure, i.e @ vie #a) @ b @
Definition 3 (Upper bound of)? : U(Q%)): (©)

The states wherer can be forbidden. Hence, if the set Fig. 2. Example 1. a) Product descriptions and resource Isiobg Full
(QU) is extended to include a state M(Q}{) then the synchronized composit;on of thg automatfa_i [ B || C | D). c) Automata

guard expressions generated from the extended gé{@f;) 4 and B after adding;" andg;* respectively.

will not make it possible for the closed loop system to enter

a state that was retained after the synthesis procedure, i.e
o whereC(X) denotes the complement of sEtby having@
Definition 4 (Lower bound 0§% : L(Q%)): as the universal set.

The states where must be forbldden Hence if the set BY definition of Q7,,, stated in section II-B, it is straight-
L(Q9) is restricted to not include a state i{Q%), then the forward that

guard expressions generated from the restricted se{@f) L(Q7) = Qup;

will make it possible for the closed loop system to enter a

state that was removed in the synthesis procedureQ)i.g. and thus U(0%) = CLO°
It can directly be observed that there islaality relation (@QF) = C(Q4up)
between the upper and lower bounds for each case. Hencghe lower bound ofQ7 will be shown in the following
U(Q3) = CL@F) or LQF) = CUQD) lemma and theorern.

. : > o Lemma 1:For every state that belongs #0(Q%), there
L(Q7) =CU(QF) or UQF) =C(L(Q7)) exists an eventr which leads to a state ir).,. More



formally, let g be an arbitrary state ii(Q%), then it holds

thatd(q, o) € Qex.

Proof: The proof will be shown by contradiction. Let
q € L(Q%). Assume that there is exists a state= (g, 0) ¢

Qe Thus:

q € C(Qez)

= ¢ € C(Qreach\Qsup)

= ¢ € C(Qreach N C(Qsup))
= ¢ € C(Qreach) U Qsup

This implies thatg’ belongs either taC(Qreach) OF Qsup-

However, based on the following hypotheses, a proper
choice can be the second case where the state-§&t and
the guardgs.

Hypothesis 1.t is of more importance for the user to
realize what cannot occur in a system.

Hypothesis 2.Practically, there are very few situations
where the synthesis restricts the events that can occur.

It is hard to say if there exists a state-6&t, represented
by set operations that always yield MGEs. Nonetheless,
according to the lower and upper bounds@f, Qi, has
the following restriction:

L(Q%) € Qun C U(QT)

If ¢ € C(Qreacn), it means that an unreachable state that Q7 N Q,.cacn N C(Q%,,) N C(Qez) € Qin € C(Q7,,)

sup sup

will never be reached is forbidden which violates the lower ] ,
bound specifications. 1§ € Q,.,, it means thay; should ~ We can rewritel(QF) as follows:

not be forbidden, but we had assumed that L(Q$) which oy _ o o
leads to a contradiction. Hence, for both of the cases we wiIIL(Qf) o ?Q ?g’”e“;h QQO( 5“”);(5(6’2“) C(Qun)
= 7 g N Qreach N reach [ su
sup P

face contradictions and thus it implies thidy, o) € Q... B
= ((QU\qup) N Qreach N C(Qraach))u

Theorem 1:The lower bound OQ; is
Q% N Qreach N C(QZ,) N C(Qex)- (Q\Qup) N Qreach N Qsup)
= (QU\qup) N Qreach N qup

Proof: Thg proof will be shown by contradiction. |, 4 first glance, it seems that(Q?) produces MGE,
Assume there is a state-sek C L(QF), where a state poyever, this does not always hold. By including some un-

g € L(Q7)\Qr. According to Lemma 1g" = 6(q,0) € Qecz-  necessary states (unreachable and extended forbiddes)stat
Thus, if we generate the guard conditions fran then we j; js possible to perform an additional reduction in the final

can reach a statg’ € Q.. after the supervisory synthesis ninimization. Thus, there is a trade-off between retaining

which leads to a contradiction. _ _ B the expression as reduced as possible, and adding some
Based on the duality property, a direct deduction from thignnecessary states for assisting the final minimization.

theorem is As a conclusion, four reasonable alternatives @ can
U(Q7) = C(Q7) UC(Qreach) U QFyp U Qex be suggested:

. a) Q7 =Q°\Q7,. .
This means that the states wherecan be allowed are the b; ggl _ ggsg?ﬁp\c@ )
states that do not enabte or the unreachable states; or 0 ng B QU\qup\Q reach/:
the states in the supervisor; or the extended forbiddeasstat d fs X\ Esup Ce””'
which will not be reached anyway. ) @F, N Q7\Qup \C(Qreacn)\ Qe
A challenging issue is which approach betweérand 7 By computing the_ above state-sets f_or a num_ber of _examples,
is more convenient for extracting the guard conditions. T@NE can get a view of the alternative that likely yields the
deal with this question, we first introduce two factors thaMGES in most of the cases.
can impact our decision: As a final remark, note that all the state-sets represented,

o Memory In most of the cases, the automata will bei'e' Q(.j’ QZup: Qreach, Qex, AN their _co_mplements, can be
saved on a limited amount O’f memory, e.g I:,I_Cseffectlvely computed by BDDs and this is where we can take

therefore it is crucial to have guard expressions thaqd_\l_/ﬁm?ge of Suih %atda .strttjrt]:.tures.t. is illustrated by th
are reduced as much as possible. e theory extended in this section is illustrated by the

: : following example.
o User From a user perspective, @ducedlogic ex- ) .
pression would be more readable and understandable%xt;alvmplebz'Coni.'detr_ t?é two S(;Jg'pla?]t modeﬂ?;_andSPg
Nevertheless, sometimes if an expression is reduced t 0 sub-speciticationsp, and.5pz Snown In Fig. (@).
much, it can decrease the comprehension. oreover, .thelr full synchronou_s composnm_ﬂoq is illus-
Definitio’n 5 (Minimal Guard Expression (MGE)): trated in Fig. 3(b). The states in the monolithic automaton

; : ._have the following form:
Among a set of equivalent guard expressions (expressions
with equal truth tables), MGE is the DNF (CNF) expression
with the least number of conjunctive (disjunctive) clauses ) ) ) )
This definition is based on this assumption that from a us&e also use the following notations in the guard expressions
perspective, a logic expression with fewer clauses is more A_ (A A
. \a = (" #4q)
comprehensible.
The goal is to find the MGE for a set of guard expressionsvhereq; means staté in automatonA.
Depending on the system, one of the approaches can yieldAssume that the forbidden states are
the MGE, and thus basically either of them can be desirabl€g2i21, ¢2222, 1112, 2112, G1122, 2122}  Moreover,  the

_ P P SP; SP.
QTspt - <qr17qs27q1) 17Qt 2>



_——a chl = {q1212, g2212, q1222, G2222, q1211, g2221, 1221 } ==
—(D =@
b

g5 = (\az?)

C which becomesfalse for stateq.?.
A

e b) Q(}2 = {q11217q12227 q1112, q1122} Ead

g5 =0\az P A\ay 2V (\ay 2 A\as 2V (\ap 2 Aap b

b
T
—@D c
~— Qf%, = {q1212, q2212, q1222, g2222} = false
c c) Qf, = {a1121, (1222, q1211, G2211, G2221, Q1221 } =
~ =@
&
———
d

(@) Qf, = {q1212, q2212, q1222, q1211, G2221, Q1221 } =

) ==l ) o,

c c
d d

@;\a/__\bf__\a

go = 0\ay P A\d; )V (\ap2 A\ )V (\a5 t A\ay?)

P SP SP
G = (\ay ' A\ay ' A\Gy 2)

= {q1121, q1222} =

U
U

G5, = (\ay2 A\az ) v (\az? A\ay ) v (\az " t)

D QL = {q1212, g2212, qr222} =
2222

g5, = (\ay* A\ay ) vV (\a3"2)

¢ © ¢ © We observe that for this specific example, alternative (a),
i.e. Q%,, yields MGEs. The resulted guard expressions for
C’“ D (i (om0 Q%, is shown in Fig. 4. Note that since thg gventande
=/ appear onP; and P, the guard conditions will just be added
(b) on those automata. In general, after these eliminations, on

Fig. 3. Example 2. a) Sub-plant modets and P, and sub-specifications C(_)UId perform a_furt_her reduction on the final eXpreSSIQn.
Sp, and Sp,. b) Full synchronized composition of the automafa (| ~ Since the reduction is performed on a new expression, it is
Py || Sp, || Spy)- possible to obtain a more reduced one.

La
unreachable states ardqlgu, q2211, 42221, Q1221}. We G: (qP2 + qP2 A qsi’l + qul A qSPz + q§P2)
compute the alternative state-sets introduced earlier for V (qP2 #£q72 AgSPL £ 3T A gSP2 £ 5 T2)
eventsa ande plus their respective guard expressions:

a-) Q;l = {Q11217Q12227Q1112, q1122, 491211, 42211, 92221, Q1221} -

Fig. 4. The resulted modular automata in Example 2 with geardlitions.
\ast v AgsZ Vg T v gy T2)

P spP sP,
/\\ql \/\q22V\q2 lv\ql 2)

o: b
S S :
g7, = O\t VG2 Vg Vg ) R
A AT L AVAV S AVAV IS
\/
ANGTE VG2 Vg T Vg T?) o:d
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V. BDD REPRESENTATION FOR STATE-SETS

As discussed, the extraction and addition of guards
deal with various state-sets of the automata suchQéas
C(Qreach), €tc., and a number of set-operations are per-
g8 = (\a52 A\a3 T A\as 2 v (\ar? A\asTt AalT?) formed on these sets. Thus, in order to have an efficient

implementation of the system, one should take advantage
For the rest of the expressions, we merely show thef a good data structure to represent the automata and
reduced representations for event@and e, on states the state-sets. A powerful symbolic representation for an
qfl and q§2 respectively. automaton is Binary Decision Diagram (BDD) [13]. Given a
set of Boolean variable¥, a BDD is a Boolean function

By performing a minimization algorithm on this logic

expression and applying it on stajél, the only state
that enables event, it can be reduced to



f:2Y — {0,1} represented as a directed acyclic grapfhus we start the whole process from FAs. An extension to
(DAG) which consists of two types of nodegecision nodes this could be to have EFAs as the modular automata from the
andterminal nodesA terminal node can either be 0-terminalbeginning and perform the guard extraction and minimizatio
or 1l-terminal. If the variables in the BDD follow a total based on these models. This would require another structure
order, it is calledOrdered BDD (OBDD). The main idea with some analogous parts to the method presented here.
behind OBDD is that it can be reduced to a compact and As discussed, we cannot make a certain and general
canonical data representation of a Boolean function whiatonclusion which state-set that gives the minimal guard
is often calledReduced OBDD [23]. In order to represent expression among the four suggested alternatives. A gessib
complex structures such as automata with BDDs, a construfature work is to investigate for which state-set it is more
called characteristic function is often used. Having a dinitprobable to retrieve a more reduced expression, especially
set.S, for every subsetl of S, the characteristic function is for large systems based on BDD computations.

defined as follows:
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