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Abstract—In this paper, we propose a new BICM design which considers hierarchical (nonequally spaced) constellations, a bit-level multiplexer, and multiple interleavers. It is shown that this new scheme outperform previous BICM designs because it exploits the temporal structure of the coded sequence. An analytical bound on the bit error rate (BER) of the proposed BICM scheme in terms of the constellation parameters and the multiplexing is developed for Nakagami-$m$ fading channels. This bound is used to design a BICM transceiver with improved BER performance. Numerical results show that the gains compared to conventional BICM designs depend on the fading parameter and reach 2 dB for a target BER of $10^{-7}$ and $m = 5$.

I. INTRODUCTION

Bit-interleaved coded modulation (BICM) [1]–[3] is used in most of the existing wireless communication standards, e.g., HSPA, IEEE 802.11a/g/n, DVB, etc. In BICM, the channel encoder and the modulator are separated by a bit-level interleaver which allows the designer to choose the code rate and the constellation independently. BICM appears as a simple out-of-the-box coded modulation scheme, however, its full potential is achieved only if its design is optimized. For example, the unequal error protection (UEP) caused by the binary labeling of equally spaced (ES) constellations can be exploited to improve its performance [4]–[6]. More generally, if the equivalent channel seen by the encoder/decoder pair offers UEP, gains in terms of bit error rate (BER) can be obtained, cf. [4, Sec. I] and references therein.

In this paper, aiming at further gains compared to those in [4], [5], we propose to control the relative protection levels of different coded bits via non-equally spaced (NES) constellations. In particular, we use the so-called hierarchical constellations [7], which have received a great deal of attention in many applications, e.g., in simultaneous voice and multi-class data transmission [8], or in digital video broadcasting [9]. In these applications hierarchical constellations are used to transmit two or more independent data streams with different qualities at the same time. In this paper, however, we use hierarchical constellations to protect only one data stream against the channel impairments. By doing this, the BER performance of the single data stream is improved. The use of NES constellations for BICM has been analyzed in [10]–[13], but mainly using information-theoretic arguments that are not relevant for the system under consideration. The BER-minimizing approach presented in [5] should be used instead. In order to exploit the UEP offered by the constellation, the interleaver must be properly designed. The most common interleaver considered in the literature is the single interleaver (S-interleaver) of [2], which eliminates the UEP caused by the binary labeling. UEP in BICM was in fact considered an “undesired feature” in [2, Sec. II]. Recently, the so-called multiple interleavers (M-interleavers) were shown to improve the performance of the system by exploiting the UEP in both BICM [4] and BICM with iterative decoding [6].

The previously proposed BICM systems with M-interleavers (BICM-M) [4]–[6] use a random bit-level multiplexing (R-MUX) that connects the encoder and the M-interleavers, i.e., the M-interleavers assign the coded bits to a particular bit position in the modulator in a pseudo-random fashion. By doing this, the dependency of adjacent coded bits is ignored. In this paper, we propose an multiplexing/interleaving inspired by the well-known puncturing strategy based on the periodic elimination of the bits according to a prescribed pattern that matches the temporal structure of the code, cf. [14]. We show that such a deterministic multiplexing of the coded bits outperforms the R-MUX used in [4], [5].

The main contribution of this paper is to propose and study an improved BICM system that outperform previous designs. The proposed system considers the use of hierarchical quadrature amplitude modulation (HQAM) constellations (HQAM-BICM), a deterministic (and periodic) bit-level multiplexer, and M-interleavers. To analyze the proposed system, we develop closed-form approximations for the probability density function (PDF) of the L-values as a function of the constellation parameters. These expressions are used to develop a union bound (UB) on the BER of the proposed BICM scheme for Nakagami-$m$ fading channels. This UB is then used to optimize the BER performance of the system. Presented numerical examples show that the proposed system offers gains over previous BICM configurations (ES-QAM using an S-interleaver [2] or M-interleavers [4]). For the particular cases analyzed in this paper, the gains can reach 2 dB for a target of $10^{-7}$ and $m = 5$. 
Throughout this paper, we use boldface letters $c_i = [c_{i,1}, \ldots, c_{i,N}]$ to denote row vectors and capital boldface letters $C = [c_{1}^T, \ldots, c_{J}^T]^T$ to denote a matrix of dimensions $M \times N$, where $(\cdot)^T$ denotes transposition. We denote probability by $P_r(\cdot)$ and the probability density function (PDF) of a random variable $X$ by $f_X(x)$. A Gaussian distribution with mean value $\mu$ and variance $\sigma^2$ is denoted by $N(\mu, \sigma^2)$, the Gaussian function with the same parameters by $\psi(\lambda; \mu, \sigma) \triangleq \frac{1}{\sqrt{2\pi} \sigma} \exp\left(-\frac{(\lambda-\mu)^2}{2\sigma^2}\right)$, and the Q-function by $Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp\left(-\frac{u^2}{2}\right) du$. We use $\mathcal{W}_i(l)$ to denote all the combinations of $i$ nonnegative integers such that their sum is $l$, i.e., $\mathcal{W}_i(l) \triangleq \{w_1, \ldots, w_i \mid w_1 + \ldots + w_i = l\}$.

II. System Model and Preliminaries

The proposed HQAM-BICM system model is shown in Fig. 1. Its functional blocks are described in what follows.

A. Encoder, Multiplexing, and Interleaving

The $k_c$ vectors of information bits $i = [i_{t,1}, \ldots, i_{t,N_c}]$ with $l = 1, \ldots, k_c$ convolutional encoder (ENC). The vectors of coded bits $c_p = [c_{p,1}, \ldots, c_{p,N_c}]$ with $p = 1, \ldots, n$ are then fed to a deterministic multiplexing (S-MUX) unit which maps $C = [c_1^T, \ldots, c_J^T]^T$ onto $O = [o_1^T, \ldots, o_J^T]^T$, where the vectors $o_k$ with $k = 1, \ldots, q$ have length $N_c$ and fulfill $N_c q = N_c n$. The vector of bits after the S-MUX are fed to the independent interleavers $\pi_k, k = 1, \ldots, q$ that randomly permute the sequences of bits, i.e., $u_k = \pi_k(o_k)$. Each of the interleavers is connected to one of the bit positions in the hierarchical $M$-ary pulse amplitude modulation (M-PAM) constellation, where $q = \log_2 M$.

The S-MUX can be defined as a one-to-one mapping between the blocks of $n N_c$ and $q N_c$ bits, i.e., $\{0,1\}^{nN_c} \leftrightarrow \{0,1\}^{qN_c}$. We define it via an $n \times N_c$ matrix $K$, whose $(p,t)$th entry is a pair $(k,t)$ where $k \in \{1, \ldots, q\}$ and $t \in \{1, \ldots, N_c\}$. The entry $(k,t)$ indicates that the bit $c_{p,t}$ is assigned to the $k$th S-MUX’s output at time instant $t$, i.e., $o_{k,t} = c_{p,t}$. This definition of the S-MUX is entirely general but difficult to deal with, and thus, in this paper we only consider S-MUX configurations that operate periodically over blocks of $n J$ bits. We then represent $K$ as a concatenation of $N_c/J$ matrices $K_{\tau}$, each of dimensions $n \times J$, i.e., $K = [K_0, \ldots, K_{N_c/J-1}]$, where the variable $J$ is called the period of the S-MUX. The entries of $K_{\tau}$ are pairs $(k, t + \tau n J/q)$ with $k \in \{1, \ldots, q\}$ and $t \in \{1, \ldots, n J/q\}$. Without loss of generality, we assume that $(N_c \mod J) = 0$ and that $n J \mod q = 0$. To clarify these definitions, consider the following example.

Example 1: Assume $k_c = 1$ and $n = 2 (R = 1/2)$, $J = 3$, and $q = 3$ (8-ary constellation). One S-MUX is

$$K_{\tau} = \begin{bmatrix} (1,1+2\tau) & (2,2+2\tau) & (2,1+2\tau) \\ (1,2+2\tau) & (3,2+2\tau) & (3,1+2\tau) \end{bmatrix},$$

which results in

$$K = \begin{bmatrix} (1,1) & (2,2) & (2,1) & (1,3) & (2,4) & (2,3) \\ (1,2) & (3,2) & (3,1) & (1,4) & (3,4) & (3,3) \end{bmatrix}.$$
values for \( k = 1 \) and \( k = 2 \), the bit value of bit position \( k = 3 \) selects one of the two black symbols that surround the previously selected triangle. This selected symbol (black circle) is finally transmitted by the modulator.

We denote the base-2 representation of the integer \( 0 \leq j \leq M - 1 \) by the vector \( b(j) = [b_1(j), \ldots, b_q(j)] \), where \( b_1(j) \) is the most significant bit of \( j \) and \( b_q(j) \) the least significant one. This allows us to express the elements \( x_j^t \in X' \) of the HPAM constellation as \( x_j^t = \sum_{k=1}^q (-1)^{b_k(j)-1}d_k \), where \( d_k \) are the distances between symbols in the constellation. Using this relationship, and for equiprobable symbol values for \( \pi \), the average symbol energy can be expressed as \( E_n = (1 + \sum_{k=1}^q \alpha_k^2)d_1^2 \), where \( \alpha_k \equiv \frac{d_k}{\sqrt{\sum d_k^2}} \) are the constellation parameters. In order to have \( E_n = 1 \), \( d_1 = \sqrt{x_1^2 + x_2^2 + \ldots + x_{M-1}^2} \). To assure a BRGC-labeled constellation, the following inequalities should hold:

\[
\alpha_k \geq \sum_{j=k+1}^{q-1} \alpha_j, \sum_{k=1}^{q-1} \alpha_k \leq 1, \text{ and } \alpha_{q-1} \geq 0. \tag{3}
\]

These constraints are found solving \( (x_{j+1} - x_j) \geq 0 \) with \( j = 0, \ldots, M - 2 \).

C. Demultiplexing, Deinterleaving and Decoding

The result of the transmission of a complex symbol \( x = x^1 + jx^{2^Q} \) is given by \( y = hx + z \), where \( h = h^1 + jh^Q \) is the complex channel gain, and the complex noise \( z \) is a sum of two independent Gaussian random variables with zero mean and variance \( N_0/2 \). We assume the amplitude of the channel gain \( |h| \) follows a Nakagami-\( m \) distribution [16], and thus, the instantaneous signal to noise ratio (SNR), defined as \( \gamma \equiv \frac{|h|^2}{\sigma^2} \), follows a Gamma distribution, i.e., \( f_{\gamma}(\gamma; \Gamma) = \frac{\Gamma^{m-1}}{\Gamma^{m-1}} \exp(-\frac{m\Gamma}{\sigma^2}) \) [17, eq. (2.21)], [18, eq. (3)], where \( \Gamma(m) \) is the Gamma function, \( \Gamma = \mathbb{E}[\gamma] \) is the average SNR, and \( \Gamma \) is the random variable that represents the instantaneous SNR. We consider the Nakagami-\( m \) fading channel because it encompasses the nonfading and the Rayleigh fading channels.

At the receiver’s side, the real part of the received signal normalized by the channel gain \( h \) \( (y^1 = \Re(y/h)) \) is passed to the demapper which computes logarithmic likelihood ratios (L-values) for each bit in the transmitted symbol. The approximated \( k \)-th L-value (after using the max-log approximation) given the transmitted symbol \( x_j \) and the instantaneous SNR \( \gamma \) can be expressed as [1]–[4]

\[
\tilde{l}_k(y^1|x_j, \gamma) \approx \min_{a \in \mathcal{X}_k} \left\{ (y^1-a)^2 \right\} - \min_{a \in \mathcal{X}_k} \left\{ (y^1-a)^2 \right\}, \tag{4}
\]

where \( \mathcal{X}_{k,b} \) is the set of symbols labeled with the \( k \)-th bit equal to \( b \).

The vectors of L-values calculated by the demapper are then deinterleaved, generating the sequence \( \tilde{l}_k = \pi_{k}^{-1}(\tilde{l}_k) \) with \( k = 1, \ldots, q \), cf. Fig. 1. These bits are finally demultiplexed by the demultiplexer (DEMUX), where the DEMUX is defined as \( \tilde{l}_{m,t}^j = \tilde{l}_{k,t} \), and then passed to the channel decoder which produces an estimate of the transmitted bits.

III. L-VALUES AND EQUIVALENT CHANNEL MODEL

In order to evaluate the performance of the system in terms of BER, we develop closed-form expressions for the PDF of the L-values for HQAM-BICM transmission as a function of the constellation parameters. From now on, all the analysis is made for the constituent HPAM constellation (cf. Fig. 1). With a slight abuse of notation, we use \( x \) and \( y \) to denote the real part of the transmitted symbol and the real part of the received signal, respectively, i.e., we skip the superscript \( (\cdot)^1 \).

In order to compute the PDF of \( \tilde{l}_k \) in (4), we propose a generalization of the so-called consistent model (CoMod) introduced in [19]. For a given transmitted symbol \( x_j \), the CoMod approximation states that

\[
\tilde{l}_k(y^1|x_j, \gamma) \approx \gamma (\delta_{k,j}y + \rho_{k,j}), \tag{5}
\]

where the parameters \( \delta_{k,j} \) and \( \rho_{k,j} \) in (5) depend on the transmitted symbol \( x_j \) and the symbol \( \tilde{a}_{k,j} \) closest to \( x_j \) with the opposite bit value. Using this, the symmetries of the BRGC constellations, and by expanding (4), we obtain the following expressions: \( \delta_{k,j} = 2(1)^{1-b_{k,j}}(\tilde{a}_{k,j} - x_j) \) and \( \rho_{k,j} = (-1)^{1-b_{k,j}}(x_j - \tilde{a}_{k,j}) \), where \( b_j = [b_1, \ldots, b_q] \) is the binary label of the symbol \( x_j \). Using the values of \( \delta_{k,j} \) and \( \rho_{k,j} \), the L-values in (5) can be expressed as

\[
\tilde{l}_k(y^1|x_j, \gamma) = (-1)^{1-b_{k,j}}(\tilde{a}_{k,j} - x_j) [2y - \tilde{a}_{k,j} - x_j] \gamma. \tag{6}
\]
In this section, and based on (11), we develop a UB on the BER of the HQAM-BICM system proposed in Sec. II.

A. Union Bound

The ENC and the S-MUX can be grouped into an “equivalent code” shown, as shown in Fig. 1. The (truncated) UB on the BER can be then expressed as

$$\text{BER} \leq \text{UB} = \frac{1}{k_c} \sum_{w=\hat{w}}^{\tilde{w}} \sum_{w \in V_q(\hat{w})} \beta_k(w) \text{PEP}(w; \gamma),$$

(12)

where \(\text{PEP}(w; \gamma)\) is the (pairwise error) probability, which represents the probability that the decoder selects a codeword with generalized weight \(w\), \(w = [w_1, \ldots, w_q] \in (\mathbb{N}_0)^q\) (cf. [6]) instead of the transmitted all-zero codeword, and \(\beta_k(w)\) is the weight distribution spectrum (WDS) of the equivalent code.

B. Computation of \(\beta_k(w)\)

In order to compute the WDS \(\beta_k(w)\), we need to consider an average over all path diverging at different time instants. This is similar to the computation of the WDS of punctured convolutional codes, cf. [14, Sec. II-B]. Due to the modularity of the S-MUX, we obtain

$$\beta_k(w) = \frac{1}{J} \sum_{j=1}^{J} \beta_k^{(j)}(w),$$

(13)

where \(\beta_k^{(l)}(w)\) represents the WDS for divergent paths at time \(t\). The spectrum \(\beta_k(w)\) can be numerically calculated using a breadth first search algorithm and must be truncated so that only diverging paths with total Hamming weight \(w_1 + \ldots + w_q \leq \hat{w}\) are considered.

C. Computation of \(\text{PEP}(w; \gamma)\)

For fading channels, and because of the interleavers, each L-value passed to the decoder is affected by a different fading realization. We denote these channel realizations by the vector \(\gamma = [\gamma_1, \ldots, \gamma_{1,w_1}, \ldots, \gamma_q, \ldots, \gamma_{q,w_1}, \ldots, \gamma_{q,w_q}]\). The conditional \(\text{PEP}(w; \gamma)\) can be expressed in terms of the decision variable \(D(w; \gamma)\) as

$$\text{PEP}(w; \gamma) = \Pr\{D(w; \gamma) > 0\},$$

(14)

where

$$D(w; \gamma) = \sum_{l=1}^{w_1} L_k^{(l)}(\gamma_{1,l}) + \ldots + \sum_{l=1}^{w_q} L_k^{(l)}(\gamma_{q,l}),$$

(15)

and where \(L_k^{(l)}(\gamma_{k,l})\) are samples of random variables representing the L-values in the \(k\)th bit position (outputs of the BICM channel in Fig. 1) whose PDF is given by (11).

The conditional PEP in (14) can be written as

$$\text{PEP}(w; \gamma) = \int_0^\infty f_{D(w; \gamma)}(\lambda; \gamma) d\lambda,$$

(16)
and since the L-values in (15) are independent, the PDF of the decision variable can be expressed as

\[ f_{D(w;\gamma)}(\lambda; \gamma) = f_{L_1}(\lambda; \gamma_{1,1}) \ast \cdots \ast f_{L_i}(\lambda; \gamma_{1,w_i}) \ast \cdots \ast f_{L_q}(\lambda; \gamma_{q,w_q}), \]

where \( \ast \) denotes convolution.

Using (16), the PEP for Nakagami-\( m \) fading channels can be expressed as

\[ \text{PEP}(w; \gamma) = \int_{\mathbb{R}^+} \text{fr}(\gamma; \gamma) \int_0^\infty f_{D(w;\gamma)}(\lambda; \gamma) d\lambda d\gamma, \]

where \( \mathbb{R}^+ \) denotes the set of nonnegative real numbers, and due to the interleavers, we have

\[ \text{fr}(\gamma; \gamma) = \prod_{k=1}^q \frac{w_k}{\gamma} \prod_{i=1}^{M_k} f_{\gamma_{k,i}}(\gamma_{k,i}). \]

**Theorem 1**: The UB for HQAM-BICM for Nakagami-\( m \) fading channels is given by

\[ \text{UB} \approx \frac{1}{k_c} \sum_{w=1}^{w_{\text{max}}} \sum_{\gamma \in \mathcal{W}_\gamma(w)} \beta_k(w) \sum_{r \in \mathcal{R}(w)} g(r) \cdot i(r), \]

where \( r = [r_1, \ldots, r_q], r_k \in \mathcal{W}_{M_k}(w_k) \) with \( k = 1, \ldots, q \), \( \mathcal{R}(w) = \{ \mathcal{W}_{M_1}(w_1) \times \cdots \times \mathcal{W}_{M_q}(w_q) \} \), and where

\[ g(r) = \prod_{k=1}^q \left( \frac{w_k}{\gamma} \sum_{j=1}^{M_k} r_{k,j}^{e_{r_{k,j}}} \right) \]

\[ i(r) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{k=1}^q \prod_{j=1}^{M_k} \left( 1 + \frac{\mu_{k,j} \gamma}{4m \sin^2(\phi)} \right)^{-m_{k,j}} d\phi. \]

**Proof**: The proof is given in the Appendix.

Theorem 1 shows the UB for the HQAM-BICM system for Nakagami-\( m \) fading channels. We note that the developments in this subsection can be considered a generalization of the PEP calculation presented in [18] in the sense that we consider multiple interleavers and HQAM constellations.

**V. Numerical Results**

We use a rate \( R = 1/2 \) optimum distance spectrum (ODS) convolutional codes (CC) with constraint length \( K = 3 \) and generator polynomial \((5, 7)\). The decoding is based on the soft-input Viterbi algorithm without memory truncation, and the block length used for simulation is \( N_c = 24,000 \). We consider 8-ary constellations \((q = 3)\), which together with the rate \( R = 1/2 \) code \((n = 2)\). In this case, the constellation is defined by the pair \((\alpha_1, \alpha_2)\). We consider S-MUX configurations with the shortest possible period, i.e., \( J = 3 \), for which there will be a total of thirty different S-MUX configurations. The UB are evaluated for \( \hat{\gamma} = 30 \) and optimized numerically via an exhaustive search for given values of \( \gamma \) and \( m \). We note that the objective function (UB) is potentially non-convex and the optimization space is one- or two-dimensional. Because of this, an exhaustive search is a feasible and robust alternative compared to other (more complex) optimization approaches.

Since the UB in Theorem 1 depends on \( K_m, (\alpha_1, \alpha_2), m, \) and \( \gamma \), in general, the optimization must be done jointly over all these parameters. However, we have observed that for a given value of \( m \), the optimal constellation and S-MUX do not change significantly for the SNR of interest. Motivated by this observation, we have found the optimal constellation for an average SNR that gives a BER of approximately \( 10^{-7} \), and we have used that particular constellation for the range of SNRs in Fig. 3. The obtained values are \( K_m^* = K_m^{(1)} \) (cf. Example 1),

\[ K_m^* = \begin{pmatrix} (1, 1) & (2, 1) & (3, 1) \\ (3, 2) & (2, 2) & (1, 2) \end{pmatrix}, \]

and

\[ (\alpha_1^*, \alpha_2^*)_{\text{BER}=10^{-7}} \mid m = 1 = (0.48, 0.20), \]

\[ (\alpha_1^*, \alpha_2^*)_{\text{BER}=10^{-7}} \mid m = 2 = (0.47, 0.17), \]

\[ (\alpha_1^*, \alpha_2^*)_{\text{BER}=10^{-7}} \mid m = 5 = (0.42, 0.01). \]

In Fig. 3 we present the UB obtained for HQAM-BICM using (23)–(26) and we compare it against the UB of two previous BICM designs: the BICM system based on an S-interleaver and an ES 8-PAM constellation of [2], and the BICM system with the optimal random MUX (R-MUX) in [4]. The simulations results are also shown to match well the developed bounds, in particular for high values of \( m \). The proposed HQAM-BICM outperforms previous BICM designs. When compared to the configuration in [2], the proposed system offer gains up to 2 dB for \( m = 5 \) for at BER target of \( 10^{-7} \). The gains compared to the configuration in [4] are smaller yet quite large (particularly for \( m = 5 \)). This figure also shows that the achievable gains increase when the fading is less severe \((m \text{ increases})\). Due to space limitations, we omit the results obtained for the nonfading channel \((m \to \infty)\), however, it is shown in [20] that the gains in this case can reach up to 3 dB.
VI. Conclusions

In this paper we proposed and studied a new BICM design that uses HQAM constellations, a deterministic bit-level multiplexer, and M-interleavers. This new design exploits both the temporal structure of the code and the shaping gains offered by an unequally spaced constellation, which results in improvements of a few decibels compared to previous BICM designs. The gains were shown to depend on the fading parameter, and they increase when the fading is less severe.

APPENDIX
PROOF OF THEOREM 1

We denote by \( \Phi_{L_k}(s;\gamma_{k,l}) \) the two-sided Laplace transform of \( f_{L_k}(\lambda;\gamma_{k,l}) \) in (11). The Laplace transform of the decision variable \( D(w;\gamma) \) can be expressed as

\[
\Phi_D(w;\gamma)(s) = \prod_{k=1}^{q} \prod_{l=1}^{w} \Phi_{L_k}(s;\gamma_{k,l})
\]

where to pass from (27) to (28) we used the pair of two-sided Laplace transform

\[
\Phi_{L_k}(s;\gamma_{k,l}) = \prod_{k=1}^{q} \prod_{l=1}^{w} \xi_{k,j} \exp\left(\mu_{k,j} \gamma_{k,l}(s^2 - s)\right), \quad (28)
\]

where we pass from (27) to (28) we used the pair of two-sided Laplace transform \( \mathcal{N}(\lambda;\mu,2\mu) \equiv \exp(\mu(s^2 - s)) \).

By introducing the vectors \( \mathbf{j}_k = [j_k,1,\ldots,j_k,w_k] \), and the sets \( \mathcal{M}_k \triangleq \{1,\ldots,M_k\} \), and \( \mathcal{J} \triangleq \mathcal{M}_1^{w_1} \times \cdots \times \mathcal{M}_q^{w_q} \), we can express \( \Phi_D(w;\gamma)(s) \) in (28) as

\[
\Phi_D(w;\gamma)(s) = \sum_{j_1,\ldots,j_q \in J} \prod_{k=1}^{q} \prod_{l=1}^{w} \xi_{k,j}, \cdot \exp\left(\sum_{k=1}^{q} \sum_{l=1}^{w} \mu_{k,j,l} \gamma_{k,l}(s^2 - s)\right). \quad (29)
\]

By taking the inverse Laplace transform of (29) and using (18), the PEP \( \gamma(w;\gamma) \) can be evaluated as

\[
\text{PEP}(w;\gamma) = \sum_{j_1,\ldots,j_q \in J} \left[ \prod_{k=1}^{q} \prod_{l=1}^{w} \xi_{k,j}, \cdot \int_{(R^+)^w} f_{R}(\gamma;\gamma) \end{array}
\]

\[
\cdot Q\left(\sqrt{2 \sum_{k=1}^{q} \sum_{l=1}^{w} \mu_{k,j,l} \gamma_{k,l}}\right) d\gamma. \quad (30)
\]

Using the alternative representation of Q-function \( \frac{1}{\pi} \int_0^{\pi/2} \exp\left(-\frac{x^2}{2\sin^2(\phi)}\right) d\phi = 1 \) and (19), the PEP in (30) can be calculated as

\[
\text{PEP}(w;\gamma) = \sum_{j_1,\ldots,j_q \in J} \frac{1}{\pi} \prod_{k=1}^{w} \sum_{l=1}^{w} \xi_{k,j}, \cdot \int_0^{\pi/2} \prod_{k=1}^{q} \prod_{l=1}^{w} \frac{\mu_{k,j,l} \gamma}{4m \sin^2(\phi)} \end{array} - m \cdot (31)
\]

\[
= \sum_{j_1,\ldots,j_q \in J} \frac{1}{\pi} \prod_{k=1}^{w} \sum_{l=1}^{w} \xi_{k,j}, \cdot \prod_{k=1}^{q} \prod_{l=1}^{w} \left(1 + \frac{\mu_{k,j,l} \gamma}{4m \sin^2(\phi)}\right) \cdot \int_0^{\pi/2} \prod_{k=1}^{q} \prod_{l=1}^{w} \frac{\mu_{k,j,l} \gamma}{4m \sin^2(\phi)} \cdot \text{exp}(32)
\]

where to pass from (31) to (32), we re-grouped the terms in the outer summation. The UB in (20) is obtained by using (32) in (12), which completes the proof.
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