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Nonequilibrium effects in a Josephson junction coupled to a precessing spin
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We present a theoretical study of a Josephson junction consisting of two s-wave superconducting leads coupled
over a classical spin. When an external magnetic field is applied, the classical spin will precess with the Larmor
frequency. This magnetically active interface results in a time-dependent boundary condition with different
tunneling amplitudes for spin-up and spin-down quasiparticles and where the precession produces spin-flip
scattering processes. We show that as a result, the Andreev states develop sidebands and a nonequilibrium
population which depend on the precession frequency and the angle between the classical spin and the external
magnetic field. The Andreev states lead to a steady-state Josephson current whose current-phase relation could
be used for characterizing the precessing spin. In addition to the charge transport, a magnetization current is
also generated. This spin current is time dependent and its polarization axis rotates with the same precession
frequency as the classical spin.
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I. INTRODUCTION

Recently, superconducting-ferromagnetic (SF) hybrid de-
vices have received increased attention due to their potential as
spintronics devices. In spintronics, the spin degree of freedom
is employed to create new phenomena which could be used
to create entirely new devices or be used in combination
with conventional charge-based electronics.1,2 Information,
e.g., can be stored in the magnetization direction of a small
ferromagnet and its state can be read out by measuring a current
through a nanoscaled contact determined by the magnetization
direction. Nanomagnets such as single molecular magnets or
magnetic nanoparticles may be suitable building blocks for
such information storage.3,4

The interest in single molecular magnets has been sparked
by their appealingly long relaxation times at low temperatures5

and experimental breakthroughs in contacting molecules to
both superconducting and normal leads has made molecular
spintronics a growing field of research. Transport measure-
ments of molecular magnets in normal junctions have been
made as a means to characterize the magnetic states.6,7

Contacting of C60 molecules,8 metallofullerenes,9 and car-
bon nanotubes10,11 to superconducting leads has also been
demonstrated. In addition, single molecular magnets have been
suggested for quantum computing applications12,13 due to their
long relaxation times.

Currents are not only used to read out the state of a
magnet but are also used to control the magnetization direction.
Spin-polarized currents carry angular momentum. However,
a spin current is not a conserved quantity in a ferromagnet
and a spin current oriented in such a way that its direction is
perpendicular to the interface plane between the ferromagnetic
layer and the leads may lose some of its spin-angular
momentum. The angular momentum lost by spin-polarized
electrons transported through a ferromagnet is transferred to
the ferromagnet. This transfer of angular momentum generates
a torque acting on the ferromagnet’s magnetization direction.
This spin-transfer torque mediated by electrical currents was
theoretically investigated by Slonczewski14 and Berger15 who

worked out a description for ferromagnet–normal-metal (FN)
multilayer structures and showed that spin-transfer torques
can lead to precession as well as reversal of the magnetization
direction. These theoretical predictions were experimentally
verified by Tsoi16 and Myers.17 Nonequilibrium magnetization
dynamics18,19 and spin-transfer torques20 in FNF trilayers
coupled to superconducting leads have also been studied.

In this paper, we study the coupling between the magneti-
zation dynamics of a nanomagnet or single molecular magnet
and Josephson currents through a nanoscaled junction. We
consider two superconducting leads coupled over a nanomag-
net, consisting of, e.g., a molecular magnet or a magnetic
nanoparticle as shown in Fig. 1. The spins of the magnetic
molecule or nanoparticle are assumed to be held parallel to
each other resulting in a uniform magnetization which can be
represented by a macrospin.21 If an external magnetic field is
applied, the spin of the nanomagnet starts to precess with the
Larmor frequency. This dynamics changes, however, when it
is coupled to conduction electrons in the leads.22,23 As our
starting point, we take the model by Zhu and co-workers22,23

and extend it to include arbitrary tunneling strengths leading to
a modified quasiparticle spectrum displaying Andreev levels
for energies within the superconducting gap, |ε| < �(T ).24,25

In Ref. 26, we focused on the dc Josephson charge current,
while here, we focus on the coupling between the dynamics
of the Andreev levels and the transport properties. The
coupling of the two superconducting leads over the precessing
spin produces an ac spin Josephson current. The difference
between the spin currents on the left and right sides of
the interfaces produces a spin-transfer torque, τ = j s

L − j s
R ,

shifting the precession frequency of the rotating spin. At
finite temperatures, there is also a spin current carried by
quasiparticles generating a damping of the magnetization
dynamics, the so-called Gilbert damping.27–29 A transition
of the leads from the normal state into the superconducting
state reduces the Gilbert damping30 since the number of
quasiparticles is suppressed for temperatures T < Tc.31 This
interplay between the Josephson effect and a single spin may be
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FIG. 1. (Color online) Two superconducting leads are coupled
over a magnetic spin S(t). The spin precesses with the Larmor
frequency ωL due to an external magnetic field H applied at an
angle ϑ . Quasiparticles tunneling between superconductors interact
with the precessing spin via an exchange coupling resulting in a dy-
namical inverse proximity effect existing within the superconducting
coherence length ξ0 of the junction interface.

used for readout of quantum-spin states32 or for manipulation
of Andreev levels in the junction.33

Furthermore, we find that the ac Josephson spin current is a
result of superconducting spin-triplet correlations induced by
the spin precession. The appearance of superconducting spin-
triplet correlations in SFS junctions has been used to explain
the observation of a long-range proximity effect in a number of
experiments.34–37 Keizer et al. observed a supercurrent through
a junction consisting of conventional s-wave superconductors
coupled over a layer of the half metallic ferromagnet CrO2

much thicker than the decay length of the superconducting
spin-singlet correlations.34 Various mechanisms for converting
the spin-singlet correlations of the superconducting leads into
spin-triplet correlations that may survive within a ferromag-
netic layer have been suggested.38–41 Bergeret et al. showed
that a local inhomogeneous magnetization direction at the SF
interface is sufficient to generate spin-triplet conversion.38 In
Ref. 39, it was suggested that the spin-singlet to spin-triplet
conversion is due to interface regions with misaligned averaged
magnetic moments breaking the spin-rotation symmetry of the
junction producing spin mixing as well as spin-flip processes.
A similar trilayer structure with noncollinear magnetizations
resulting in a long-range triplet proximity effect was proposed
by Houzet and Buzdin.41 Taking into account the importance
of interface composition, Khaire et al.36 devised SFS junctions
consisting of conventional superconductors and CrO2 in which
they had inserted weakly ferromagnetic layers between the
superconductors and the half metal to produce interface layers
with misaligned magnetization directions. A long-range prox-
imity effect was observed in junctions containing the interface
layers, but not in junctions without. Confirmation of Keizer’s
results were made by Wang et al.37 who measured a supercur-
rent through a crystalline Co nanowire. The Co nanowire was a
single crystal, but the contacting procedure was likely to cause
defects at the SF interfaces and the inhomogeneous magnetic
moments needed to create the spin-triplet correlations. Other
experimental verifications of long-range proximity effects
includes Holmium (Ho) wires contacted to conventional
superconductors.35 Ho has a conical ferromagnetic structure
whose magnetization rotates like a helix along the c axis.
The appearance of spin-triplet correlations in such junctions
and their effect on the long-range proximity effect42,43 and
spin currents44 have also been studied theoretically. In the

present problem, the magnetization direction varies in time
rather than in space giving rise to time-dependent Andreev
level dynamics and a dynamical inverse proximity effect in
the form of induced time-dependent spin-triplet correlations.
Houzet45 studied a related problem in which a Josephson
junction consisting of a ferromagnetic layer with a precessing
magnetization placed between two diffusive superconductors
was predicted to display a long-range triplet proximity effect.
The coupling between a Josephson current and a precessing
magnetization was recently experimentally investigated.46

We formulate the problem of two superconducting leads
coupled over a nanomagnet in terms of nonequilibrium Green’s
functions. The quasiclassical theory of superconductivity is
based on Landau’s Fermi-liquid theory47,48 and is applicable
to both superconducting49–51 and superfluid52 phenomena as
well as inhomogeneous superconductors and nonequilibrium
situations. The quasiclassical theory gives a macroscopic
description where microscopic details are entered as phe-
nomenological parameters.52 Basically, it is an expansion in
a small parameter kBT /EF , where EF is the Fermi energy,
and is suitable for weakly perturbed superconductors. The
perturbations should be weak compared to the Fermi energy,
V � EF , and of low frequency, h̄ω � EF . Interfaces and
surfaces in superconducting heterostructures or point contacts,
on the other hand, are strong, localized perturbations with
strengths comparable to the Fermi surface energy.52 Within
quasiclassical theory, interfaces are handled by formulation
of boundary conditions which usually have been expressed as
scattering problems, being able to treat spin-independent53–58

as well as spin-dependent, or spin-active, interfaces.59–64 In
many problems, in particular when an explicit time dependence
appears, the T -matrix formulation is more convenient.60,61,65

This formulation is also well suited for studying interfaces with
different numbers of trajectories on either side as is the case
for normal-metal/half metal interfaces.63,66 The two methods
have proved to be equivalent and may be applied both in the
limit of clean and in the limit of diffuse superconductors.66 In
the latter case, the boundary conditions coincide with those
of Kuprianov and Lukichev67 and of Nazarov.68 For a recent
review of quasiclassical theory we refer the reader to Ref. 69.
In the present problem, the dynamics of the nanomagnet
constitutes a time-dependent spin-active boundary condition
for the two superconductors which we solve using the T -matrix
formulation. First, the transport equations are solved separately
to find the classical trajectories for each lead. Then the T matrix
describing the scattering between the leads is used to connect
the trajectories across the time-dependent spin-active interface.

We start by outlining the T -matrix formulation applicable
to scattering via the precessing magnetic moment in Sec. II.
We show that the boundary condition can be solved both
in the laboratory frame and a rotating frame. In the latter
solution, the explicit time dependence is removed by a
transformation to a rotating frame rendering this approach
suitable for efficient numerical implementations for studies of
transport properties. However, the solution comes at the cost
of introducing an energy shift of the chemical potentials for the
spin-up and spin-down bands. The laboratory frame approach
is, on the other hand, suitable for studying modifications to the
superconducting state although the explicit time dependence
increases the complexity of the solution. In Sec. III A, we
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review the results for the Josephson charge current in Ref. 26
in terms of the laboratory frame description. The spin currents
are described in Sec. III B, which is followed in Sec. III C
by the induced time-dependent spin-triplet correlations and
Andreev-level dynamics giving rise to the spin currents. In
Sec. III D, we discuss the backaction of the scattering processes
on the magnetization dynamics while the magnetization
induced in the leads is discussed in Sec. III E. In Sec. IV,
we conclude with a summary of our results.

II. MODEL

We consider two superconductors forming a Josephson
junction over a nanomagnet. The nanomagnet may either
be magnetic nanoparticle or a single-molecule magnet and
we will assume that contact between the leads and the
nanomagnet is made up of a few single quantum channels.
The magnetization of the nanomagnet is put in precession
and the resulting contact will constitute a time-dependent
spin-active interface (see Fig. 1). The nanomagnet together
with the two superconducting leads are described by the total
Hamiltonian22,23

H = Hleads + HB + HT . (1)

The left (L) and right (R) leads are s-wave superconductors
described by the BCS Hamiltonian

Hleads =
∑
k,σ

α=L,R

ξkc
†
α,k,σ cα,k,σ +

∑
k

α=L,R

[�αc
†
α,k,↑c

†
α,−k,↓ + H.c.],

(2)

where the dispersion, ξk = h̄2k2/2m − μ, and the chemical
potential μ are assumed to be the same for both leads. The order
parameter of the leads is assumed temperature dependent,
�α = �(T )e±iϕ/2. Here ϕ is the relative superconducting
phase difference over the junction which we treat as a static
variable that is tunable. The nanomagnet is subjected to an
external magnetic field modeled as an effective field H acting
on the nanomagnet’s magnetic moment μ. Included in this
effective field are also any rf fields to maintain precession,
crystal anisotropy fields, and demagnetization effects. The
magnetic moment of the nanomagnet is viewed as a single spin,
or macrospin, which we will treat as a classical entity. This
macrospin is related to the magnetic moment by μ = −γ S
where γ is the gyromagnetic ratio. The spin and the effective
magnetic field couple via a Zeeman term,

HB = −γ S · H . (3)

If the effective field is applied at an angle ϑ relative to the
spin, a torque is produced that brings the classical spin into
precession around the direction of the effective field. This
precession generated by the tilt angle occurs with the Larmor
frequency ωL = γH , where the magnitude of the external
field is H = |H|. Here, we take the direction of the effective
field to be along the ez axis and the angle ϑ is defined as
H · S(t) = HS cos ϑ . The Larmor precession is captured by
the equation of motion

dS
dt

= −γ S × H, (4)

where the right-hand side is the torque produced by the
effective field. The magnitude of the spin is constant, S =
|S(t)| = const. Consequently, the path traced out by the spin,
S(t) = SeS(t), has a time dependence which lies totally in the
direction of the spin, eS(t). In the absence of any other torques
than the effective field, the direction of the precessing spin
may be written as

eS(t) = [cos(ωLt) sin ϑ ex + sin(ωLt) sin ϑ ey + cos ϑ ez].

(5)

Tunneling quasiparticles have the possibility to tunnel directly
between the leads with hopping amplitude V0 or interact with
the precessing spin via an exchange coupling of strength VS .
These processes are described by the tunneling Hamiltonian

HT =
∑

kσ ;k′σ ′
c
†
L,kσVkσ ;k′σ ′cR,k′σ ′ + c

†
R,k′σ ′V

†
kσ ;k′σ ′cL,kσ , (6)

where Vkσ ;k′σ ′ = {V0δσσ ′ + VS[S(t) · σ ]σσ ′ }δ(k − k′) and σ =
(σx,σy,σz) with σi being the Pauli matrices. The spin-
dependent hopping amplitude is

VS S(t) · σ = VSS(cos ϑ σz + sin ϑ e−iωLtσzσx) (7)

where the first term is a spin-conserving part with different
hopping amplitudes for spin-up and spin-down quasiparticles.
The second term is time dependent and describes processes
where quasiparticles flip their spins while exchanging energy
ωL with the rotating spin. The junction’s transport properties
as well as the modifications to the superconducting states of
the leads depend on the hopping amplitudes V0,VS as well as
the superconducting phase difference ϕ, the precession of the
spin S(t), and the tilt angle ϑ , between the effective field and
the precessing spin.

A. Approach

We formulate the problem using nonequilibrium Green’s
functions in the quasiclassical approximation following
Refs. 60 and 66. The tunneling Hamiltonian (6) provides
a time-dependent and spin-active boundary condition for
the quasiclassical Green’s function and is solved by a T -
matrix equation.70–72 A quasiclassical Green’s function is a
propagator describing quasiparticles moving along classical
trajectories defined by the Fermi velocity vF = vF ( pF ) at a
given quasiparticle momentum on the Fermi surface pF . The
information of a quasiclassical Green’s function is contained
in the object

ǧ( pF ,R; ε,t) =
(

ĝR( pF ,R; ε,t) ĝK ( pF ,R; ε,t)

0 ĝA( pF ,R; ε,t)

)
, (8)

where R is the spatial coordinate, ε is the quasiparticle
energy relative to the chemical potential μ, and t is the
time. The ǧ( pF ,R; ε,t) propagator is an 8 × 8 matrix in the
combined Keldysh-Nambu-spin space. The “check” denotes
a 2 × 2 matrix in Keldysh space where the components
are retarded (R), advanced (A), and Keldysh (K) Green’s
functions while the “hat” indicates a 2 × 2 matrix in Nambu,
or particle-hole, space which is further parametrized using
the Pauli spin matrices (σx,σy,σz) (see Ref. 52 for details).
The matrix components in the combined Nambu-spin space
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are conveniently divided into spin scalar (s) and spin vector
(t) parts,

ĝX =
(

gX
s + gX

t · σ
(
f X

s + f X
t · σ

)
iσy

iσy

(
f̃ X

s + f̃
X

t · σ
)

g̃X
s − σy( g̃X

t · σ )σy

)
(9)

(X = R,A,K) where f X
s and f X

t are the spin-singlet and
spin-triplet components of the anomalous Green’s functions
(similarly for gX

s and gX
t ). The Green’s function ǧ( pF ,R; ε,t)

obeys a Boltzmann-like transport equation49–51

ih̄vF ·∇ǧ + [ετ̂31̌ − Ȟ,ǧ]◦ = 0, (10)

where τ̂i are Pauli matrices in Nambu space and Ȟ in-
cludes self-energies like the superconducting order parameter
�̌ = �̂1̌ and impurity contributions ̌imp as well as any
external fields ȟext. The “◦” product represents a convolu-
tion over common time arguments combined with a matrix
multiplication.52,69 The transport equation is complemented
by the Eilenberger normalization condition

ǧ ◦ ǧ = −π21̌ (11)

and a set of self-consistency equations such as the one for the
superconducting order parameter

�̂(R,t) = λ

∫ εc

−εc

dε

4πi
〈f̂ K ( pF ,R; ε,t)〉 p

F
, (12)

where 〈·〉 p
F

is an average over the Fermi surface, λ is
the pairing-interaction strength, and εc is the cutoff energy,
which may be eliminated by making use of the critical
temperature, Tc.

The transport equation (10) is solved separately for each
lead, treating the interface as an impenetrable surface where
quasiparticles are perfectly reflected. This hard wall boundary
condition leads to a solution ǧ0

α for each semi-infinite lead,
α = L,R. The propagators are then connected across the
interface by the tunneling Hamiltonian HT , whose effects can
be incorporated via a quasiclassical T -matrix equation as

ťα(t,t ′) = �̌α(t,t ′) + [�̌α◦ǧ0
α◦ ťα

]
(t,t ′). (13)

The hopping elements of the tunneling Hamiltonian enter the
T -matrix equation via a matrix �̌L(t,t ′) defined as

�̌L(t,t ′) = [v̌◦ǧ0
R◦v̌

]
(t,t ′) (14)

for the left side of the interface and the right-side matrix �̌R is
obtained by interchanging L and R. The time dependence in
the current problem enters through the hopping element v̌(t),
which in particle-hole space has the form

v̂(t) =
(

v0 + vSeS(t)·σ 0

0 v0 − vSσy[eS(t)·σ ]σy

)
(15)

and v̌(t) = v̂(t)1̌ in Keldysh space. Here, the hopping elements
V0,VS in Eq. (6) have been replaced with their Fermi-surface
limits, v0 = πNF V0 and vS = πNF SVS with NF being the
normal density of states at EF . Note that for the junction
studied, the hopping elements have the symmetries v̂LR(t) =
v̂
†
LR(t) = v̂RL(t) ≡ v̂(t). The t matrices (13) are used to

calculate the full quasiclassical propagators, which, depending
on if their trajectories lead up to or away from the interface, are

divided into “incoming” (ǧi) and “outgoing” (ǧo) propagators,
given by

ǧi,o
α (t,t ′) = ǧ0

α(t,t ′) + [(ǧ0
α ± iπ 1̌

)◦tα◦(ǧ0
α ∓ iπ 1̌

)]
(t,t ′),

(16)

where α = L,R and the upper and lower signs, ± and ∓, refer
to the incoming and outgoing propagators, respectively.

The self-energy fields, such as the order parameter, depend
on the full propagators and should in principle be calculated
self-consistently taking into account the interface scattering.
However, we assume in this study that the area of the point
contact, A, is small compared to πξ 2

0 where ξ0 = h̄|vF |/2πTc

is the superconducting coherence length. As a result, the
superconducting state does not change considerably and the
order parameter �̌ and other possible self-energies in the leads
do not have to be recalculated.52 We will also assume that the
superconducting phase changes abruptly over the contact.

The use of Eqs. (10) and (11) together with boundary
condition (16) allows for calculation of the transport properties
the junction. The charge and spin currents are given by an
average over the Fermi-surface momentum directions of the
full propagators. Here, this average amounts to a difference
between incoming and outgoing propagators and the charge jc

and spin j s currents evaluated in lead α for a single conduction
channel are

jc
α(t) = e

2h̄

∫
dε

8πi
Tr
{
τ̂3
[
ĝi,<

α (ε,t) − ĝo,<
α (ε,t)

]}
(17)

and

j s
α(t) = 1

4

∫
dε

8πi
Tr
{
τ̂3σ̂ [ĝi,<

α (ε,t) − ĝo,<
α (ε,t)]

}
, (18)

where σ̂ = diag(σ , − σyσσy). The Green’s functions in the
above expressions are the lesser propagators defined as ĝ< =
1
2 (ĝK − ĝR + ĝA).

B. Solving the time-dependent boundary condition

The time-dependent boundary conditions can be solved
in two different ways. In the first procedure, the boundary
conditions are solved in the laboratory frame in which the
time dependence is preserved and is manifested as frequency
shifts in a difference equation. The treatment is similar to that
of dc-voltage biased SIS junctions.20,60,61,65,73–75 The second
approach involves removing the explicit time dependence of
v̂(t) by a transformation to a rotating frame (see Ref. 26 for
details). This procedure is numerically more efficient but the
transformation, however, introduces an exchange field shifting
the chemical potentials of the spin-up and spin-down bands in
the leads making the first approach more suitable for studying
changes in the superconducting state in the vicinity of the
junction due to quasiparticle tunneling via the precessing spin.
Below we describe both within a quasiclassical framework.

1. Laboratory frame

To solve boundary condition (16) dependent on the matrix
(14) in the laboratory frame, it is more convenient to Fourier
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transform the T -matrix equation from the time domain to
energy space where it becomes an algebraic equation,

ťα(ε,ε′) = �̌α(ε,ε′) +
∑
ε

′′
�̌α(ε,ε

′′
)ǧ0

α(ε
′′
)ťα(ε

′′
,ε′). (19)

The propagators ǧ0
α(ε,ε′) = ǧ0

α(ε)δ(ε − ε′) have the following
Nambu-spin structure:

ĝ0,R
α (ε) =

(
gR(ε) f R(ε)iσy

iσyf̃
R(ε) g̃R(ε)

)

= − π

�R

(
εR �(T , ± ϕ)iσy

iσy�
∗(T , ± ϕ) −εR

)
,

where

�R =
√

|�(T )|2 − (εR)2, εR = ε + i0+,
(20)

ĝ0,A
α (ε) = τ̂3

[
ĝ0,R

α (ε)
]†

τ̂3,

and

ĝ0,K
α (ε) = [ĝ0,R

α (ε) − ĝ0,A
α (ε)

]
tanh(ε/2T ).

The gap, �(T , ± ϕ) = �(T )e±iϕ/2, is both temperature and
phase dependent and the “+”(“−”) sign of the phase depen-
dence refers to lead R(L). Furthermore, tanh(ε/2T ) is the
quasiparticle occupation function setting the two supercon-
ducting leads in thermal equilibrium with each other. The
t matrices in energy space are a sum of t matrices whose
energies differ by ωL and satisfy the relation

ťα(ε,ε′) =
∑

n

ťα(ε,ε + nωL)δ(ε − ε′ + nωL), (21)

which is equivalent to a time dependence of

ťα(t,t ′) =
∑

n

e−inωLt

∫
dε

2π
e−iε(t−t ′) ťα(ε + nωL,ε). (22)

The ansatz above and the assumption that the leads are
in equilibrium so that their respective Green’s functions
may be written as ǧ0

α(t,t ′) = ǧ0
α(t − t ′) lets one evaluate the

coefficient matrices �̌α(ε,ε′) and �̌α(ε,ε
′
)ǧ0

α(ε
′
) in Eq. (19) and

subsequently solve the resulting difference equation in terms of
ťα(ε + nωL,ε).60,61,65 This is a quite general procedure capable
of handling diverse forms of self-energy fields Ȟ. However,
the matrix coefficients in Eq. (19) must be evaluated for each
particular kind of junction and lead state. The properties of
these matrices then determine the specific T -matrix difference
equation and the solution strategy.

For the present calculation certain simplifications can
be made due to the spin independence of ǧ0

α(ε) given by
Eq. (20) and the form of the hopping element in Eq. (15):
the Keldysh-Nambu-spin matrices can be factorized in spin
space into generalized diagonal matrices X̌d , spin-raising
matrices X̌↑, and spin-lowering matrices X̌↓. These matrices
are still Keldysh-Nambu matrices but they have the algebraic
properties of spin matrices such as X̌↑ ◦ Y̌ ↑ = X̌↓ ◦ Y̌ ↓ = 0,
X̌↓,↑ ◦ Y̌ ↑,↓ ∝ Žd , and X̌d ◦ Y̌ ↑,↓ ∝ Ž↑,↓. A matrix factorized
in this form may be shown to have the time dependence

X̌(t,t ′) =
∫

dε

2π
e−iε(t−t ′)[X̌d (ε,ωL)

+ e−iωLt X̌↑(ε,ωL) + eiωLt X̌↓(ε,ωL)]. (23)

Using the spin algebra, the T -matrix equation in energy space
[Eq. (19)] may be written as⎛
⎝ 1̌ − Ǎd

1 −B̌
↑
1 0̌

−B̌
↓
0 1̌ − Ǎd

0 −B̌
↑
0

0̌ −B̌
↓
−1 1̌ − Ǎd

−1

⎞
⎠
⎛
⎝ ť↑

ť d

ť↓

⎞
⎠ =

⎛
⎝ �̌↑

�̌d

�̌↓

⎞
⎠ . (24)

The coefficient matrices in Eq. (24) are functions of energy
ε and precession frequency ωL and are straightforward to
evaluate. Contrary to, e.g., the case of a finite dc voltage,
where the T -matrix equation is a difference equation solved
by recursive methods, we have a matrix equation for ť which
can be solved by simple (numerical) inversion. Factorizing the
propagators in Eq. (16) according to their spin structure results
in

ǧd,i,o
α (ε) = ǧ0

α(ε) + M̌d
α,±(ε)ť dα (ε,ωL)M̌d

α,∓(ε), (25)

ǧ↑,i,o
α (ε,t) = e−iωLt M̌d

α,±(ε+ωL)ť↑α (ε,ωL)M̌d
α,∓(ε), (26)

ǧ↓,i,o
α (ε,t) = e+iωLt M̌d

α,±(ε−ωL)ť↓α (ε,ωL)M̌d
α,∓(ε), (27)

with M̌d
α,±(ε) = ǧ0

α(ε) ± iπ 1̌.

2. Rotating frame

The unitary transformation matrix for removing the time
dependence of v̂(t) is

Û(t) =
(

e−i(ωL/2)tσz 0
0 ei(ωL/2)tσz

)
(28)

resulting in a transformation to a rotating frame of reference
with respect to the precessing spin S(t) in which the hopping
element is

v̂ = Û †(t)v̂(t)Û(t) =
(

v0 + vSeS · �σ 0

0 v0 − vSσyeS · �σσy

)
.

(29)

The direction eS of the precessing spin is now static in
this rotating frame, eS = cos ϑez + sin ϑex , but the hopping
element v̂ is still spin active with different hopping amplitudes
for spin-up and spin-down quasiparticles, v0 ± vS cos ϑ . The
hopping element also contains a spin-flip term vS sin ϑ

scattering between the two spin bands.
Next, we apply the unitary transformation to the propagator

ǧα(t,t ′) and obtain

ˇ̃gα(t,t ′) = Û †(t) ǧα(t,t ′) Û(t ′)

= Û †(t)
∫

dε

2π

dε′

2π
e−i(εt−ε′t ′)ǧα(ε,ε′) Û(t ′). (30)

The transformation of the propagators into the rotating frame
introduces spin-dependent energy shifts, ε → ε ± ωL/2, dis-
played in the transformed propagators, e.g., as

ˆ̃g
0,R

α (ε)

=

⎛
⎜⎜⎜⎜⎜⎝

gR
α

(
ε+ ωL

2

)
0 0 f R

α

(
ε+ ωL

2

)
0 gR

α

(
ε− ωL

2

) −f R
α

(
ε− ωL

2

)
0

0 f̃ R
α

(
ε− ωL

2

)
g̃R

α

(
ε− ωL

2

)
0

−f̃ R
α

(
ε+ ωL

2

)
0 0 g̃R

α

(
ε+ ωL

2

)

⎞
⎟⎟⎟⎟⎟⎠

(31)
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for the retarded Green’s function. The advanced and Keldysh
propagators are similarly transformed.

Applying U(t) to the transport equation (10), similarly
leads to a shift of the energies of the spin-up and spin-down
quasiparticles. The resulting transport equation is

ih̄vF ·∇ ˇ̃gα + [(ετ̂3 + heff ·σz)1̌ − ˇ̃Hα, ˇ̃gα]◦ = 0, (32)

where the energy shifts are captured by the appearance of an ef-
fective magnetic field in the leads, heff = ωL

2 ez. Equation (32)
is time independent as long as the self-energy fields in Ȟα

do not contain terms which are off-diagonal in spin space
corresponding to spin-flip scattering or equal-spin paring order
parameters. For ballistic, or clean, s-wave superconducting
leads, Ȟα = ˇ�(T )α and Eq. (32) is time independent. The
propagators ˇ̃gα(t,t ′) obey Eq. (32) for a specular-scattering
boundary condition.60,66 Introduction of the tunneling pro-
cesses leads to a boundary condition problem which is still
time independent in this rotating frame and the “◦” product in
Eq. (16) reduces to a matrix multiplication in energy space.

The precessing spin introduces spin mixing of the two
spin bands in such a way that spin-up(-down) quasiparticles
are scattered or injected into the spin-down(-up) band. This
nonequilibrium spin injection, however, leaves the charge cur-
rent, Eq. (17), time independent. The charge current’s steady-
state solution follows directly from the spin-independent trace
over particles and holes in Eq. (17) and the fact that the
transformation matrix Û(t) leaves the diagonal terms of
the propagators ĝ

i/o,<
α time independent. The spin current, on

the other hand, has components which include the off-diagonal
elements of the propagators ĝ

i/o,<
α . The off-diagonal elements,

which are proportional to the Pauli spin matrices σx and σy , are
time dependent since these are affected by the time dependence
of the transformation matrix Û(t). Thus for a finite tilt angle,
ϑ �= 0, the spin current may be time dependent.

III. RESULTS

The precessing spin introduces a new energy scale and
the superconducting correlation functions can be expected to
be modified due to the scattering processes the precessing
spin gives rise to. The starting point is the s-wave super-
conducting leads and their spin-singlet pairing amplitudes,
fs ∼ 〈(ψk↑ψ−k↓ − ψ−k↓ψk↑)〉. When electron- and holelike
quasiparticles interfere constructively, sharp states inside
the superconducting gap called Andreev states are formed.
In regular Josephson junctions without magnetically active
interfaces, these Andreev states come in degenerate pairs ψ̂↑(↓),
which can be described by the spinors ψ̂↑(↓) = (ψ↑(↓),ψ

†
↓(↑))

T .
Each member of the spinor, ψ↑(↓), is subjected to transmission
VLR(RL) and Andreev retroreflection AR(L) and the Andreev
bound states are formed when the processes lead to con-
structive interference along closed loops schematically illus-

trated as ψL↑(↓)(k,ε)
VLR−→ ψL↑(↓)(k,ε)

AR−→ ψ
†
R↓(↑)(−k, − ε)

VRL−→ ψ
†
R↓(↑)(−k, − ε)

AL−→ ψL↑(↓)(k,ε). A schematic picture of
the scattering processes is shown in the upper panel of Fig. 2.

FIG. 2. (Color online) (a) Schematic illustration of Andreev
scattering in a Josephson junction. Electronlike quasiparticles (blue)
impinging on the right superconductor are Andreev retroreflected
(thick arrows) into holelike quasiparticles (white) at the supercon-
ductor surface. The holelike quasiparticles are transmitted (thin
arrows) to the opposite (left) superconductor, where they are
Andreev retroreflected into electronlike quasiparticles. This Andreev
scattering process is phase coherent and results in the formation of
quasiparticle states within the superconducting gap, Andreev levels,
when the quasiparticles interfere constructively along closed loops.
(b) Scattering processes in a Josephson junction coupled over a
classical spin precessing with frequency ωL. A tunneling quasiparticle
has the possibility to tunnel across the junction with preserved spin
and energy, or having its spin flipped by interaction with the classical
spin while gaining or losing energy ωL. Andreev reflection occurs at
the junction interfaces.

The tunneling processes described above are captured by the
hopping element

v̂d =
(

v0 + vS cos ϑσz 0

0 v0 + vS cos ϑσz

)
, (33)

which lets quasiparticles tunnel across the junction with their
spin directions and energies unaffected but with different
hopping amplitude for spin up and spin down. This scattering
behavior is captured by the matrix v̂d ◦ ĝR ◦ v̂d (see below).
The spin-flip part of the hopping element,

v̂↑(↓) =
(

vS sin ϑσ+(−) 0

0 vS sin ϑσ−(+)

)
, (34)

flips a spin-down(-up) quasiparticle into a spin-up(-down)
quasiparticle while changing its energy by ωL(−ωL).
Here, we have defined σ+(−) = 1

2 (σx ± iσy). This kind of

tunneling creates spin-flip processes, e.g., ψ̂L↑(↓)(k,ε)
v

↓(↑)
LR−→

ψ̂L↓(↑)(k−(k+),ε−(ε+))
AR−→ ψ̂

†
R↑(↓)( − kk−(−k+), −ε−(−ε+))
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v
↑(↓)
RL−→ ψ̂

†
R↓(↑)(−k, − ε)

AL−→ ψ̂L↑(↓)(k,ε), which is a process
captured by the elements v̌↑/↓◦ǧ0

R◦v̌↓/↑.
Focusing on the left side of the interface and

parametrizing the matrix �̌L according to Eq. (23)
leads one to conclude that the spin-preserving com-
ponent of �̌L is a combination of the two pro-
cesses described above, �̌d

L = v̌d ◦ǧ0
R◦v̌d + v̌↑◦ǧ0

R◦v̌↓
+ v̌↓◦ǧ0

R◦v̌↑. There are also mixed tunneling processes where
tunneling with and without spin flip are combined into the
terms �̌

↑
L = v̌↑◦ǧ0

R◦v̌d + v̌d ◦ǧ0
R◦v̌↑ and �̌

↓
L = v̌↓◦ǧ0

R◦v̌d

+ v̌d ◦ǧ0
R◦v̌↓. These two terms generate a net spin-flip for

quasiparticles tunneling across the nanomagnet.
The angle ϑ between the spin S and the magnetic field H

determines the amount of spin-flip scattering ranging from zero
for parallel alignment to maximum in the case of S ⊥ H . The
frequency ωL sets the amount of energy exchanged between a
quasiparticle and the rotating spin during a spin-flip event as
indicated in Fig. 2(b). First, we will look at the consequences
for the density of states and the charge current due to the
scattering caused by the precessing spin. After that, we will
take a closer look at the effects on the superconducting pair
correlations before we turn to the spin scattering states and the
spin current as well as their implications for the leads.

A. Charge currents

This section reviews some of the results presented in
Ref. 26. Here, however, the charge current results are described
in the T -matrix formulation and are included for completeness.

1. Static spin

For a static spin with precession frequency ωL = 0, the
T -matrix equation (24) reduces to[

1̌ − Ǎd
0

]
ť d = �̌d , (35)

which can easily be solved analytically since the spin-up
and spin-down bands separate into two sets of equations.
Straightforward calculations of the density of states show that
Andreev levels form within the superconducting gap and are
located at energies given as

εJ = ±�

√
1 − D0 sin2

ϕ

2
− DS cos2

ϕ

2
, (36)

where we have defined D0 = 4v2
0/[1 + 2(v2

0 + v2
S) + (v2

0 −
v2

S)2] and a spin-transmission coefficient DS = 4v2
S/[1 +

2(v2
0 + v2

S) + (v2
0 − v2

S)2]. The charge current density is related
to the energy dispersion and the occupation function as76,77

jc
α = 2e

h̄

∂εJ

∂ϕ
tanh

( εJ

2T

)
, (37)

which, given the energy dispersion in Eq. (36), is evaluated to

jc
α = e

h̄

(D0 − DS)� sin ϕ√
1 − D0 sin2 (ϕ/2) − DS cos2 (ϕ/2)

tanh
( εJ

2T

)
.

(38)

showing that the critical current is reduced due to the spin-flip
scattering generated by the embedded nanomagnet.78

FIG. 3. (Color online) Current-phase relation (a) and Andreev
levels (b) for a junction whose hopping elements are parametrized
as v0 = cos α and vS = sin α and α is varied from 0 (solid black
line) to π/2 (solid red line) in steps of 0.1π/2. The charge current is
plotted in units of e�/h̄ for temperature T → 0. The charge-current
kernel j c,<(ε,ϕ) shows the population of the Andreev levels as well
as the direction in which the populated Andreev levels carry current.
In (c), j c,< is plotted for α = 0. The lower Andreev level, which has
energies below the Fermi surface, is populated and carries current in
the positive direction (red) for phase differences 0 < ϕ < π and in
the negative direction (blue) for π < ϕ < 2π . In (d), j c,< is similarly
plotted for α = π/2. In this case, the populated Andreev level carries
a negative current for 0 < ϕ < π and a positive one for π < ϕ < 2π .
The lower gap edge is indicated by the dashed black line.

If only spin-independent tunneling is present and the spin-
dependent hopping strength vS → 0, the spin-transmission
coefficient DS → 0 while D0 → D = 4v2

0/(1 + v2
0)2 which is

the usual transparency of a Josephson junction. The Andreev

levels are now εJ = ±�
√

1 − D sin2 ϕ

2 and carry a charge
current

jc
α = e

h̄

D� sin ϕ√
1 − D sin2 (ϕ/2)

tanh

(
εJ

2T

)
. (39)

Both of these relations are shown as solid black lines in
Figs. 3(a) and 3(b). As can be seen in these figures, the
junction is in a 0 state corresponding to the junction’s energy
being minimized for the phase difference ϕ = 0. Increasing
the hopping strength of the spin-dependent tunneling until
the spin-dependent tunneling dominates, vS > v0, causes the
junction to shift from being in the 0 state to being a π

state, as can be seen in Fig. 3(a). When spin-dependent
tunneling dominates, the junction’s ground state is such that
the coupled superconductors have an internal phase shift of π ,
as predicted in Ref. 79. Such π states can also be observed in
junctions where the spin-active barrier has been extended to
a ferromagnetic region.80 In such junctions, the width of the
ferromagnetic layer as well as the strength of the exchange
field determine the transport properties.

If, on the other hand, the spin-independent tunneling
is decreased to 0, leaving only spin-dependent tunneling
(v0 = 0,vS = 1), the Andreev levels are shifted by π to give
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εJ = ±�
√

1 − DS cos2 ϕ

2 . The corresponding charge current

is then

jc
α = − e

h̄

DS� sin ϕ√
1 − DS cos2 (ϕ/2)

tanh
( εJ

2T

)
. (40)

The crossover from the 0 to π state occurs at v0 = vS where
the Andreev levels are εJ = ±�/

√
3. These Andreev levels

are independent of the phase difference between the two
superconductors leading to a zero Andreev current consistent
with Eq. (37).

In Figs. 3(c) and 3(d), the current kernel for the left side
of the interface j

c,<
L (ε,ϕ) is plotted for v0 = 1,vS = 0, and

v0 = 0,vS = 1, respectively. The current kernel j
c,<
L (ε,ϕ) is

integrated over energy ε to give the total current for a specified
phase difference, jc

α(t) = ∫ dε
2π

jc,<
α (ε,ϕ). The kernel jc,<(ε,ϕ)

indicates which states, i.e., Andreev levels and continuum
states, are participating in transporting current through the
junction. The direction of the current is given by the sign of
jc,<. As can be seen in panel (c), the lower of the two Andreev
levels is occupied which is consistent with quasiparticle states
below the Fermi surface being occupied. The same is true for
jc,< in panel (d), although the current kernel has been shifted
by π .

2. π junction with a small tilt angle

For a junction with zero tilt angle, the solution of the
boundary condition problem reduces to the static spin case.
The T -matrix equation is simply

ť0
α(t,t ′) = �̌0

α(t,t ′) + [�̌0
α◦ǧ0

α◦ ť0
α

]
(t,t ′) (41)

with �̌0
α = �̌d

α = [v̌d ◦ ǧ0
α ◦ v̌d ](t,t ′). Since the hopping ele-

ments are time independent, the T -matrix equation can be
transformed into energy space where the solution can be found
as

ť0
α(ε) = [[1̌ − �̌0

α◦ǧ0
α

]−1◦�̌0
α

]
(ε). (42)

The t matrices are then used to calculate the incoming and
outgoing propagators according to Eq. (16). The poles of these
propagators subsequently give the Andreev levels ε0

J , which
turn out to be the same as for a static spin (ωL = 0) with
arbitrary tilt angle.

If the classical spin acquires a small tilt angle ϑ = δ such
that sin δ ≈ δ and precesses around the ez axis with frequency
ωL, the spin-dependent hopping element may be approximated
with vSeS(t) · �σ = vS(σz + δ e−iωLtσzσx) assuming that v0 =
0. This means that a quasiparticle may either tunnel across the
junction with its spin and energy conserved, or it may gain
or lose energy ωL while having its spin reversed as illustrated
in Fig. 2(b). Then, to first order in δ, the t matrices are ťα =
ť0
α + δťα while �̌α = �̌0

α + δ�̌α . Note that δ�̌α = e−iωLt δ�̌↑
α +

eiωLt δ�̌↓
α and has no diagonal time-independent term. Inserting

this into the T -matrix equation and disregarding terms of order
δ2 and higher gives an equation for δťα as

δťα(t,t ′) = [
δ�̌α ◦ (1̌ + ǧ0

α ◦ ť0
α

)]
(t,t ′) + [

�̌0
α◦ǧ0

α◦δťα
]
(t,t ′).

(43)

Since there are no energy shifts in the last term, the T -matrix
equation can be written according to Eq. (24) as⎛
⎜⎜⎝

1̌ − Ǎd
1 0 0̌

0 1̌ − Ǎd
0 0

0̌ 0 1̌ − Ǎd
−1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

δť↑α
δťdα

δť↓α

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

δ�̌′↑
α

0

δ�̌′↓
α

⎞
⎟⎟⎠ , (44)

where δ�̌
′↑/↓
α = δ�̌

↑/↓
α ◦ (1 + ǧα ◦ ť0

α). The time-independent
change in the t matrix is consequently zero and the total t

matrix is given by ťα = ť0
α + e−iωLt δť↑α + eiωLt δť↓α . In other

words, a small tilt angle adds two time-dependent components
to the t matrix. These two components have poles at ε0

J ± ωL

since quasiparticles gain or lose energy ωL while being
spin flipped. However, these sidebands do not show up in
the Andreev levels for the charge current in this first-order
approximation since tdα = t0

α . When the tilt angle becomes
large enough for higher-order processes to become important,
the sidebands do appear in the Andreev level spectrum,
which is shown explicitly in Fig. 4. Spin-down (spin-up)
quasiparticles in the state ε0

J are scattered into the upper
(lower) sideband, which has an opposite spin direction and the
quasiparticles exchange the energy ωL in this spin-flip process
with the precessing spin. A cross section of the spin-resolved
density of states for ϕ = 0 is shown in Fig. 4(a).

In addition to the sidebands, the scattering processes also
lead to a nonequilibrium population of states. The quasiparti-
cles occupying the lower Andreev level ε0

J are scattered into
states with energies larger than the Fermi energy, leading to an
occupation of states above the Fermi surface. Quasiparticles
are also scattered into the continuum states below the gap
edge. The continuum scattering leads to a reduced lifetime
for the quasiparticles in the state ε0

J and can be seen as a
broadening of the state for energies ε0

J � −� + ωL�. Despite
the time-dependent dynamics of the rotating spin and the
nonequilibrium population of states, the charge current is still
time independent consistent with Ref. 22.

3. π junction with arbitrary tilt angle

As the tilt angle increases, scattering into the sidebands
increases. The spin-degenerate state ε0

J now splits up into a
spin-up and a spin-down state and the spin-flip scattering still
occurs between states separated by energy ωL. The population
of the sharp states, the Andreev levels, can be understood
on the basis of the spin-flip scattering processes. As before,
the spin-flip scattering connects two states in opposite spin
bands separated by energy ωL. This connection results in a
population of the upper state under the condition that the lower
state is occupied. In other words, if the spin-down propagator
is occupied, the spin-up propagator is occupied as well.
Vice versa, if the spin-down propagator is not occupied, the
spin-up propagator is not occupied either. This nonequilibrium
occupation is an effect of the precessing classical spin which
scatters between the two spin states. The fine details of this are
shown in Fig. 4 where we plot jc,<(ε; ϕ) for some values of
the tilt angle ϑ .

This nonequilibrium occupation of states generates a
current-phase relation quite different from the non-spin-flip
current-phase relation as shown in Fig. 5. In the laboratory
frame, the tilt angle ϑ between the precessing spin and the
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FIG. 4. (Color online) The charge current-phase relation, j c(ϕ),
charge current kernel, j c,<(ε,ϕ), and density of states are plotted
for a π junction (v0 = 0,vS = 1) with tilt angle (a) ϑ = 0.1π/2,
(b) ϑ = π/4, and (c) ϑ = π/2. The temperature of the leads is put
to 10−5�. The spectral charge current j c,<(ε,ϕ) shows the Andreev
levels and their population. At some phase differences ϕc < ϕ <

2π − ϕc, scattering between the Andreev levels and continuum states,
which are indicated with the black dashed line, cause a broadening
of the Andreev levels. The charge current j c(ϕ) (plotted in units
of e�/h̄) is the energy-integrated spectral current and displays
abrupt jumps at phase differences where Andreev levels become
populated/unpopulated. The density of states (DoS) on the right sides
are plotted for the phase difference ϕ = 0 and shows the splitting of
the spin-up and spin-down Andreev levels as well as the scattering of
the continuum levels into the gap. The precessing spin has a frequency
of ωL = 0.5� in all plots.

external magnetic field determines the splitting of the Andreev
levels. The splitting in turn determines the current-phase

FIG. 5. (Color online) (a) Current-phase relation for a junction
with (v0 = 0,vS = 1), ωL = 0.5�, and ϑ = π/4. (b) Current-phase
relations for (v0 = 0,vS = 1), ωL = 0.5�, and ϑ varies between 0 and
π/4. (c) ωL = 0.5�, ϑ = π/4, v0 = 0, and vS varies between 1.0 and
0.3. (d) (v0 = 0,vS = 1), ϑ = π/4, and ωL varies between 0.00�

and 2.50�. As seen, sharp steplike features in the current-phase
relation may be washed out by either having a limited transparency
vS � 1 or by having a large frequency ωL � �. In all four panels
the temperature is set to zero and the currents are plotted in units of
e�/h̄.

relation and the locations of the abrupt jumps as can be seen
in Fig. 5(b). If the classical spin is aligned with the magnetic
field, there are no spin-flip scattering processes and the only
tunneling processes taking place are the usual ones where the
quasiparticles’ energies are conserved [as in Fig. 2(a)]. Hence
there is no splitting of Andreev levels and there are no abrupt
jumps in the current-phase relation. If, on the other hand, the
classical spin precesses in the plane, there are only spin-flip
scattering processes present. Hence the Andreev levels split
up into a single spin-up and a spin-down level. Since each spin
band only has one Andreev level, there is only one jump in the
current-phase relation.

When the spin-dependent hopping strength vs is decreased,
the abrupt jumps in the current-phase relation disappear as can
be seen in Fig. 5(c). The reason is that the Andreev levels are
closer to the gap edges for lower transparencies. If they are
close enough they even merge with the continuum states that
have been scattered into the gap. Similar effects are created
when the precession frequency ωL is increased. The continuum
states are scattered further into the gap, removing the sharp
Andreev levels. This modification of the Andreev levels causes
the jumps in the current-phase relation to be smoothed out
[Fig. 5(d)].

4. π junction with tilt angle ϑ = π/2

In the limit ϑ → π/2 in which the classical spin precesses
in the plane, the only spin-dependent tunneling present
generates spin-flip scattering processes causing quasiparticles
to gain or lose energy ωL as shown in Fig. 6 (see also
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FIG. 6. (Color online) Scattering processes in a Josephson junc-
tion coupled to a spin precessing with tilt angle ϑ = π/2 and v0 = 0.
The tunneling processes are such that all quasiparticles traversing the
junction preserve their spins while gaining or losing energy ωL.

Refs. 81 and 82). Further assuming that the spin-independent
tunneling is negligible, i.e., v0 = 0, the hopping element is

v̂ = e−iωLt v̂↑ + eiωLt v̂↓, (45)

where

v̂↑ = vS sin ϑ

(
σ+ 0
0 σ−

)
(46)

and

v̂↓ = vS sin ϑ

(
σ− 0
0 σ+

)
,

which leads to a �̌α where only the diagonal term is nonzero
and has the form

�̌d
α = [v̌↑◦ǧ0

R/L◦v̌↓](t,t ′) + [v̌↓◦ǧ0
R/L◦v̌↑](t,t ′). (47)

Carrying out the convolutions, we find that [v̌↑◦ǧ0
R◦v̌↓](t,t ′)

is associated with the spin-up quasiparticles while
[v̌↓◦ǧ0

R◦v̌↑](t,t ′) is related to the spin-down quasiparticles.
These �̌α matrices result in a T -matrix equation given
as⎛
⎜⎜⎝

1̌ − Ǎd
1 0 0̌

0 1̌ − Ǎd
0 0

0̌ 0 1̌ − Ǎd
−1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

ť↑α
ťdα

ť↓α

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0

�̌d
α

0

⎞
⎟⎟⎠ , (48)

which immediately results in the only nonzero T -matrix term
being ť dα . These two properties ensure that we can divide the
T -matrix equation into two sets of equations, one for each
spin band, and Fourier transform the equations into energy
space. For the left side, we find

ťL↑(ε) =
[

1

|vs |2 ǧ−1
R↓,∞(ε − ωL) − ǧL↑,∞(ε)

]−1

. (49)

The corresponding t matrix for the right side is found
by interchanging L and R. The spin-down component
is given by substituting ↑↔↓ and reversing the sign
of the energy shift, −ωL → +ωL. The form of the t

matrix indicates that a Green’s function at a given energy
ε on one side of the interface is connected to Green’s
functions at energies ε ± ωL on the other side of the
interface.

As before, the current is carried by sharp Andreev levels
inside the gap as well as continuum states in regions ±ωL

around the gap edges ±� as shown in Fig. 4(c). The Andreev
levels are given by

εJ,↑ = ω

2
± �

√
1 + f (ω,ϕ,vs),

(50)

εJ,↓ = −ω

2
± �

√
1 + f (ω,ϕ,vs),

where

f (ω,ϕ,vs)

= 8v4
s(

1 − v4
s

)2 cos2 ϕ

2
+
(

ω

2�

)2

−
(
1 + v4

s

)2(
1 − v4

s

)2
×
√√√√ 4v4

s(
1 + v4

s

)2 (1 + cos ϕ)2 + 4

(
1 − v4

s

1 + v4
s

)2 (
ω

2�

)2

.

(51)

In the laboratory frame, the number of Andreev levels
present when ϑ = π/2 is thus half the number of states in
junctions with 0 < ϑ < π/2. The states lie symmetrically
around ±ωL/2 and disperse with the phase difference ϕ until
they touch the gap edges and merge with the continuum at
ϕc(ωL). The sharp states reappear again at 2π − ϕc(ωL). The
population of the states is indicated in Fig. 4(c) showing the
current kernel jc,<(ε,ϕ). Since the number of states is reduced,
two for the incoming propagator and two for the outgoing
propagator, there is only one abrupt jump, instead of two, in
the current-phase relation for ϑ = π/2 shown in Fig. 5(b).

5. Tunnel limit

For a low transparency junction with v0,vS � 1, we may
use the first-order approximation ťα(t,t ′) = �̌α(t,t ′) and obtain
an analytic expression for the charge current. The charge
current between the two spin-singlet superconductors is time
independent and is given by the diagonal hopping element
ť dL = �̌d

L. In the absence of an applied voltage bias, the current
is given by the anomalous Green’s functions and has the form
(at zero temperature)

jc =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e�
2h̄

[
(D0 − DS cos2 ϑ) − 2

π
DS sin2 ϑ K

(
ωL

2�

)]
sin ϕ,

for ωL < 2�,

e�
2h̄

[
(D0 −DS cos2ϑ)− 4�

πωL
DS sin2ϑK

(
ωL

2�

)]
sin ϕ,

for ωL > 2�,

(52)

where K is the complete elliptic integral of the first kind. For an
alternative derivation, see Ref. 26. The first term is due to the
processes which do not flip the spin of the tunneling electrons,
v̌d ◦ǧ0

R◦v̌d . The part of the current depending on the precession
frequency is entirely due to the spin-flip processes described by
v̌↓◦ǧ0

R◦v̌↑ and v̌↓◦ǧ0
R◦v̌↑. Equation (52) shows that also in the

limit of low transparency but arbitrary precession frequency,
the critical current is reduced by spin-flip scattering78 and even
reversed in junctions dominated by spin-flip scattering.79
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B. Spin currents

The charge and spin currents in Eqs. (17) and (18) are
evaluated as the difference between the incoming and outgoing
propagators in each lead α. Defining a current matrix as
ĵ<
α (ε,t) = ĝi,<

α (ε,t) − ĝo,<
α (ε,t) and using the expressions for

the incoming and outgoing propagators, Eq. (16), it is easily
found that the current matrix is given by the commutator

ĵ<
α (ε,t) = 2πi

[
ťα(ε,t),ǧ0

α(ε)
]<
◦ . (53)

The t matrices have the spin properties of Eq. (23) and can,
without any loss of generality, be divided into a scalar singlet
part ť sα = ť dα − ť zα and a spin-vector triplet part ť tα(ε,ωL) =
ť zα(ε,ωL) + e−iωLt ť↑α (ε,ωL) + eiωLt ť↓α (ε,ωL) such that

ťα(t,t ′) =
∫

dε

2π
e−iε(t−t ′)[ť sα(ε,ωL) + ť tα(ε,ωL)

]
.

The scalar and spin-vector parts of the t matrix in Nambu-spin
space are, e.g., for the retarded (R) matrix component,

t̂ s,Rα =
(

γ s,R
α φs,R

α iσy

iσyφ̃
s,R
α γ̃ s,R

α

)
(54)

and

t̂ t,Rα =
(

γ t,R
α

(
φt,R

α

)
iσy

iσy

(
φ̃t,R

α

) −σy

(
γ̃ t,R

α

)
σy

)
, (55)

where γ t,R
α /φt,R

α and γ̃ t,R
α /φ̃t,R

α are 2 × 2 matrices in spin
space. The spin-triplet t matrix can be parametrized similarly
to the Green’s function in Eq. (9),

t̂ t,Rα =
(

γ t,R
α · σ

(
φt,R

α · σ
)
iσy

iσy

(
φ̃

t,R

α · σ
) −σy

(
γ̃ t,R

α · σ
)
σy

)
, (56)

although the parametrization using the basis (z, ↑ , ↓),
e.g., γ t,R

α = γ t,R
α,z σz + e−iωtγ

t,R
α,↑ σ+ + eiωtγ

t,R
α,↓ σ−, has a more

straightforward time dependence.
From the current matrix, the division of the t matrix into

scalar and triplet components, and the fact that ǧ0
α is a scalar,

it is clear that the spin current is due to the triplet components
of the t matrix

j s
α(t) = 1

4

∫
dε

8πi
2πiTr

[
τ̂3σ̂
[
ť tα(ε,t),ǧ0

α(ε)
]<
◦
]

(57)

since ∫
dε

2π
Tr
[
τ̂3σ̂
[
ť sα(ε,t),ǧ0

α(ε)
]<
◦
] = 0. (58)

As a passing note, the charge current is due to the scalar
component of the t matrix,

jc
α(t) = e

2h̄

∫
dε

8πi
2πiTr

[
τ̂3
[
ť sα(ε,t),ǧ0

α(ε)
]<
◦
]
, (59)

since ∫
dε

2π
Tr
[
τ̂3
[
ť tα(ε,t),ǧ0

α(ε)
]<
◦
] = 0. (60)

1. Small tilt angle, ϑ � π/2

Contrary to the charge current case, there are first-order
contributions to the spin current if the tilt angle is assumed

FIG. 7. (Color online) The spin current kernel, (a) j↑,< and
(b) j↓,<, for a π junction (v0 = 0,DS = 1) with tilt angle ϑ = 0.1π/2.
Panels (c) and (d) show j↑,< and j↓,<, respectively, for tilt angle
ϑ = π/4. The precessing spin has a frequency of ωL = 0.5� and
the temperature T = 0. The resulting spin-current-phase relation is
plotted in units of � on top of each panel. As seen, the phase-
dependent population of the scattering states makes the spin-current
an almost steplike function of phase as was the case for the charge-
current-phase relation shown in Fig. 4.

to be small, i.e., sin ϑ ≈ ϑ . In Sec. III A2, it was found that
for a small angle ϑ , the change in the t matrix δt compared
to the t matrix for zero tilt angle, ť0

α , i.e., ťα = ť0
α + δťα , was

given by δťα = e−iωLt δť↑α + eiωLt δť↓α . Hence the triplet t matrix
is ť tα = δťα giving a spin current matrix of

ĵ t,<
α = 2πi

[
δť tα,ǧ0

α

]<
◦ . (61)

The z component of the spin current is zero since δťdα = 0 (as
was found in Sec. III A2). Instead, the spin current consists of
the two components

j s
α(t) = e−iωLt δ j↑

α + eiωLt δ j↓
α (62)

scaling linearly with ϑ � π/2 and where

δ j↑/↓
α = 1

4

∫
dε

8πi
2πiTr

[
τ̂3σ̂
[
δť↑/↓

α (ε,t),ǧ0
α(ε)

]<
◦
]
. (63)

The upper two panels in Fig. 7 show the current kernels
j↑,<(ε,ϕ) and j↓,<(ε,ϕ) and the resulting spin-current-phase
relation for a small tilt angle, ϑ = 0.1π/2. The two scattering
states carry spin currents in opposite directions as opposed to
the charge current Andreev levels which carry a charge in the
same direction, see Fig. 4(a).

2. Arbitrary tilt angle

Increasing the tilt angle modifies only the magnitude of the
spin current. The scattering into the sidebands increases as
seen in Figs. 7(c) and 7(d) while the z component of the spin
current remains zero. Consequently, the spin polarization still
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FIG. 8. (Color online) Current-phase relations for the spin-
current components (j↑,j↓) for v0 = 0 and DS = 1.0. The time-
independent j z component of the spin current is zero for all cases
studied. The precession frequency is ωL = 0.2�, the tilt angle is
ϑ = π/4, and the temperature is T = 0. The spin currents are plotted
in units of �.

rotates with the precession frequency ωL and can be written
as jα(t) = j↑

αe−iωLt + j↓
αeiωLt where j↑/↓

α takes the form

j↑/↓
α (t) = 1

4

∫
dε

8πi
2πiTr

[
τ̂3σ̂
[
ť↑/↓
α (ε,t),ǧ0

α(ε)
]<
◦
]
. (64)

Similarly to the charge carrying density of states (Fig. 4), the
scattering into the continuum states increases with increasing
tilt angle. Figure 8 shows the integrated spin currents, i.e., the
current-phase relations for the ↑ and ↓ components of the spin
currents for a transparent junction with v0 = 0 and DS = 1.0.
The abrupt jumps in the spin-current-phase relations result
from the loss or gain of population of spin scattering states as
the phase difference ϕ changes, shown in Fig. 7.

Taking a closer look at the triplet commutator and using
Eq. (55), the spin-current matrix is (suppressing the index α

for the leads)

ĵ t,< = 2πi[ť t ,ǧ0]<. (65)

Dividing the retarded t matrix into an anomalous t matrix,

φ̂
t,R
A =

(
0

(
φ

t,R
A

)
iσy

iσy

(
φ̃

t,R
A

)
0

)
, (66)

and “normal” t matrix,

γ̂
t,R
N =

(
γ

t,R
N 0

0 −σy

(
γ̃

t,R
N

)
σy

)
(67)

(similarly for the Keldysh and advanced components), and
doing the same for the lead Green’s function ǧ0,

f̂
0,R
A =

(
0

(
f

0,R
A

)
iσy

iσy

(
f̃

0,R
A

)
0

)
,

(68)

ĝ
0,R
N =

(
g

0,R
N 0

0 −σy

(
g̃

0,R
N

)
σy

)
,

FIG. 9. (Color online) Spin-current-phase relations for (a) the
normal spin current jN , (b) the anomalous spin current jA, and
(c) the normal and anomalous charge currents j c

N and j c
A, for

v0 = 0, precession frequency ωL = 0.2�, tilt angle ϑ = π/4, and
temperature T = 0. The spin currents are plotted in units of � and
the charge currents in units of e�/h̄. All currents are scaled by DS .

the spin-current matrix is given by

ĵ t,< = 2πi
[
γ̌ t

N ,ǧ0
N

]<
◦ + 2πi

[
φ̌t

A,f̌ 0
A

]<
◦

+ 2πi
[
γ̌ t

N ,f̌ 0
A

]<
◦ + 2πi

[
φ̌t

A,ǧ0
N

]<
◦ , (69)

where the first term is a contribution from the normal Green’s
functions and the second term is given by the anomalous
Green’s functions. The last two terms do not contribute to
the current since their nonzero elements are off-diagonal in
Nambu-spin space. We will separate the spin current into
two contributions, one from the normal parts of the Green’s
function and t matrix ( j s

N ) and one from the anomalous parts
( j s

A). Thus we write

j s
N = 1

4

∫
dε

8πi
2πiTr

[
τ̂3σ̂
[
γ̌ t

N (ε,t),ǧ0
N (ε)

]<
◦
]

(70)

and

j s
A = 1

4

∫
dε

8πi
2πiTr

[
τ̂3σ̂
[
φ̌t

A(ε,t),f̌ 0
A(ε)

]<
◦
]
.

The spin current contains contributions from both as can be
seen in Fig. 9 where j s

N and j s
A have been plotted as functions

of the phase difference in panels (a) and (b). In Fig. 9(c), the
normal and anomalous contributions to the charge current have
been plotted for comparison. As the figure shows, the charge
current is completely given by the corresponding anomalous
contributions.

The spin current can be expressed in terms of the direction
of the rotating spin S as

j s(t) = 1

S
DSβH cos ϑ (γ H) × S(t)

− 1

S

√
D0DSβ⊥S⊥(t), (71)

where D0 is defined as in Sec. III A1. The components
βH and β⊥ are plotted in Fig. 10. β⊥ is finite only when
we have a mixed scattering, i.e., for v0 > 0. Moreover, β⊥
depends quadratically on the precession frequency and has a
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FIG. 10. (Color online) The phase relation of the functions βH

and β⊥ at zero temperature for various realizations of the tunneling
strengths. The precession frequency is ωL = 0.2� and the tilt angle is
ϑ = π/4. The part of spin current that rotates with the spin precession
∼βH is always nonzero with a phase-dependent modulation around a
mean amplitude. Note the different frequency scalings of βH (∼ωL)
and β⊥(∼ω2

L).

sin ϕ-like dependence on phase and is zero for both 0 and
π junctions when in their zero current or ground state. For
high hopping-dependent strengths, DS = 1 and v0 = 0, the
βH component has a current-phase relation with abrupt jumps
which are smoothed out for DS < 1 and v0 > 0. In contrast
to β⊥, the component βH depends linearly on ωL for small to
intermediate precession frequencies, ωL � �/2.

3. Tunnel limit

In the tunnel limit, the triplet t matrix is given by ť tα =
e−iωLt �̌↑

α + eiωLt �̌↓
α + �̌z

α . The normal part of the spin current
is given by the normal parts of the t matrix as in Eq. (70),
such that j s

N = e−iωLt j↑
N + e−iωLt j↓

N . Performing the integral
in Eq. (64) assuming that ωL � � results in

j
↑
N ≈ 1

4π
v2

S sin ϑ cos ϑ

{
4πi� − 8i�E

(√
3ωL

2�

)}
, (72)

where E(x) is a complete elliptic integral of the second
kind. A Taylor expansion to second order gives j

↑
N ≈

v2
S sin ϑ cos ϑ

3iω2
L

16�
. Similar integrations yield j

↓
N = −j

↑
N and

jz = 0. The normal spin current at zero temperature is then

j s
N (t) = 1

S
v2

S

3ωL

16�
cos ϑ (γ H) × S(t). (73)

Similarly, the anomalous integrals produce

j
↑/↓
A = 1

4π

(− iv0vS sin ϑ sin ϕ ∓ v2
S sin ϑ cos ϑ cos ϕ

)
×
{

8i�K

(
ωL

2�

)
− 4πi�

}
, (74)

where K(x) is a complete elliptic integral of the first
kind. In the limit ωL � �, the ωL dependence reduces to
8i�K( ωL

2�
) − 4πi� ≈ πi�(ωL/2�)2. Also for the anoma-

lous spin current, jz = 0 and the total anomalous spin
current is

j s
A(t) = − 1

S
v2

S

ωL cos ϕ

16�
cos ϑ (γ H) × S(t) (75)

− 1

S
v0vS

ω2
L sin ϕ

16�
S⊥(t). (76)

To summarize, the total spin current is

j s(t) = 1

S
DSβH cos ϑ (γ H) × S(t) − 1

S

√
D0DSβ⊥S⊥(t),

(77)

where βH = 1
64�

[3 − cos ϕ]ωL, β⊥ = sin ϕ

64�
ω2

L and the trans-
mission coefficients reduce to DS ≈ 4v2

S and D0 ≈ 4v2
0 for

v0,vS � 1.

4. Temperature dependence

The Josephson spin current described above is an effect
of quasiparticles interfering constructively along closed loops
when the quasiparticles are subjected to Andreev reflection and
transmission across the junction as specified by the rotating
classical spin. The singlet-pairing nature of the leads does not
support spin currents. This means that the spin dynamics of the
Andreev levels will be restricted to a small volume (or area)
with the radius given by the coherence length in the vicinity
of the nanomagnet junction.

However, there is another source of spin current not de-
pendent on the Andreev scattering processes. At temperatures
T > 0, the normal contribution to the spin current j s

N , given
by Eq. (70), results in an extra term

j s
qp = 1

S2
DSα Ṡ(t) × S(t), (78)

which is a spin current carried by quasiparticles and is therefore
independent of the superconducting phase difference ϕ. The
parameter α depends in general on the precession frequency
ωL and the temperature T . This contribution to the spin current,
j s
qp, may have a finite spin-polarized dc component along the

z axis. This situation is similar to a ferromagnetic quantum
dot or layer coupled to normally conducting leads where a
precession of the magnetization leads to the junction behaving
as a spin pump.28,83 In the tunnel limit, it can be shown that
the parameter α = 1/2π .

In Fig. 11, the temperature dependence of the function
α(T ,ωL) related to quasiparticles is plotted as well as the
function βH (T ,ωL) which is related to the Andreev-level
dynamics. At temperatures above the critical temperature, T >

Tc, the spin current is completely given by the quasiparticle
spin current j s

qp and α = 1/2π . As the temperature decreases,
the normal quasiparticles freeze out as the superconducting
gap opens and α → 0 as T/Tc → 0. The functions α(T ,ωL)
and βH (T ,ωL) depend on the hopping amplitudes vS,v0 as
well as on the junction state, i.e., the superconducting phase
difference. For a π junction, whose tunneling is dominated
by vS , α(T ,ωL) and βH (T ,ωL) are only weakly dependent
on vS and v0. The function β⊥(T ,ωL) has a sinusoidal ϕ

dependence and since it is zero for both π and 0 junctions it is
not shown in Fig. 11. The parameter βH (T ,ωL) is zero above
the critical temperature and increases as T/Tc → 0, saturating
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FIG. 11. (Color online) Temperature dependence of the functions
α and βH , for precession frequency ωL = 0.2�T =0 and tilt angle ϑ =
π/4. The functions are plotted with phase difference ϕ = π or ϕ = 0
depending on if the junction is in a π state or a 0 state. Note the strong
response at low temperatures captured in βH . At these temperatures
the quasiparticle-caused Gilbert damping is frozen out, α(T → 0) =
0, and the Andreev-level dynamics alone will couple back to the
precessing spin. The abrupt jumps at T � Tc are when ωL = �(T )/2
and the spin scattering connects the square-root singularities in the
superconducting density of states at ε = �(T ).

at ∼π
8 ωLαT >Tc

. For 0 junctions, where v0 < vS , the reduction
of α(T ,ωL) is slower. At the same time, βH (T ,ωL) saturates at
a lower value, ∼ π

16ωLαT >Tc
. The parameter α(T ,ωL) does not

depend on the precession frequency for ωL � �/2.

C. Triplet correlations

In Sec. III B, it was shown that a rotating classical
spin inside a phase-biased Josephson junction produces a
time-dependent spin current. This is somewhat surprising
since the Josephson junction was assumed to consist of two
superconducting leads with s-wave symmetry. The Andreev
processes depicted in Fig. 2(b) produced by the rotating spin
lead to new spin-pairing correlations which are formed when
these scattering processes result in positive interference along
closed loops. The additional pairing correlations to the usual
spin-singlet ones ∼ 1

2 〈ψ↑ψ↓ − ψ↓ψ↑〉 are the spin-triplet com-
ponents 1

2 〈ψ↑ψ↓ + ψ↓ψ↑〉, 〈ψ↑ψ↑〉, and 〈ψ↓ψ↓〉. The induced
triplet correlations can be expected to form near the junction
due to the spin mixing and locally broken spin-rotation
symmetry provided by S(t).39,45 A similar situation exists
in SFS junctions with conical ferromagnets; spin currents
arise due to spin-triplet correlations induced by a helical
rotation of the magnetization direction in the ferromagnetic
layer.44 The spin-triplet correlations induced by the rotating
spin are localized near the junction and are evanescent on
length scales on the order of the superconducting coherence
length, ξ0 = h̄vf /2πTc. The formation of triplet Cooper pairs
depends on the details of the scattering off and the tunneling
over the precessing spin, such as the precession frequency ωL,
the tilt angle ϑ , and the relative amplitude of hopping strengths
v0,vS . It also depends on the leads through the superconducting
phase difference ϕ, and the temperature T .

We now want to quantify the pairing correlations generated
in the vicinity of the precessing spin. Turning first to the
spin-singlet components we extract the anomalous Green’s
functions f <

s (±k,ε) from the matrix [ǧin,s + ǧout,s]< = 2[ǧ0
L ◦

(1̌ + [ť sL,ǧ0
L]◦)]< and write

ψ(k̂) =
∫ εc

−εc

dε

8πi
[f <

s (k̂,ε) + f <
s (−k̂,ε)] (79)

with “+(−)” referring to the anomalous scalar matrix compo-
nent of the incoming (outgoing) propagator on the left side of
the junction and vice versa for the right side. ψ(k̂) is a measure
of the (singlet) paring correlations available to form a singlet
order parameter as �s(k̂) = λsη(k̂)〈η(k̂′)ψ(k̂′)〉k̂′·n̂>0, where
η(k̂) = η(−k̂) are basis functions of even parity on which the
pairing interaction may be expanded. The energy εc is the usual
cutoff that appears in the BCS gap equation (12).

The anomalous component of the surface propagator also
has spin-vector parts f in

t and f out
t resulting from the spin-

scattering processes in the junction. These induced anomalous
components can be quantified in terms of a d vector, which
is customary to define in relation to triplet correlations. In
general, a 2 × 2 triplet order parameter is given by �k̂ = d(k̂) ·
σ iσy and the d vector points along the direction of zero spin
projection of the Cooper pairs.84 For π junctions, we define a
vector do, which is odd in momentum and even in energy, as

do(k̂) = n̂·k̂
∫ εc

−εc

dε

8πi
[ f <

t (k̂,ε) − f <
t (−k̂,ε)], (80)

where the direction of the surface normal is n̂ and, for the
left side of the interface, f <

t (±k̂,ε) refers to the incoming
(outgoing) propagator. For 0 junctions, we instead define a d
vector which is even in momentum and odd in energy de as

de(k̂) =
∫ εc

−εc

dε

8πi
sε

[
f K

t (k̂,ε) + f K
t (−k̂,ε)

]
, (81)

where sε is the sign of the energy ε. This definition is based on
the anomalous correlations of [ǧin,t + ǧout,t ]< which is related
to the matrix in Eq. (53) by [ǧin,t + ǧout,t ]< = 2[ǧ0

L ◦ (1̌ +
[ť tL,ǧ0

L]◦)]<. Spin-triplet pairing that is even-in k̂ and odd-in ε

was first considered as a candidate pairing state for 3He and is
in principle not forbidden by symmetry85 although not realized
for superfluid 3He.

The triplet correlations span the spin space in such a
way that f K

z ∼ 1
2 〈ψ↑ψ↓ + ψ↓ψ↑〉, f K

↑ ∼ 〈ψ↑ψ↑〉, and f K
↓ ∼

〈ψ↓ψ↓〉. Moreover, the instantaneous spin direction of the
triplet correlations depends on the rotating spin S, leading
to a time dependence for the d vector of the form

d(t) = dz + d↑e−iωLt + d↓eiωLt . (82)

The components of the d vector are plotted in Fig. 12.
As expected, the components are finite when the leads are
superconducting (T/Tc < 1). Setting vo = 0 leads to the mag-
nitudes of the components being equal except for a scaling of
DsωL. These properties are modified for finite vo; as the spin-
independent tunneling is increased, an asymmetry between d↑
and d↓ emerges and the universal scaling disappears. For low
temperatures, T/Tc � 0.1, one can express the d vector in
terms of the direction of the rotating spin S as

d(t) = δL Ṡ(t)×S(t) + δH (γ H)×S(t) + δz Sz. (83)
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FIG. 12. (Color online) The components of the d vector, (d↑,d↓,dz), as functions of temperature. The angle ϑ between H and S is π

4 and
the precession frequency is 0.2�T =0. In each panel, the spin-independent hopping amplitude vo is fixed while the spin-transmission coefficient
Ds is varied. The components are scaled by DsωL. In the left panel all junctions are π junctions while in the center and right panel junctions
with Ds = 0.1 and Ds = 0.1,0.2, respectively, are 0 junctions. For the 0 junctions the corresponding d vector measures even-in k̂ odd-in ε

spin-triplet correlations.

For π junctions, the term δz is zero, while δH = 0 for 0
junctions. In the tunnel limit, vo,vs � 1, it is possible to
find analytical expressions for these S-dependent components.
For the odd d vector in the tunnel limit at low temperatures,
δL,o = πDs sin(ϕ/2) and δH,o = 4πivovs sin(ϕ/2). The even-
in momentum d vector, on the other hand, is cutoff dependent
and diverges logarithmically with εc. For the plots in Fig. 12,
we used εc = 20�. Furthermore, the relation between d
vectors on either side of the interface is dR(t) = −dL(t).

D. Backaction on the precessing spin

The spin currents on either side of the interface are
related by j s

R(t,ϕ) = − j s
L(t, − ϕ), a difference leading to

a torque, τ (t) = j s
L(t) − j s

R(t), exerted on the rotating spin
S. The Josephson spin current consists of two spin-vector
components, j s

L/R = jH,L/R(γ H) × S + j⊥,L/R S⊥. The per-
pendicular spin currents on either side of the interface, j⊥,LS⊥
and j⊥,R S⊥, are equal and therefore cancel. The other spin
currents, jH,L(γ H) × S and jH,R(γ H) × S, are equal in
magnitude but carry spin angular momentum in opposite
directions, leading to a torque, here called Andreev torque,
which is given for a single conduction channel by

τA(t) = 2h̄

S
DsβH cos ϑ (γ H)×S(t). (84)

The torque is parallel to the one generated by the exter-
nal magnetic field H and hence leads to a shift in the
precession frequency, ωL → ωL[1 + 2h̄

S
DsβH cos ϑ]. As was

seen in Sec. III C, the rotating spin induces local spin-triplet
correlations near the junction interface and the spin-triplet
correlations allows the superconducting leads to support a spin
current even at low temperatures when the quasiparticles are
frozen out. However, the spin current is nothing but transport
of spin-angular momentum and the nonconservation of the
spin current results in a torque acting on the rotating spin. The

shift in precession frequency of the rotating spin is therefore a
direct consequence of the induced spin-triplet correlations.

The spin current carried by normal quasiparticles transports
angular momentum from the rotating spin into the leads
resulting in a damping of the spin precession.14,86 This process
is the main contribution to the Gilbert damping, which has
been studied quite extensively (see Ref. 28, and references
therein). As there are many possible contributions to the
Gilbert damping, it is often entered as a phenomenological
parameter.27 Here, the quasiparticle torque τ qp is given by the
spin current in Eq. (78) as

τ qp(t) = 2h̄

S2
αDs Ṡ(t) × S(t) (85)

for one conduction channel. Since the torque is perpendicular
to S(t) as well as Ṡ(t), it leads to an alignment of S with the
effective magnetic field H . At temperatures above the critical
temperature, α = (2π )−1, but as the temperature decreases,
the quasiparticles freeze out and the quasiparticle spin current
as well as the quasiparticle torque vanish as T/Tc → 0. This
reduction of Gilbert damping due to superconducting phase
transitions was investigated in Refs. 30 and 31 where the
Gilbert damping in domains with a precessing magnetization
was measured at temperatures around Tc.

We propose that the Andreev torque can be measured in
the following way: Assume that a nanoparticle doped with
a few magnetic atoms giving it large spin, say S ∼ 50h̄, is
placed between two superconducting aluminum (Al) leads.
The superconducting coherence length ξ0 (∼2 μm for Al)
limits the area within which the time-dependent spin dy-
namics affects the Andreev reflection to ∼πξ 2

0 . A contact
width ∼100 nm results in n ∼ 600 conduction channels.
The superconducting gap � ∼ 200 μeV in bulk Al, but can
be made considerably smaller in the point contact. The
changes in the power absorption spectrum of a ferromagnetic
resonance (FMR) experiment can now be calculated. The

104521-15



C. HOLMQVIST, S. TEBER, AND M. FOGELSTRÖM PHYSICAL REVIEW B 83, 104521 (2011)

width of the resonance peak constitutes of inhomogeneous
broadening, which is due to sample imperfections such as
anisotropy fields and homogenous broadening �Hhom, which
is due to Gilbert damping. The homogenous broadening
may be expressed as87 �Hhom = 2√

3
HαG where H = |H|

and αG = 2h̄
S

nαDs is the Gilbert constant.27 For a typical
magnetic field, H = 60 mT, the macrospin precession is
∼1 μeV corresponding to a frequency of 10 GHz. For a
junction with Ds ∼ 0.1, the freezing out of normal quasi-
particles decreases the width of the resonance peak and
results in a difference in homogeneous broadening on the
order of �Hhom(T/Tc > 1) − �Hhom(T/Tc → 0) ∼ 26 mT.
As the temperature is lowered, a shift in the resonance peak
H0, corresponding to the shift in precession frequency, appears
due to the Andreev torque. The shift can be related to the
Gilbert constant as �ωL/ωL = αGβH cos ϑ . Choosing ϑ =
π/4, βH ∼ 1

16
ωL

�
in the low transparency limit for temperatures

T/Tc < 1/4, which leads to a change in the resonance peak of
�H0/H0 ∼ 2%. This ratio could be made higher by increasing
the ratio h̄n/S or by increasing the junction transparency.

E. Magnetization

The proximity effect is the penetration of superconducting
order into a normal metal88 or a ferromagnet.89 The reverse
case, the so-called inverse proximity effect, occurs when
ferromagnetic order penetrates into the superconductor.90,91 In
the present case, where a precessing classical spin sits between
two superconducting leads, there is an induced magnetization
in the leads besides the induced triplet correlations. In the case
of a static spin, only the spin-singlet correlations and possibly
the spin-triplet correlations with spin projection along the
direction of the classical spin contribute to the magnetization.90

For a finite precession frequency, also the time-dependent
spin-triplet correlations contribute to the magnetization, which
can be written in the form

Mα = Md
α + M↑

αe−iωLt + M↓
αeiωLt . (86)

FIG. 13. (Color online) The phase relation of the functions μL

and μH at zero temperature. The precession frequency is ωL = 0.2�

and the tilt angle is ϑ = π/4. The function μH is scaled by DS .

FIG. 14. (Color online) The temperature dependence of the
functions μL and μz at phase differences ϕ = π or ϕ = 0 depending
on the state of the junction (vS > v0 or vS < v0). The precession
frequency and the tilt angle are the same as in Fig. 13.

The magnetization is given by52

Mα(t) = μB

2

∫
dε

8πi
Tr
{

τ̂3σ̂
[
ĝi,<

α (ε,t) + ĝo,<
α (ε,t)

]}
, (87)

where μB is the Bohr magneton. From numerical investiga-
tions it can be found that

ML(t) = μB

S2
DsμL Ṡ × S + μB

S
μH (γ H) × S + μB

S
μz Sz,

(88)

where μL, μH , and μz are functions of temperature, phase
difference, and the hopping amplitudes vS and v0. The
low-temperature phase relation of the parameters μL and
μH are plotted in Fig. 13. At low temperatures μz is zero.
The parameter μH has a sinusoidal phase relation while μL

shows a cosine behavior. In the tunnel limit, μL = 1
6π

(2 −
cos ϕ), μH = 2

3π
v0vS sin ϕ while μz = 0. The temperature

dependence of the parameters μL and μz for a fixed phase
difference is shown in Fig. 14. The phase difference is ϕ = π

if the junction is in a π state (vS > v0) or a 0 state (vS < v0).
For these phase differences, the parameter μH (not shown)
is zero. The parameter μz, on the other hand, is finite for
temperatures 1/2 < T/Tc < 1. The parameter μL ∼ (2π )−1

as T → 0 for π junctions while μL ∼ (6π )−1 for 0 junctions.
Note that unlike Ref. 90, the magnetization is proportional to
the precession frequency and that M = 0 for a static spin.

IV. CONCLUSIONS

In this work we have presented a detailed analysis of the
coupling between the Josephson effect and a nanomagnet. The
magnetization of the nanomagnet is brought into precession by
an applied external magnetic field. The magnetization of the
nanomagnet is modeled as a classical spin and the precession
provides a time-dependent as well as spin-active interface
which we handled by formulating a boundary condition within
the quasiclassical theory of superconductivity. The boundary
condition was formulated in terms of a T -matrix equation
describing the scattering between the two superconducting
leads.60,66 We showed that the T -matrix equation could be
solved in the laboratory frame by preserving the explicit
time dependence or in a rotating frame where the time

104521-16



NONEQUILIBRIUM EFFECTS IN A JOSEPHSON . . . PHYSICAL REVIEW B 83, 104521 (2011)

dependence has been removed by a unitary transformation. The
rotating frame solution is more numerically efficient although
it introduces a shift of the chemical energies of the spin-up
and spin-down bands of the leads, making the laboratory frame
solution more suitable for investigations of modifications to the
superconducting state of the leads due to the time-dependent
boundary condition.

As was already described in Ref. 26, the Josephson charge
current is time independent despite the magnetization dynam-
ics. Here, we focus on the changes to the superconducting state
and we show that this stationary solution nevertheless exhibits
a nonequilibrium population of the density of states due to spin
scattering between the Andreev levels. The nonequilibrium
population of the Andreev levels results in a modified current-
phase relation and causes abrupt jumps as Andreev levels
become populated or unpopulated. The spin current, on the
other hand, lacks time-independent components. Instead, the
spin polarization of the current precesses around the direction
of the external magnetic field.

We have shown that the spin current is due to an Andreev-
level dynamics with induced spin-triplet components. The
spin-triplet correlations are due to the breaking of spin-
rotation symmetry caused by the precessing classical spin.
In more detail, the spin-triplet correlations are a result of
the combination of Andreev retroreflection of electron- and
holelike quasiparticles at the superconductor surfaces and the
spin scattering processes caused by the precessing spin in

which the quasiparticles undergo spin flip while exchanging
energy with the classical spin. The triplet correlations are
evidence of a dynamical inverse proximity effect produced
by the time-dependent spin-active barrier.

The spin currents generate a torque on the classical spin
changing its dynamics. This backaction is due to Andreev
scattering processes and shifts the precession frequency of
the classical spin and can in principle be tuned using the
superconducting phase difference across the junction. There
is also a source of Gilbert damping at finite temperatures due
to the presence of quasiparticles.27 The amount of Gilbert
damping can be controlled by adjusting the temperature since
the quasiparticles freezeout as T → 0.

We suggest that the effects of the Andreev torque can be
measured in an FMR experiment similar to that in Ref. 30.
A measured shift in precession frequency would be a probe
of the Andreev-level dynamics. Conversely, by controlling the
Andreev-level dynamics and the inverse proximity effect, one
may control the magnetization dynamics of a nanomagnet92

which would be useful in spintronics applications.

ACKNOWLEDGMENTS

The authors are grateful to D. Feinberg, M. Houzet,
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