Global modeling of mixed-phase clouds: The albedo and lifetime effects of aerosols
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[1] We present a global modeling study of mixed-phase clouds and have performed sensitivity simulations to explore the ways in which aerosol particles can affect this type of cloud. This study extends previous similar studies in that it takes into account not only the so-called aerosol lifetime effects on mixed-phase clouds but also aerosol effects on their albedo. Our findings generally agree with previous studies in that an increase in ice-nucleating aerosol particles (IN) leads to a decreased cloud lifetime and therefore a warming of the Earth-atmosphere system. However, an increase in IN will also generally decrease ice crystal sizes, thereby increasing the cloud albedo, which is analogous to the well-established Twomey effect on liquid clouds. This decrease in ice crystal effective radii leads to an increase in cloud albedo and hence to a cooling that counters the lifetime effect of mixed-phase clouds. Taking both the albedo and lifetime effects of mixed-phase clouds into account, we find the net radiative forcing effect of an IN increase to be positive but small, which is in contrast to a much stronger warming that is found if the albedo effect is not taken into account. The latter has been the common approach in global studies of aerosol effects on mixed-phase clouds so far. Results were found to be extremely sensitive to the choice of heterogeneous freezing parameterization and the maximum fraction of black carbon particles available for ice nucleation.


1. Introduction

[2] The term “aerosol indirect effects” (AIEs) refers to the different ways in which aerosol particles can affect Earth’s climate by modifying cloud properties. Because such aerosol perturbations of cloud properties can occur via a range of different mechanisms, and because aerosol effects can vary greatly from one cloud type to another, AIEs are often divided according to which clouds they affect. In the Intergovernmental Panel on Climate Change (IPCC) AR4 [Denman et al., 2007], AIEs were divided into (1) effects on liquid clouds, (2) effects on mixed-phase clouds, and (3) effects on cirrus and/or ice clouds. These effects are sometimes also divided further into impacts on the cloud albedo and impacts on cloud lifetime. The albedo and lifetime effects of liquid clouds are also referred to as the “Twomey” effect [Twomey, 1977] and the “Albrecht” effect [Albrecht, 1989], respectively, and have both been studied extensively in laboratories and in the field using satellite data and models of different scales and resolutions. The albedo effect comes about by hygroscopic aerosols’ acting as cloud condensation nuclei (CCN), thereby increasing the cloud droplet number concentration (CDNC). For a given cloud water content, such an increase in CDNC will decrease cloud droplet effective radii and increase cloud albedo. This effect is relatively well established, and the albedo effect of anthropogenic CCN was estimated in IPCC AR4 to cool the current climate, with estimates ranging from −1.9 to −0.2 W m⁻².

[3] The lifetime effect of liquid clouds is more controversial [Stevens and Feingold, 2009; Levin and Cotton, 2007]. While most global models predict that a CCN increase will delay precipitation and increase cloud lifetime, models with higher resolution and a more sophisticated treatment of cloud dynamics suggest that a CCN increase may in some cases lead to a reduced cloud lifetime [Wood, 2006]. The reason for the discrepancy between global climate models (GCMs) and models with higher resolution and more elaborate cloud schemes is suggested to be the poor representation of entrainment and mixing processes in the GCMs. While this will remain a challenge for the global modeling community in years to come, it is not the focus of the present paper.

[4] The research on aerosol effects on mixed-phase clouds is still in its infancy, and progress is currently inhibited by the lack of quantitative understanding of which aerosol particles have the ability to perturb mixed-phase clouds by forming ice crystals. While dust particles, primary biogenic particles, and black carbon (BC) particles have been suggested as
atmospheric ice-nucleating aerosol particles (IN) candidates, their relative contributions to ice formation in mixed-phase clouds are still largely unknown. As aerosol effects on mixed-phase clouds have recently been suggested to potentially contribute to the strong warming observed at high latitudes [Zeng et al., 2009; Girard et al., 2004], certain questions have become more urgent, such as, What aerosol particles make good IN? and, To what extent are atmospheric IN loadings influenced by human activity? (5) The focus of the few global modeling studies addressing aerosol effects on mixed-phase clouds has been the influence on cloud lifetime [Lohmann and Feichter, 2005], sometimes termed the “cloud glaciation effect” [Lohmann and Diehl, 2006; Hoose et al., 2008; Storelumo et al., 2008a; DeMott et al., 2010]. So far, global model studies have qualitatively agreed that an increase in IN concentrations increases cloud glaciation. A complete glaciation of a mixed-phase cloud is believed to be followed by precipitation due to the efficient growth of ice crystals at the expense of cloud droplets, known as the Bergeron-Findeisen (BF) process. Hence, an increase in IN is likely to decrease cloud lifetime by increasing precipitation release via the ice phase. Global studies of aerosol effects on mixed-phase clouds typically have not provided any estimates of the aerosol effect on ice crystal sizes. Morrison and Gettelman [2008] predicted ice crystal radii using a two-moment cloud microphysics scheme, but ice crystal formation was not linked to predicted aerosol concentrations. Ice crystal effective radii in GCMS have traditionally been prescribed to a single value or are simple functions of temperature and therefore have not been sensitive to changes in IN concentrations. However, several recent global studies have investigated perturbations in effective ice crystal radii in cirrus clouds in response to anthropogenic aerosols. For example, the studies by Liu et al. [2007], Salzmann et al. [2010], and Gettelman et al. [2010] predicted ice crystal effective radii on the basis of aerosol-dependent ice crystal number concentrations, but focused their study on cirrus rather than mixed-phase clouds. In cirrus clouds, homogeneous and heterogeneous freezing mechanisms may in certain cases compete for the available water vapor, with a potentially strong influence on ice crystal number concentrations and sizes. Although aerosol effects on cirrus clouds are potentially significant, they are not the focus of the present study. Here we focus on treating aerosol effects on mixed-phase clouds in a more consistent manner, as the ice crystal number concentrations calculated on the basis of available IN determine the ice crystal effective radii entering radiation calculations. Jiang et al. [2009] reported a negative correlation between aerosol pollution and ice crystal effective radii in convective clouds observed from space. They used high carbon monoxide (CO) values as a proxy for aerosol emissions from biomass and fossil fuel burning, and their results thus indicate that combustion particles were responsible for the difference in ice crystal sizes measured between polluted and clean cases. However, their method could not determine which microphysical mechanisms caused this difference, and further observational evidence is needed to single out the mechanisms responsible for the more numerous and smaller ice crystals in the polluted case. (6) The remainder of this paper is structured as follows: Section 2 describes the modeling tool used in this study, in particular the treatment of mixed-phase clouds. Also presented is a description of the model simulations performed along with a description of the satellite data used for model validation. Section 3 presents and discusses the results of these simulations along with a comparison with available satellite observations. Finally, section 4 concludes the paper and outlines future research directions of interest.

2. Model Description and Experimental Setup

2.1. The Modeling Tool

[7] The modeling tool employed in this study is the aerosol-climate model Community Atmosphere Model (CAM)-Oslo, an extended version of CAM3 [Collins et al., 2006]. Extensions include a sophisticated aerosol module [Seland et al., 2008] describing aerosol size distributions and chemical compositions. The module treats sea salt, mineral dust, sulfate, black carbon and organic aerosols, and their size distribution are described by 16 lognormal modes and 44 size bins with process-determined mixing states. A treatment of primary biogenic aerosol particles (PBAPs) was recently implemented, but is not included here as PBAPs were found to have only minor effects on clouds and climate [Hoose et al., 2010]. A subgrid-scale vertical velocity is parameterized to calculate supersaturations and the fraction of aerosol particles activated to form cloud droplets in a given gridbox. Cloud droplet activation follows the work by Abdul-Razzak and Ghan [2000] with modifications by Hoose et al. [2009]. As the focus of this study is mixed-phase clouds (MPCs), we describe modifications to the standard CAM3 cloud microphysics below from a MPC point of view.

2.2. The Mixed-Phase Cloud Scheme

[8] The microphysical evolution of mixed-phase clouds is governed by four continuity equations predicting the cloud liquid water content and ice water content (IWC) as well as the cloud droplet and ice crystal number concentrations [Storelumo et al., 2006; Storelumo et al., 2008a]. Parameterization schemes that carry both cloud condensate and cloud particle concentrations (i.e., the third moment and zeroth moment of the cloud particle size distribution, respectively) as prognostic variables are often referred to as double-moment microphysics schemes. In contrast to in-cloud water and ice, precipitating water and ice are diagnosed quantities in this model. All precipitation formed in-cloud over a time step is assumed to either reach the surface or sublime and/or evaporate in subcloud gridboxes over the course of the same time step. (9) The advantage of in-cloud double-moment microphysics schemes compared with schemes that predict cloud condensate only is that they allow for prediction of the time evolution of cloud particle sizes for a given assumption of the shape of the size distribution. The cloud particle sizes in turn determine the amount of precipitation formed as well as cloud optical properties. The following continuity equation for ice crystal number concentration (ICNC) is thus of particular relevance for this paper:

\[
\frac{dn_i}{dt} = A_{N_i} + f r z_{imm} + fr z_{sat} + fr z_{dep} + fr z_{hom} + mult - aut
\]

- \(saci - mlt - slf - subl\)

(1)

[10] Its source terms are heterogeneous ice crystal formation (immersion and/or condensation (frz_{imm})), contact
freezing \((frz_{cm})\), deposition nucleation \((frz_{dep})\), homogeneous freezing \((frz_{hom})\), and mineral dust and accumulation mode BC act as IN. Hallett and Storelvmo et al. [1998]. Homogeneous and heterogeneous freezing follows Diehl et al. [2006], and mineral dust and accumulation mode BC act as IN.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Heterogeneous freezing follows Diehl et al. [2006], and mineral dust and accumulation mode BC act as IN.</td>
</tr>
<tr>
<td>BC10</td>
<td>Same as for BC, but only 10% of accumulation mode BC may act as IN.</td>
</tr>
<tr>
<td>BC01</td>
<td>Same as for BC, but only 1% of accumulation mode BC may act as IN.</td>
</tr>
<tr>
<td>CNT01</td>
<td>Heterogeneous freezing based on House et al. [2010], with fraction of BC particles available as IN limited to 1%.</td>
</tr>
<tr>
<td>CNT001</td>
<td>Same as for CNT01, but fraction of BC particles available as IN is limited to 0.1%.</td>
</tr>
<tr>
<td>CFDC</td>
<td>Heterogeneous freezing based on DeMott et al. [2010].</td>
</tr>
</tbody>
</table>

Table 1. Short Description of the Six Simulations Carried Out in This Study
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Heterogeneous freezing follows Diehl et al. [2006], and mineral dust and accumulation mode BC act as IN. Hallett and Storelvmo et al. [1998].
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The relationship \(r_{c,i}^3 = kr_{c,i}^3\) holds true and that the ice crystal size distribution can be described by a power law spectrum where the power exponent is dependent on the IWC and temperature \((T)\) of the cloud. Using this assumption, it follows that \(k = f\) is a function of IWC and T. In the model, ice cloud optical properties for a given model layer are determined by \(r_{c,i}^3(\mu m)\) and the vertically integrated IWC, often referred to as the ice water path \((IWP; g/m^2)\). The short-wave ice cloud optical thickness follows the parameterization described by Ebert and Curry [1992]:

\[
\tau_{\text{cd,i}} = IWP \left( \frac{a}{r_{c,i}} + \frac{b}{r_{c,i}} \right),
\]

where the superscript \(i\) denotes the spectral interval and the constants \(a\) and \(b\) are wavelength dependent and given by Ebert and Curry [1992]. The longwave emissivity is given by the following approximation:

\[
e_{\text{cd,i}} = 1 - \exp(-1.66k_{abs}IWP),
\]

where \(k_{abs}\) is the absorption coefficient for ice clouds and is based on a broadband fit to the emissivity given by Ebert and Curry [1992]:

\[
k_{abs} = 0.005 + \frac{1}{r_{c,i}}.
\]

2.3. Satellite Observations

In section 3.1, model output is compared to satellite data, including CloudSat retrievals. The CloudSat Cloud Profiling Radar is a 94 GHz active instrument measuring cloud backscattering as a function of altitude [Stephens et al., 2002]. The satellite is in a Sun-synchronous orbit with a 1:31 h (local time) ascending node. The footprint size is about 2 km, and the vertical resolution is approximately 500 m. These observations give detailed information about cloud structures, but various microphysical variables are also retrieved that are constrained in varying degrees by the observed backscattering. The retrievals were taken from the Level Radar-Only Cloud Water Content, or 2B-CWC-RO (R04), product.

The first considered CloudSat retrieval quantity is the vertical integral of IWC, i.e., the IWP. Systematic errors for IWC have been estimated to be less than 40%, and the CloudSat radar does not allow for a discrimination between liquid and ice particles [Austin et al., 2009]. The IWP retrieval can thus have significant biases, but we are not aware of any detailed error estimate. Other factors to consider for a model comparison is the diurnal sampling [Eriksson et al., 2010] and the fact that the radar does not discriminate between nonprecipitating and precipitating particles [Waliser et al., 2009].

IWP has also been derived from the International Satellite Cloud Climatology Project (ISCCP) [Rossow and Schiffer, 1999]. The IWP is produced here by summing up the partial IWP for ISCCP’s three cloud types. The method follows the work by Storelvmo et al. [2008a], with minor corrections affecting only high-latitude values. The ISCCP data set is based on visible and infrared data. Radiation at such wavelengths interacts primarily with smaller ice particles and cannot detect, e.g., multilayer clouds. It is assumed...
here that the ISCCP IWP represents the nonprecipitating ice mass rather than the total ice mass. More detailed discussion and comparison of IWP data sets, including CloudSat and ISSCP, are found in the publication by Eliasson et al. [2010].

A second considered CloudSat retrieval quantity is effective radius. A single-wavelength radar lacking Doppler capability such as CloudSat gives no direct constraint on particle sizes, and IWC can be seen as the main microphysical retrieval quantity. From this perspective, the effective radius reported largely follows the retrieved IWC. In short, a higher measured backscattering will result not only in higher IWC but also smaller effective radius. The relationship between IWC and particle size constitutes important a priori information that is taken from in situ observation campaigns [Austin et al., 2009].

2.4. Experimental Setup

We have carried out six 5-year simulation experiments, each with a spin-up of 4 months. The horizontal resolution for all simulations is T42 (2.8125° × 2.8125°) with 26 vertical levels. Emissions of aerosols and aerosol precursor gases were taken from the work by Dentener et al. [2006]. Each experiment was carried out four times: with and without the albedo effect included and with and without anthropogenic BC (referred to as present-day (PD) and preindustrial (PI) versions of the same simulation). In simulations that do not allow aerosol effects on the cloud albedo, ice crystal effective radii are calculated as a function of temperature only, following the parameterization by Kristjánsson et al. [2000]. The simulations are summarized in Table 1. In the simulations, dust particles and accumulation mode BC particles were available for ice nucleation. The simulations were carried out twice: once with all aerosol emissions corresponding to PD conditions and the other with PI BC emissions. All aerosol emissions other than BC were the same in both simulations. This experimental setup allows us to isolate and investigate the effect of increased IN concentrations on mixed-phase clouds. In simulations BC10

Figure 1. Annual average concentrations of dry, i.e., externally mixed, black carbon (BC) accumulation mode particles: (a) 930 hPa and (b) zonal mean.
and simulations BC01, the accumulation mode BC particles available for ice nucleation were limited to 10% and 1 %, respectively. In simulations CNT01 and CNT001, the alternative parameterization of heterogeneous freezing by Hoose et al. [2010] was applied with an upper limit for the fraction of BC particles acting as IN of 1% and 0.1 %, respectively. In simulation CFDC, the new parameterization of heterogeneous freezing by DeMott et al. [2010] was applied. This range of simulations varying the heterogeneous freezing scheme and the fraction of aerosol active as IN is motivated by recent studies suggesting that the standard parameterization by Diehl et al. [2006] may significantly overestimate ice nucleation rates and ice crystal number (e.g., Eidhammer et al. [2010]).

Figure 1a shows the annual average global distribution of externally mixed accumulation mode BC particles from the PD simulation (shown for the 930 hPa level). A large fraction of the BC particles residing in the accumulation mode stem from fossil fuel emissions of agglomerated BC, consistent with a somewhat aged but not entirely collapsed agglomerate structure [Seland et al., 2008]. The relevance of such particles is supported by, e.g., Bond et al. [2006]. Thus high concentrations are associated with regions of high fossil fuel emissions such as East Asia, Europe, and

Figure 2. Annual and zonal mean effective radii (a) as calculated from prognostic ice crystal number concentrations and (b) as diagnosed using the empirical relationship from Kristjánsson et al. [2000].
the eastern United States. Figure 1b shows the corresponding zonal mean concentrations as a function of pressure, illustrating that high concentrations are confined to the Northern Hemisphere at all levels, and that accumulation mode particles are efficiently transported northward with height, yielding relatively high concentrations in Arctic regions. Although BC particles are largely hydrophobic, they may become hydrophilic as they age chemically and are coated by soluble species. Nevertheless, their effects on liquid clouds are essentially negligible in the model (not shown), and cloud droplet number concentrations are therefore very similar in PD and PI simulations. Direct radiative effects and semidirect effects of aerosols do not differ among the simulations (by using the same prescribed aerosol fields for aerosol interaction with radiation in all simulations), nor do aerosol effects on cirrus clouds (i.e., clouds with temperatures below $-38^\circ$C). Ice crystal concentrations for these clouds are calculated as described by Lohmann [2002].

Laboratory results indicate that compared with natural IN such as mineral dust and biological particles, soot is the least efficient IN (see, e.g., Kärcher et al. [2007] and Möhler et al. [2005]). However, in situ observations indicate an enrichment of soot in atmospheric ice particle residuals in lower tropospheric mixed-phase clouds [Cozic et al., 2008; Targino et al., 2009]. There are suggestions that soot may act as a contact IN at temperatures between $-22^\circ$C and $-28^\circ$C [Diehl and Mitra, 1998; Fornea et al., 2009]. Acetylene burner soot has been observed to initiate immersion freezing at similar temperatures [DeMott, 1990]. Although IN perturbations are realized in this study by changing BC concentrations, we would expect the results to be qualitatively similar if IN concentrations increased as a result of, e.g., desertification and increased mineral dust concentrations. However, the geographical emission distributions, and therefore the regional cloud responses, would inevitably be very different.

3. Results and Discussion

3.1. Validation of Modeled Ice Water Path and Ice Crystal Effective Radius

Crucial parameters for determining the radiative effects of mixed-phase cloud glaciation are the IWP and the effective radius of the ice crystals ($r_{ei}$) (see equations (2)–(4)). For comparison with observations, we have chosen the PD version of experiment BC01 as our control simulation. In Figures 2a and 2b, the simulated zonal and annual mean ice crystal effective radius is compared to $r_{ei}$ predicted by the empirical relationship described by Kristjánsson et al. [2000] at a temperature of 240 K compared with the equivalent field obtained from CloudSat observations. We chose this temperature for comparison because CloudSat retrievals cannot distinguish between liquid and ice and therefore rely on temperature as a proxy for the presence of ice. Choosing a temperature low
enough for most clouds to consist of ice while comparing ice clouds that most likely formed heterogeneously, the comparison is relevant for mixed-phase clouds and most likely not affected by CloudSat misinterpreting cloud droplets as ice crystals. Effective radii from the model are sampled from the temperature interval 235 K to 245 K. The simulated size ranges and the annual and global average values agree reasonably well with observations, with the exception of simulation CFDC. The parameterized ice nuclei in this simulation are a function of temperature and the concentration of insoluble aerosol particles larger than 0.5 \( \mu m \). The concentrations of such large particles decrease rapidly with height in the model, and at the level of the coldest MPCs the concentrations are very low, which translates into low ice crystal number concentrations (on the order of 1 l\(^{-1}\)) and large effective radii. However, the comparison with observations is not perfect for other simulations either, and Figure 3 reveals that most simulations show an interhemispheric contrast that is not evident in the satellite data.

There are several possible explanations for this disagreement with the observations. First, the two aerosol species available for ice nucleation in the simulations, mineral dust and BC, both have much higher concentrations in the Northern Hemisphere. Missing dust or BC sources in the Southern Hemisphere or too weak transport across the equator could explain the exaggerated interhemispheric contrast. Second, in the case of asymmetric IN concentrations across the equator, ice multiplication processes would contribute to reducing the interhemispheric contrast in ice crystal number. Among the ice multiplication mechanisms proposed in the literature (e.g., Pruppacher and Klett [1997]), only the so-called Hallett-Mossop process [Hallett and Mossop, 1974] is currently included in the model.

[20] A third reason for disagreements between simulated and observed ice crystal radii could be that the amount of cloud ice in the model is poorly predicted. However, Figure 4 suggests that this is not the case, showing simulated IWP compared with that observed by satellite in the ISCCP.

**Figure 4.** Vertically integrated ice and snow from (a) the International Satellite Cloud Climatology Project (ISCCP) data set and (b) simulation BC01.
data set. Although an underestimation of cloud ice is evident in the tropics and a slight overestimation can be seen for midlatitude storm tracks, simulated and observed values compare fairly well. Figure 5 shows vertically integrated ice and snow from CloudSat compared to simulation BC01. The Cloudsat radar cannot distinguish in-cloud ice crystals from falling snow crystals, so in this case all falling snow must be included for a given model column for a fair comparison. Also in this case, the simulated and observed values compare fairly well, although the model simulation seems to slightly overestimate atmospheric ice and snow. This is also true for the tropics, which suggests that in tropical clouds precipitation forms too rapidly in the model after conversion from liquid to ice to have occurred.

3.2. The Cloud Lifetime Effect

[21] As seen in Table 2, the additional IN here represented by anthropogenic BC in the PD simulation lead to a decrease in cloud lifetime and therefore a reduction in both the liquid water path (LWP) and IWP. The reduced cloud lifetime in the presence of high IN concentration comes about as a result of the BF process, in which ice crystals coexisting with cloud droplets will inevitably grow at the expense of the liquid droplets. The increase (PD – PI values) in the fraction of the clouds where the BF process takes place is presented in Figure 6 as a function of pressure (i.e., height) and shows that in simulation BC there is a pronounced increase in the cloud fraction dominated by the BF process, while simulations BC10, BC01, and CNT01 show more moderate increases. Simulations CNT001 and CFDC showed no significant changes and are not included in Figure 6.

[22] As the ice crystal concentrations are generally orders of magnitude smaller than the typical cloud droplet number concentrations, the BF process will redistribute the cloud water onto fewer cloud particles, which can either grow large enough to sediment out from the cloud efficiently and/or increase collision and coalescence processes because of their higher falling speeds. In both cases, the result is efficient precipitation formation, which acts to deplete cloud
Table 2. Annual Global Mean Changes in Cloud Microphysical and Radiative Properties Between Simulations with Present-Day Black Carbon and Simulations With Preindustrial Black Carbon Concentrations, Accounting Only for the Lifetime Effect on Mixed-Phase Clouds

<table>
<thead>
<tr>
<th>Simulation</th>
<th>BC</th>
<th>BC10</th>
<th>BC01</th>
<th>CNT01</th>
<th>CNT001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud cover (%)</td>
<td>68.0 ± 0.05</td>
<td>68.3</td>
<td>68.3</td>
<td>67.6</td>
<td>67.8</td>
</tr>
<tr>
<td>Δ Cloud cover (%)</td>
<td>−0.20 ± 0.04</td>
<td>0.03</td>
<td>0.40</td>
<td>−0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>LWP (g/m²)</td>
<td>76.2 ± 0.16</td>
<td>78.3</td>
<td>76.3</td>
<td>66.6</td>
<td>67.5</td>
</tr>
<tr>
<td>Δ LWP (g/m²)</td>
<td>−2.68 ± 0.17</td>
<td>−1.20</td>
<td>−0.42</td>
<td>−1.33</td>
<td>−0.23</td>
</tr>
<tr>
<td>IWP (g/m²)</td>
<td>24.6 ± 0.03</td>
<td>25.6</td>
<td>25.8</td>
<td>21.1</td>
<td>22.2</td>
</tr>
<tr>
<td>Δ IWP (g/m²)</td>
<td>−1.1 ± 0.04</td>
<td>−0.37</td>
<td>−0.21</td>
<td>−0.25</td>
<td>−0.10</td>
</tr>
<tr>
<td>SWCF, TOA (W/m²)</td>
<td>−51.0 ± 0.06</td>
<td>−52.0</td>
<td>−51.1</td>
<td>−48.0</td>
<td>−48.3</td>
</tr>
<tr>
<td>Δ SWCF, TOA (W/m²)</td>
<td>1.18 ± 0.07</td>
<td>0.54</td>
<td>0.10</td>
<td>0.31</td>
<td>0.06</td>
</tr>
<tr>
<td>LWCF, TOA (W/m²)</td>
<td>25.8 ± 0.03</td>
<td>26.1</td>
<td>25.8</td>
<td>22.1</td>
<td>22.1</td>
</tr>
<tr>
<td>Δ LWCF, TOA (W/m²)</td>
<td>−0.47 ± 0.04</td>
<td>−0.18</td>
<td>0.03</td>
<td>−0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>NCF, TOA (W/m²)</td>
<td>−25.2 ± 0.06</td>
<td>−25.9</td>
<td>−25.3</td>
<td>−25.9</td>
<td>−26.2</td>
</tr>
<tr>
<td>Δ NCF, TOA (W/m²)</td>
<td>0.71 ± 0.06</td>
<td>0.36</td>
<td>0.13</td>
<td>0.26</td>
<td>0.12</td>
</tr>
</tbody>
</table>

*Standard errors are given for simulation BC, are comparable to the other simulations, and are calculated on the basis of annual global means for each of the 10 simulation years. LWP, liquid water path; IWP, ice water path; SWCF, shortwave cloud forcing; TOA, top of the atmosphere; NCF, net cloud forcing.

water and results in a reduced cloud lifetime. Consequently, the lifetime effect is reversed compared with liquid clouds. The new subgrid treatment of the BF process recently developed for CAM-Oslo enables more realistic simulation of this process, which is crucial to mixed-phase cloud evolution. The reductions in IWP and LWP (hereafter referred to as total water path (TWP)) reduce cloud optical thickness and allow more solar radiation to reach the surface (as shown in equation (1)), where a large surface-albedo-dependent fraction is efficiently absorbed. Hence, the shortwave radiative response to a reduction in TWP is a heating of the Earth-atmosphere system, amounting to a reduction in shortwave cloud forcing (SWCF, defined as the reduction in downwelling shortwave radiation between clear and cloudy skies at the top of the atmosphere (TOA)) of 1.18 W m⁻² in simulation BC. However, in contrast to the lifetime effect on liquid clouds, the lifetime effect on MPCs also strongly influences the amount of longwave radiation re-emitted into space. Because liquid clouds are generally optically thick and located close to the surface, they are essentially black bodies with respect to terrestrial radiation and emit radiation with an effective black body temperature very similar to the surface. Mixed-phase clouds, on the other hand, are different in both of these aspects: they are typically optically thinner and located in the middle troposphere at midlatitudes. Consequently, the increased glaciation may reduce cloud emissivity (see equation (2)) and turn MPCs into gray bodies in the longwave part of the spectrum (after glaciation), meaning that more radiation emitted from the surface is transmitted through the clouds and escapes to space rather than being absorbed and re-emitted both downward and upward with a lower intensity determined by the cloud temperature. In BC, this results in a longwave cloud forcing (LWCF, defined as the difference in downwelling longwave radiation at the TOA between clear and cloudy skies) of −0.47 and −0.18 W m⁻² in simulations BC and BC10 (i.e., a cooling) and no significant effect in simulation BC01. The net radiative effect of the reduced lifetime of mixed-phase clouds is dominated by the shortwave effect and amounts to a warming of the Earth-atmosphere system of 0.71, 0.36, and 0.13 W m⁻² in simulations BC, BC10, and BC01, respectively. The forcing in simulation BC is probably unrealistically large and can likely be viewed as an upper bound for the effect of anthropogenic BC on mixed-phase clouds. Hence, the net radiative forcing strongly depends on the difference in
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![Graph showing change in cloud fraction where the Bergeron-Findeisen (BF) process takes place for simulations BC, BC10, BC01, and CNT]
IN concentrations between the PD and PI simulations, as evidenced by the more moderate positive forcings in simulations BC10 and BC01. This reduction is explained by the much more modest reduction in TWP in these simulations when PD BC is introduced.

3.3. The Cloud Albedo Effect

As explained in section 1, we consider the simulations, including radiative effects of changes in \( r_{c,f} \), to be an important step toward a more consistent treatment of MPC microphysical and optical properties because the predicted ice crystal number concentrations are allowed to influence not only cloud glaciation and precipitation release but also the ice crystal effective radii entering the radiation transfer calculations for MPCs. The outcome of simulations including the cloud albedo effect (in addition to the lifetime effect) of mixed-phase clouds are summarized in Table 3. As evident from Figures 7a and 7b, ice crystal number concentrations are higher in simulations including anthropogenic BC, in particular at Northern Hemisphere midlatitudes and high latitudes. ICNCs are shown for the BC01 simulation. The higher ICNCs combined with the lower
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**Figure 7.** (a) Zonal mean ice crystal number concentrations as simulated with present-day BC emissions. (b) The percentage increase in ice crystal number concentration (ICNC) with respect to the simulation with preindustrial BC emissions. From simulation BC01.
IWC in the PD case lead to generally smaller ice crystal effective radii, as evident in Table 3 for effective radii sampled from the model as they would be observed by satellites (from the topmost ice cloud with optical thickness >0.3 and correcting for contributions from lower ice clouds in the case of partial cloud cover). The reduction in ice crystal effective radii (i.e., the albedo effect) in turn increases cloud albedo (see equation (1)), thereby counteracting the lifetime effect on the shortwave radiation. While the albedo and lifetime effects of liquid clouds both act to increase cloud albedo, the albedo and lifetime effects on the albedo of MPCs compete. In all simulations, including the albedo effect significantly reduces the net radiative effect of the IN increase. Again, mixed-phase clouds differ from liquid clouds in that their influence on longwave radiation is sensitive to changes in cloud particle radius. While the longwave cloud emissivity of liquid clouds is parameterized independently of the cloud droplet effective radius, \( r_{ei} \) influences the emissivity of glaciated clouds through equations (2) and (3). Hence, the reductions in \( r_{ei} \) in the PD versus the PI simulation render the clouds less transparent in the longwave part of the spectrum, thereby partly counteracting the longwave lifetime effect. These effects combined lead to a smaller difference in the net cloud forcing (NCF = SWCF + LWCF) between the PI and PD simulations when the albedo effect is taken into account. In simulations BC, BC10, and BC01, the change in NCF is reduced to 0.23, and 0.16, and 0.07 W m\(^{-2}\), respectively, compared with 0.71, and 0.36, and 0.13 W m\(^{-2}\), respectively, without the albedo effect.

3.4. Sensitivity to Heterogeneous Freezing Parameterization

[24] As we consider the most uncertain aspect of the model simulations to be the treatment of heterogeneous freezing, we have carried out sensitivity simulations where the standard heterogeneous freezing scheme was replaced by (1) a recently developed scheme based on classical nucleation theory [Hooge et al., 2010] (simulations CNT01 and CNT001) and (2) a recently developed empirical scheme based on in situ measurements with a continuous flow diffusion chamber [DeMott et al., 2010] (simulation CFDC, which was carried out only with the albedo effect included). The outcomes of these sensitivity simulations are shown in Tables 2 and 3 (simulation CFDC was only carried with both the lifetime and albedo effects included and therefore appears only in Table 3). While simulations CNT01 and CNT001 qualitatively produce results similar to those with the standard heterogeneous freezing scheme, the CFDC simulation shows the opposite effect. In this experiment, the dependence of ice nucleation on the concentration of large particles (which are typically of natural origin) leads to less ice formation in the PD simulation. We suggest that this is due to a shorter lifetime of large (and often natural) particles in the atmosphere because they age chemically at a faster rate in the polluted PD simulation than in the cleaner pre-industrial counterpart. Consequently, cloud lifetimes are increased, and the net radiative effect is negative.

### Table 3. Annual Global Mean Changes in Cloud Microphysical and Radiative Properties Between Simulations With Present-Day BC and Simulations With Preindustrial BC Concentrations, Accounting for Both Albedo and Lifetime Effects on Mixed-Phase Clouds

<table>
<thead>
<tr>
<th>Simulation</th>
<th>BC</th>
<th>BC10</th>
<th>BC01</th>
<th>CNT01</th>
<th>CNT001</th>
<th>CFDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud cover (%)</td>
<td>68.0 ± 0.05</td>
<td>67.9</td>
<td>68.1</td>
<td>67.5</td>
<td>67.7</td>
<td>67.9</td>
</tr>
<tr>
<td>Δ Cloud cover (+0.20%)</td>
<td>±0.04</td>
<td>±0.18</td>
<td>±0.05</td>
<td>±0.05</td>
<td>±0.03</td>
<td>±0.04</td>
</tr>
<tr>
<td>LWP (g/m(^2))</td>
<td>76.2 ± 0.16</td>
<td>75.7</td>
<td>75.8</td>
<td>66.2</td>
<td>66.8</td>
<td>100.2</td>
</tr>
<tr>
<td>Δ LWP (g/m(^2))</td>
<td>−2.68 ± 0.17</td>
<td>−1.66</td>
<td>−0.55</td>
<td>−1.48</td>
<td>−0.55</td>
<td>0.27</td>
</tr>
<tr>
<td>IWP (g/m(^2))</td>
<td>24.6 ± 0.03</td>
<td>25.5</td>
<td>25.8</td>
<td>21.3</td>
<td>21.5</td>
<td>21.0</td>
</tr>
<tr>
<td>Δ IWP (g/m(^2))</td>
<td>−1.1</td>
<td>−0.04</td>
<td>−0.31</td>
<td>−0.03</td>
<td>−0.27</td>
<td>0.12</td>
</tr>
<tr>
<td>SWCF, TOA (W/m(^2))</td>
<td>−51.0 ± 0.06</td>
<td>−52.0</td>
<td>−52.4</td>
<td>−49.7</td>
<td>−49.7</td>
<td>−55.0</td>
</tr>
<tr>
<td>Δ SWCF, TOA (W/m(^2))</td>
<td>0.67 ± 0.07</td>
<td>0.34</td>
<td>0.10</td>
<td>0.29</td>
<td>0.20</td>
<td>−0.39</td>
</tr>
<tr>
<td>LWCF, TOA (W/m(^2))</td>
<td>25.8 ± 0.03</td>
<td>26.0</td>
<td>26.2</td>
<td>22.0</td>
<td>22.1</td>
<td>27.4</td>
</tr>
<tr>
<td>Δ LWCF, TOA (W/m(^2))</td>
<td>−0.44 ± 0.04</td>
<td>−0.18</td>
<td>−0.03</td>
<td>−0.16</td>
<td>−0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>NCF, TOA (W/m(^2))</td>
<td>−25.2 ± 0.06</td>
<td>−26.0</td>
<td>−26.2</td>
<td>−27.7</td>
<td>−27.6</td>
<td>−27.6</td>
</tr>
<tr>
<td>Δ NCF, TOA (W/m(^2))</td>
<td>0.23 ± 0.06</td>
<td>0.16</td>
<td>0.07</td>
<td>0.13</td>
<td>0.15</td>
<td>−0.32</td>
</tr>
<tr>
<td>( r_{ei} ), cloud top (μm)</td>
<td>85.7 ± 0.1</td>
<td>93.8</td>
<td>97.0</td>
<td>62.1</td>
<td>62.1</td>
<td>131.7</td>
</tr>
<tr>
<td>Δ ( r_{ei} ), cloud top (μm)</td>
<td>−13.0 ± 0.1</td>
<td>−5.4</td>
<td>−1.7</td>
<td>−2.6</td>
<td>−1.0</td>
<td>−0.4</td>
</tr>
</tbody>
</table>

*Standard errors are given for simulation BC, are comparable to the other simulations, and are calculated on the basis of annual global means for each of the 10 simulation years.

4. Conclusion and Future Work

[25] We have demonstrated that in global simulations of aerosol effects on mixed-phase clouds, the cloud albedo effect resulting from an IN increase can be of comparable magnitude to the cloud lifetime effect of the IN change. In terms of radiative forcing, the albedo effect counteracts a major part of the lifetime or glaciation effect, causing the net radiative forcing to be positive but weak in simulations with our standard heterogeneous freezing parameterization. This is in contrast to the relatively strong warming found here and in previous studies when only the lifetime effect was taken into account. These results strongly suggest that aerosol effects on mixed-phase clouds cannot be simulated realistically unless the predicted ice crystal number concentrations are allowed to interactively influence the cloud albedo in the models by modifying the ice crystal effective radii entering radiation calculations. Furthermore, we have carried out sensitivity simulations varying the fraction of BC particles available as IN and the heterogeneous freezing scheme applied to determine the number concentration of nucleated ice crystals. We find the magnitude and even the sign of the radiative forcing in response to a BC perturbation to be sensitive to the choices for the above. Parameterizations seem to differ depending on whether they are based on theoretical considerations, laboratory studies, or field observations. Simulations with the latter stand out in this study by yielding a negative radiative forcing in response to increased BC concentrations, in contrast to the consistently positive forcing calculated in the other simulations. The importance of reducing this disagreement is highlighted by this paper, which demonstrates that the warming due to soot influence on mixed-phase clouds has an upper bound comparable in magnitude to the best estimates of the cooling associated with anthropogenic aerosol effects on liquid clouds [Forster et al., 2007], but also that even the sign of the radiative forcing associated with BC interactions with mixed-phase clouds is uncertain.

[26] An interesting extension of the study presented here would be to investigate various ice multiplication processes and their importance for aerosol effects on mixed-phase clouds. Furthermore, a treatment of aerosol effects on cirrus...
clouds, accounting for heterogeneous and homogeneous freezing at temperatures below −38°C is currently being implemented in CAM-Oslo, allowing for simulations of aerosol effects on clouds at all cloud temperatures. Finally, a better quantification of the IN ability of BC, as well as changes in mineral dust loading in response to desertification and deforestation, will help to determine whether significant changes in IN concentrations since preindustrial times have in fact occurred. Recent publications (e.g., Mahowald et al. [2010]) indicate that dust loadings have undergone significant changes in the 20th century. In the future, we hope to explore how feedbacks associated with climate change influence dust emissions, as well as how these dust emissions in turn influence climate via their impact on mixed-phase clouds.
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