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Abstract  

Impurity transport in JET is studied using interpretative analysis and predictive simulations 

of JET discharges. The simulations are based on transport models for Ion-Temperature-

Gradient (ITG) mode and Trapped-Electron (TE) mode driven turbulence and neoclassical 

transport. The properties of the impurity transport coefficients obtained with fluid
1
 as well 

as quasi-linear and nonlinear gyrokinetic simulations using the code GENE
2
 are compared 

and discussed. In particular, the sign of the impurity convective velocity (pinch) and the 

scaling of the normalised impurity density peaking factor -R∇nZ/nZ with impurity charge 

number is investigated. Predictive simulations of temperatures (Te, Ti=TZ) and densities (ne, 

nZ) are performed with the JETTO/SANCO core transport code.  

 

The scaling of impurity transport with impurity charge Z is crucial for the performance and 

optimisation of a fusion reactor. In the present study, a set of dedicated JET impurity 

injection experiments
3
 are analysed. The impurities were injected by laser ablation (Ni) and 

gas injection (Ne, Ar) and the diffusivity DZ and convective velocity VZ were determined 

by matching spectroscopic data with predictive results obtained with the transport code 

UTC-SANCO.
4
 

 

 

 



Fluid model 

The Weiland multi-fluid model
1
 has been used to describe the ITG/TE mode turbulence and 

the impurity species. The model equations consist of a set of fluid equations for the particle 

density, parallel velocity and temperature for each species, i.e. ions, trapped electrons and 

impurities. The impurity flux is calculated as ΓZ=<vExBδnZ>= -DZ∇nZ+nZVZ where DZ is 

the diffusivity and VZ is the convective velocity. The convective velocity includes 

contributions from thermodiffusion, which scales as VZ~1/Z·R/LTZ (usually outward for 

ITG-modes, inward for TE-modes), curvature (inward), and parallel impurity 

compression,
5-6

 VZ ~ Z/AZ k||
2
 ~ Z/(AZq

2
), (usually inward for ITG-modes, outward for TE-

modes). In the trace impurity approximation used here, the trace species is neglected in the 

quasi-neutrality condition and in this limit DZ and VZ are independent of ∇nZ. In steady 

state the zero impurity flux condition ΓZ = 0 gives the normalised impurity peaking factor 

PF = -R∇nZ/nZ = -RVZ/DZ from the balance between the outward diffusion and convection.  

 

Gyrokinetic model 

The kinetic results have been obtained with the gyrokinetic code GENE.
2
 The impurity flux 

is calculated for a few values of the impurity gradient ∇nZ and then the diffusivity DZ and 

convective velocity VZ are obtained assuming a linear dependence between impurity flux 

and impurity density gradient. Most of the simulations have been done using the quasi-

linear (QL) approximation in a low beta plasma equilibrium (β≈10
-3
). The QL simulations 

calculate the flux from the dominant mode, which is the ITG mode for the cases considered. 

The nonlinear (NL) fluxtube simulations using GENE were performed with a box size of 

Lx=Ly=125ρS with nx x nky x nz = 96x96x32 grid points in real space and nv x nµ = 48x12 in 

velocity space. 

  

Interpretative and predictive simulations 

The anomalous impurity diffusivity DZ, convective velocity VZ, and normalised impurity 

peaking factor PF=-RVZ/DZ are calculated from the background profiles of JET L-mode 

discharges #67730 and #67732. The main parameters are taken from L-mode discharge 

#67730 at r/a=0.5 with R/LTe=5.6, R/LTi=R/LTz=5.6, ft=0.55, q=2.4, s=0.6, Te/Ti,z=0.98, and 

R/Lne=2.7. The other parameters are B=3 T, R=3 m, Te=1.55 keV, ne=1.84·10
19
 m

-3
 and 

PNBI=4.2 MW. The simulations have been performed in a simple s-α equilibrium in the 

electrostatic limit. 



The scaling of the normalised impurity density peaking factor with impurity charge Z, 

obtained with fluid, QL GENE and NL GENE simulations, is illustrated in Fig. 1. For the 

parameters used, the ITG mode is the dominant instability. The scaling with Z, with an 

increase in the peaking factor for increasing values of Z, is mainly a result of the 

thermodiffusive pinch (included here since ∇TI=∇Ti is assumed), which is outward for ITG 

modes and scales as 1/Z. The fluid and GENE results are in good agreement and show a 

saturation of the peaking factor for large values of Z (Z>10) at a value slightly above the 

analytical fluid result (PF=2), which is obtained when neglecting parallel impurity 

compression.  

 

 

We have verified that the trace impurity approximation is adequate for the cases considered 

and that the results of Fig. 1 are rather insensitive to variations in other plasma parameters 

like e.g. collisionality and R/Lne. The ratio DZ/χi shows a very weak scaling with Z with 

DZ/χi=1.1 (fluid) and DZ/χi≈1 (NL GENE) for He. 

A comparison with and experimental results for Ne, Ar and Ni show that the predicted 

values of DZ, VZ and DZ/χi and the Z-scaling are in reasonable agreement with experimental 

values.
3
 For Carbon however, the predicted peaking (PFC=1.7-1.9) is larger than the 

peaking obtained from the measured C profile which is flat or hollow at mid-radius. This 

may indicate that the contribution from thermodiffusion (VZ~1/Z·R/LTZ), which is outward 

for ITG dominated cases, is larger than predicted by the present models. 

The influence of sheared plasma rotation on the impurity peaking factor has been 

investigated. The ExB shearing rate γE=dVExB/dr is treated as a parameter and the Waltz 

rule is applied with the linear growthrate γl replaced by γnet=γl-γE in the fluid transport 

coefficients. The impurity peaking factor versus the shearing parameter γE/γl is displayed in 

Fig. 1. Impurity peaking factor PF=-R∇nZ/nZ 

versus Z for Z ≥ 2 as obtained by Weiland 

fluid model and quasi-linear and nonlinear 

GENE simulations in the collisionless, 

electrostatic limit. Impurity mass AZ=2Z is 

assumed. The parameters are taken from JET 

discharge #67730 at r/a≈0.5.  



Fig. 2 for the same parameters as in Fig. 1. The effective reduction of the ITG growth rate 

with ExB shearing is found to significantly reduce the peaking factors for low values of 

impurity charge Z. For He, a flux reversal, from an inward to an outward convective 

impurity velocity, is obtained for γE/γl≈0.25. The reduction of the ITG growth rate due to 

ExB shearing leads to a reduction of both the diffusive and convective fluxes. However, 

thermodiffusion is less affected resulting in a relative increase of its contribution compared 

to the other contributions to the impurity transport. Since the thermodiffusive flux is 

outward, the result is a reduction (or reversal) of the impurity peaking factor. The 

experimental value of the shearing parameter in #67730 at r/a≈0.5 is γE/γl≈0.1 and hence it 

does not significantly affect the predicted peaking factor for Carbon. 

 

 

Predictive simulations using JETTO/SANCO including neoclassical impurity transport 

from NCLASS show that for #67730 the predicted impurity profiles are consistent with the 

interpretative analysis for Z≤18. For larger Z-values, as well as in the inner core region 

(ρ<0.2), neoclassical effects are dominant in the simulations resulting in substantially larger 

peaking factors than observed in the experiments.
3
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Fig. 2. Impurity peaking factor -R∇nZ/nZ 

versus shearing parameter γE/γl. The parameters 

are taken from JET discharge #67730 at 

r/a≈0.5. The results are obtained with the fluid 

model.  

 


